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Philips Research Laboratories, P.O.Box 80000, 5600 JA Eindhoven, The Netherlands 

Abstract 

The high spatial and temporal coherence of a 
field emission gun (FEG) increases the information 
limit of high-resolution transmission electron 
microscopes (HRTEM), but has also its implications 
on the localisation of the high resolution 
information in the image. In this paper, we 
present the results of a combined theoretical and 
experimental study of delocalisation in HRTEM. 
First, we derive a spatial frequency analysis of the 
delocalisation for crystal defects. Next, the 
delocalisation is studied from a real-space point of 
view, in terms of the impulse-response function, for 
which an instructive asymptotic mathematical 
analysis has been set up. Finally, we present 
experimental HRTEM images of crystal defects and 
of an amorphous Ge film, which are recorded with 
a Philips CM20 FEG electron microscope, and 
which illustrate the delocalisation phenomena. 
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Introduction 

The resolution obtainable in high resolution 
transmission electron microscopy (HRTEM) using 
intermediate voltage electron microscopes (IVEM) 
with an accelerating voltage of 200-300 keV, is 
improved markedly by recent technological 
developments in the design of the objective lens and 
of new electron sources. The former developments 
concern a decrease in the spherical aberration 
coefficient Cs of the objective lens, which leads to a 

better point resolution Ps at Scherzer focus. This 
improvement is realised in the Philips CM20 
electron microscope with the development of the 
UltraTWIN objective lens with a Cs value of 0.5 mm 
(Bakker and Asselbergs, 1990; Otten and Bakker, 
1991). The developments with respect to new 
electron sources concern the use of a field emission 
gun (FEG) instead of a standard thermionic LaB6 
emitter. For the Philips CM20 FEG microscope, 
field emission has been achieved by using a 
Schottky field emitter (Mul et al., 1991; Otten and De 
Jong, 1991). Due to the lower energy spread of the 
FEG (twice better than for LaBs), a high temporal 
coherence is obtained, so that the defocus spread in 
the HRTEM image is small. The brightness of the 
FEG, and therefore the spatial coherence, is also 
much higher than for a LaBs emitter, so that the 
angular divergence of the effective source is 
reduced. Typical brightness values are : 5.108 
Amp/cm2 srad for FEG; 106 Amp/cm2 srad for 
LaB6. The information resolution Pi, which is 
obtained for large underfocus conditions, is 
improved by the higher coherence of the FEG (in 
some cases even up to about half the value of the 
point resolution p5 ). Thus, not only is the point 
resolution improved by lowering Cs, but the gap 
between point and information resolution is 
enlarged due to the improved coherence of the FEG. 

At larger underfocus settings, which carry the 
information about the ultimate resolution, the 
contrast transfer function (CTF) of the microscope 
shows many oscillations. For a FEG, the spatial 
frequency information from regions where the CTF 
is rapidly oscillating, survives in the HRTEM image 
due to the high spatial coherence, as opposed to the 
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case of a normal thermionic LaB 6 emitter. These 
oscillations in the CTF not only lead to the well­
known contrast reversals, but are also responsible 
for a delocalisation of the information in the image. 
These blurring effects of contrast reversal and 
delocalisation make the interpretation of the 
HRTEM images difficult, especially in the case of a 
FEG. Then, the interpretation of the images must 
be supported by image simulation. A direct solution 
may be obtained by means of HRTEM image 
reconstruction (Kirkland, 1984; Van Dyck and Op de 
Beeck, 1990) using focal image series, by which the 
effects of the CTF are eliminated, i.e. the contrast 
reversals are removed and the delocalised high 
resolution information is brought back to the 
position where it belongs in the object or specimen. 
However, the larger the delocalisation in the focal 
series, the smaller the field of view will become for 
the faithfully reconstructed image. The same 
argumentation holds for the digital reconstruction 
step in high resolution electron holography (Lichte, 
1986; Lichte, 1991a). 

We only consider here the delocalisation due to 
the transfer of the microscope. With respect to the 
intE;Jraction between the electron beam and the 
specimen, the electrons tend to channel along the 
atomic columns in the case of a zone-axis orien­
tation (Marks, 1984a; Marks, 1985; Van Dyck et al., 
1989), so that delocalisation due to diffraction is of 
minor importance. With respect to image deloca­
lisation, much theoretical work has also been 
performed by Marks (1984a) and Marks (1985), but 
in a different framework, either using dispersive 
equations, or in terms of a Wannier - analysis for 
the HRTEM image formation. 

In this work, we present an elaborate study of 
delocalisation in HRTEM both from a theoretical 
and an experimental point of view. Firstly, we 
analyse in reciprocal space the frequency 
dependence of the delocalisation at crystal defects. 
Then, a real space analysis of the delocalisation is 
presented in terms of the impulse-response 
function (IRF) that characterises the transfer of the 
microscope. By means of an asymptotic 
mathematical analysis, the functional behaviour of 
the IRF is determined. Finally, we present the 
results of an experimental HRTEM study which is 
carried out on a Philips CM20 FEG electron 
microscope, and which illustrates the delocali­
sation phenomena. 

Basics of HRTEM Image Formation 

In this section, we introduce the notations used 
further on in this paper by briefly reviewing the 
HRTEM image formation theory. The electron­
optical imaging in HRTEM is generally described 
using the theory of partial coherence (Born and 
Wolf, 1975), in terms of a transmission-cross­
coefficient (TCC; O'Keefe, 1979; Ishizuka, 1980). In 
the case of a FEG, the parameters which 
characterise the partial coherence, i.e. beam diver-
gence a and defocus spread ~. are much smaller 
than for a thermionic source. This implies that the 
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validity of the quasi-coherent imaging approach 
(Frank, 1973; O'Keefe and Saxton, 1983; Coene and 
Van Dyck, 1988) is increased. However, since 
temporal coherence (due to chromatic aberration 
and voltage/current instabilities) is still the limiting 
partial coherence factor, even with the FEG, the 
quasi-coherent approach is not valid close to the 
information limit of the microscope, where non­
linear imaging contributions are very important. 
Nevertheless, we prefer to use the quasi-coherent 
approach here because it is very useful for getting a 
qualitative intuitive idea about the phenomenon of 
image delocalisation, and enables us to describe 
image delocalisation at a crystal defect by means of 
the shape factor of the defect. Aspects related to non­
linear imaging in terms of the TCC can be found in 
the discussion with the reviewers, at the end of this 
paper, and in Marks (1984a). Although being 
complete and the only way for a correct quantitative 
approach, the TCC description has the disadvan­
tage of losing the intuitive insight due to the 
scrambling of the specimen information over 
Fourier space. 

In the quasi-coherent approach, the Fourier 
optics description can be applied (Spence, 1988; 
Goodman, 1968), so that one can write formally for 
the intensity of the HRTEM image : 

2 

I. (R) =1$. (R)I 
1 m 1 m 

2 
= 14>( R) * t( R )I 

=IFT-1
{; (G) t (G) }! 2 

(1) 

with R=(x,y) and G the two-dimensional coordinate 
vectors in real and reciprocal space, respectively, 
and where * denotes a (2-dimensional) convolution. 
<l>im(R) represents the complex amplitude in the 

image plane. <j>(R) represents the electron wave 
function at the exit face of the specimen foil, with 
~G) as its Fourier transform (FT). t(G) is the 
contrast transfer function (CTF) of the microscope 
in frequency space, with the impulse response 
function (IRF) t(R) as its inverse FT. It is also 
illustrative to consider the CTF as a complex 
Fourier filter applied on the object function qi. The 
CTF t(G) is given by (e.g. Frank, 1973; Wade and 
Frank, 1977) : 

(2) 
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with the phase transfer function (PTF) P(G) defined 
as: 

P(G)=exp{- 2mx(G)} 
(3) 

in which the wave aberration function x(G) 
accounts for the phase distortions due to spherical 
aberration (C 5 ) and defocus (M) : 

(4) 

with A. the electron wavelength, and with G= I G I . 
The damping envelopes E 6 and Es in (2), 
respectively due to temporal and spatial coherence, 
are then written as (with a the half angle of beam 
convergence, and ~ the defocus spread) : 

2 axcG) 
E 6 (G)=exp -2(n~) ( aM) l 2) 

(5a) 

and 

(5b) 

HRTEM Delocalisation at Crystal Defects 

Generally, image delocalisation is concerned 
with the extent to which the image of an atomic 
column is affected by its surroundings, i.e. by its 
neighbouring atomic columns. A perfect homoge­
neous crystal with a uniform thickness and without 
defects, has translational symmetry, and therefore 
the delocalisation is not directly apparent from the 
HRTEM image. On the other hand, image deloca­
lisation is readily observable at any imperfection or 
discontinuity in the crystal which destroys locally 
the translational symmetry. Therefore, we first 
present a theoretical survey of the effect of the 
microscope transfer on the delocalisation at a 
crystal defect. 
Theoretical Description 

We consider here the case of a single defect 
between two perfect crystal matrices, as shown in 
Fig. la. The defect is assumed to be in "edge-on" 
orientation, that is with the defect plane parallel to 
the electron beam which is incident along the foil 
normal. Such an "edge-on" defect is an abrupt and 
well-localised discontinuity in the crystal, and is 
therefore ideal for a study of the delocalisation. Our 
results are however readily generalised for other 
types of "non-uniformities" in real samples, like 
precipitates, dislocations, thickness or orientation 
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variations over a sample area (curved and/or wedge 
shaped samples), Fresnel-fringe-like delocalisation 
at the edge of a sample, etc. 

If we take the defect plane d' in Fig. la at the 
origin x=0, we can formally write for the wave 
function at the exit face of the crystal foil: 

(6) 

with for the wave function of the "average" matrix 
$<1,2>(R): 

(7) 

and for the "difference" wave function <l>i-2(R) : 

(8) 

where s(x) = -0.5 sign(x) is the shape function of the 
defect (Fig. lb). qi1(R) and <1>2(R) represent the wave 
functions for the perfect matrix of type 1 and 2, 
respectively, and they take into account the dynamic 
electron scattering through the foil. Q>d·(R) accounts 
for the sideways electron scattering across the 
defect plane d' on propagating through the foil. In 
other words, <!>d·(R) represents the delocalisation of 
the defect due to electron scattering in the foil. For 
thin specimens, Q>d·(R) may be assumed to be 
negligible due to the electron channeling along the 
atomic columns (Marks, 1984b; Marks, 1985; Van 
Dyck et al., 1989). A similar formal description as 
(6) has been used by Wilson and Spargo (1982) 
within the context of the simulation of electron 
diffraction patterns. 

The second term in (6), <l>i-2(R), accounts formally 
for a proper positioning of the defect by means of its 
shape function s(x). We now consider the effect of 
the microscope transfer on <l>i-2(R). The corres­
ponding image amplitude in Fourier space is then 
obtained as 

/\ } /\ * s (u) t(G) 

(9) 

with u the conjugate coordinate of x. The shape 
function in Fourier space may be considered as a 
peaked function around the origin u=0, i.e. the 
information from the defect in Fourier space is 
present in streaks through the "Bragg spots" or 
spatial frequencies of the perfect matrix. Then, for 
the (I-dimensional) convolution in (9), one can 
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X 

(I) (II) ( 111) 

&..L (a) Defect plane d' between two perfect 
crystal matrices 1 and 2. 

(b) Shape factor of the defect d' at the 
exit face of the specimen foil. 

(c)-(d) Shape factors of the defect d' in the 
image amplitude. 

(e)-(f) Shape factors s± of the defect d' in 
the image intensity. 

make use of the expansion : 

" " J ax<GB)} 
t(uB+u,vB)=t(GB)exp1-21tiu au 

(10) 

closely around GiJ=(uB,VB), which represent the 
spatial frequencies for matrices 1 and 2. Then, the 
image amplitude of the defect contribution <h.2(R) 
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can be rewritten as : 

= L f [; i( GB)-; 1 GB)] 
G

8
u 

X t ( UB + u, vB) ; (u) 

x exp{ 21ti[ GB" R + ux ]} 

- L [; i( GB)- ; i GB)] t ( GB) 
GB 

x exp{ 2mG 8 R} 

x f ; (u) ex) 2m u[x - ax( GB)]~ du 
u l au J 

so that finally: 

(11) 

The explicit dependence of <h, <P2 , t and x on the 
summation vector GB has been omitted in (11) for 
simplicity. Relation (11) is a key formula in this 
paper, and may be compared to the defect term 
<h-2(R) before transfer through the microscope. The 
shape function s(x) determines then the true 
position of the defect. Now, due to the microscope 
transfer, the shape function is shifted. The 
magnitude and direction of the shift depend on the 
spatial frequency GB by means of the derivative of 

the wave aberration function X· This implies that 
each spatial frequency sees the defect at a different 
position, and this position varies also with focus. 

Relation (11) can be generalised for an arbitrary 
shape function s(R) by replacing the s - factor in (11) 
by s(R-Vx(GB)), e.g. for the case of a precipitate in a 
matrix, or in the case of more irregularly shaped 
"defects". An expression similar to (11) for the 
simplified case of focus transfer only (C9 = 0 ), has 
already been described by Van Dyck (1987). From 
(11), it is clear that the contribution of the defect to 
the image amplitude may be delocalised from the 
original defect position. For the effect on the image 
intensity , an analytical expression can be derived 
under the "weak-phase object" (WPO) approxima­
tion (see e.g. Cowley and Iijima, 1972; Pirouz, 1981), 
with for the ac components of the wave function 
q>=iV, with V the potential for the electron-specimen 
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interaction. For the defect in Fig. la, this 
expression can be written as : 

I. (R) = 1 
1 m 

L ;I [( V 1 + V 2) 
G B;t() 

+ ( V 1-v 2}s(R- Vx)+s(R + Vx)]] 

x exp{ 2mGBR} 

-i L ;R[(v1-v2}s(R-Vx)-s(R+Vx)]] 
GB;t() 

(12) 

Again, the explicit dependence on GB has been 
omitted in the summations in (12). tR,r represent the 
real and imaginary part of the transfer function, 
respectively. In (12), we distinguish a term modula­
ted by tr, which corresponds with the usual WPO 
expression as for perfect crystals, and an additional 
term, only due to the defect, and which is 
modulated by tR. For these two terms, the shape 
function s of the defect is transformed on 
propagating from the object to the image, into 
s±(R,GB), given by: 

s±( R,GB) =s( R-Vx(GB) )± s( R+ Vx(GB)) 
(13) 

In Fig. le,f the shape functions for the intensity at 
the image plane are drawn for the case of the 
planar defect. The boundaries of the different 
regions I, II and III are dependent on the spatial 
frequency GB. Region II is centered around the 
original defect position, and has a width equal to 
2Vx(~). In regions I and III, where s· vanishes, 
an image of the matrices 1 (or 2) is obtained, which, 
for the frequency GB, is not distorted by the defect. 
In the defect region II, s+ vanishes. There, the 
"average" matrix is imaged, together with the 
second defect term, modulated by tr and tR, 
respectively. Due to the tR-tr mixing, the 
information in the defect region is not easily inter­
pretable. At the boundaries of region II, i.e. at 
R ± V X, shadow images of the defect can be seen, for 
frequency GB. 

The delocalisation of the information about the 
defect is fully incorporated by the shape factors s± in 
(12-13). This is easily illustrated by the following 
argumentation. If the dependence on Vx of the 
defect shape function at the level of the image 
amplitude would be neglected, i.e. for a flat CTF 
Vx = 0, and replacing s(R) for s(R ± Vx) in (12-13), 
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~ Delocalisation plots as 2 function of spatial 
frequency G, representing !iR=Vx(G), for a series of 
practical focus values (200 keV microscope, Cs= 1.2 
mm). The underfocus values are chosen as the 
"passband" defoci Ms(n) from (15), with n indicated. 

then s+ equals 2s, and s- vanishes together with the 
tR - term in the image intensity of (12). Under such 
an approximation, the image of the defect (12) 
would again be localised at its proper position, and 
the image would be "faithful" in the usual WPO 
sense. 

In the case of crystal tilt, the inversion relation 
<p*(-G) =<?(G), which has been used to derive the WPO 
expression (12), is violated, and then the shifted 
shadow images of the defect &.t R ± Vx become 
asymmetric. 
Focal Dependence of Image Deloca1isation 

From relations (11-12), we derive for the 
delocalisation by means of the frequency-dependent 
defect-shift (or information-shift) : 

f1R =Vx(G) 

=AG( M+CsA
2

G
2

). 

(14) 

Fig. 2 shows delocalisation plots as a function of 
spatial frequency for a series of focus values for a 
200 keV microscope with Cs= 1.2 mm (Philips CM20-
SuperTWIN). The values for the underfocus 
settings are particularly chosen as 

(15) 

These underfoci yield broad "passbands" in the 
imaginary part of the PTF (Spence, 1988). Scherzer 
or optimum focus is then obtained as the special 
case for n=0. The Es envelopes (5b) corresponding to 
the focus values of Fig. 2, are shown in Fig. 3 ; the 
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corresponding (imaginary part of the) CTFs and 
IRFs are drawn in Fig. 4, and will be discussed 
further on. For underfocus conditions (6f<0), a 
negative minimum displacement (or, the largest 
negative value) 

(16a) 

is obtained at a spatial frequency 

G =R~~ min 3C A 2 
s . 

(16b) 
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If 6f<0, no delocalisation (6R=0) is found at the 
spatial frequencies 

GlaO and G a J I;,~ 
2 C ).,2 

s . 
(17) 

Note that both Gmin (16b) and G2 (17) increase with 

the square root of the absolute value of focus I 6fl, 
whereas the negative minimum displacement 
6Rmin (16a) increases with the 3/2 power of I Ml. 

For overfocus conditions (6f>0), the displacement 
increases steadily with spatial frequency G. For 
small overfocus 6f, and/or large frequency G, the Cs -
term in (14) will be dominating; for larger overfocus 
and/or small frequency G, the delocalisation 6R 
will increase about linearly with focus. Relation 
(14) can now be used to determine an optimum 
underfocus condition which keeps the 
delocalisation within certain bounds. One useful 
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indicate the frequency with maximum delocalisa­
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condition may be the choice that the ultra-high 
resolution information at a maximum frequency 
G=Gmax is purely localised. The optimum focus is 
then given by 

--C 12G2 M - s11, ma opt x, 
(18) 
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is then obtained at 

Another useful condition (Lichte, 1991b) may be that 
the displacement is minimum over the whole 
frequency range 0:5G:5Gmax• This leads to an 
optimum focus 

(20) 
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with the largest displacement 

(21) 

at G=Gmax and G=Gmin=Gmax/2 . The latter value of 

~Rmin is a factor of 1.5 smaller than the former 
value, but the first condition has the advantage that 
the damping due to the Ea envelope around Gmax 
vanishes (E.=1), which is not the case for the second 
condition. This consideration is of importance in 
the case of non-optimum signal-to-noise statistics 
around the ultimate resolution Gmax• 
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Another important feature from both assump­
tions for an optimum focus is that the maximum 
displacement ~Rmin increases linearly with Cs, and 
with the third power of the ultimate resolution 
Gmax• Note that the optimum focus itself also 
increases linearly with c •. Assuming in particular 

that Gmax=Pi-1, then for the latter optimum focus 
condition we obtain 

(22) 
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with for the point resolution (Spence, 1988): 

Thus, the delocalisation increases with the fourth 
power of the ratio of the point resolution divided by 
the information resolution. Since the information 
limit Pi is chiefly determined by the (temporal) 
coherence of the electron source, it is worthwhile to 
indicate at this point the importance of ultra-high 
resolution polepieces (Bakker and Asselbergs, 1990), 
if one wants to limit the delocalisation effects in 
HRTEM. In other words, improving Cs makes the 
information in the image from the resolution limit 
Pi more readily interpretable. As an example, for 

the same information resolution Pi, the delocalisa­
tion with the CM20-UltraTWIN (Cs = 0.5 mm) is 
reduced with a factor of 4 as compared to the CM20-
TWIN (C 8 = 2.0 mm), and with a factor of 2.4 as 
compared to the CM20-SuperTWIN (C8 = 1.2 mm). 

Image Delocalisation and Spatial Coherence 
The importance of delocalisation in an HRTEM 

image is closely related to the spatial coherence of 
the electron source, which is taken into account via 
the envelope Es in the CTF. Then, from (14) and (Sb), 
it is obvious that the highest damping due to Es 
occurs for those spatial frequencies which suffer 
from the highest delocalisation in the image. In 
this spatial frequency region, the transfer function 
is rapidly oscillating (Fig. 4), i.e. the value of V x(G) 
is large (Fig. 2). The amount of damping due to Es 
depends on the degree of spatial coherence, indica­
ted by the convergence angle a. In the case of 
HRTEM with a conventional LaBs electron source, 

practical values of a are in the range 0.5 - 1.0 mrad. 
For HRTEM using a FEG, the value of a may be 
smaller by about a factor of 10-30, yielding a= 5. 10-5 

rad (or even lower). Note the quadratic dependence 
on a in the argument of the exponential in Es (Sb). 
In Fig. 3, the Es envelope is drawn for the case of a 
Philips CM20-SuperTWIN microscope with a 
conventional LaBs source, and with a FEG, for 
some practical defocus values. In the case of the 
(relatively) limited spatial coherence of the LaBs 
source, it turns out that the highly delocalised 
information is severely or even completely damped 
by Es, and is thus absent in the HRTEM image. On 
the other hand, for the high spatial coherence of the 
FEG, the damping due to Es is modest, and 
therefore also the delocalised information is 
intrinsically present. In Figs. 3-4, we have taken a 
= 1. 10-4 rad for the FEG, which is somewhat larger 
than the value mentioned above : our results show 
that already for this value of a, the delocalisation 
effects are prominent. 
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Image Delocalisation and Beam Misalignment 
Another point which should be mentioned in this 

respect is the sensitivity on an unknown residual 
beam misalignment or beam "tilt" K. This beam tilt 
leads to an additional phase factor in the transfer 
function, given by : 

" " t (G + K) = t (G) exp[- 21tiK. Vx(G)]. 
(23) 

The additional phase distortion is important for the 
spatial frequency region where Vx(G) is large. The 
information from these spatial frequencies will 
again only survive in the image if the spatial 
coherence is high (or a low), as is the case when 
using a FEG. 

In other words, when running a FEG in a highly 
spatially coherent mode, delocalisation effects are 
much more prominent, and an accurate beam 
alignment or knowledge of its misalignment K is 
much more critical. 

HRTEM Impulse-Response Functions and 
Delocalisation 

In the preceeding section, we have performed a 
spatial frequency analysis of the delocalisation. In 
this section, we present a study of the delocalisation 
from a real-space poiµt of view in terms of the 
impulse-response function (IRF) as defined in (1). 
The IRF represents in fact the image amplitude of 
an ideal point object at the exit face of the specimen 
foil, and is therefore a direct measure of the 
delocalisation. The 'real' image amplitude is then 
obtained by convolution (1) with the assembly of 
point scatterers, which is represented by the object 
wave <p. 

In the ideal case of a radially symmetric transfer 
function (no astigmatism and no beam mis­
alignment), we obtain for the IRF by means of the 
Fourier-Bessel transform : 

00" 
t(R)= 21t ft (G) J 0 (27tGR) GdG 

0 
(24) 

with J O the zero-th order Bessel function. For the 
explicit form of t(G) in (2), the IRF can only be 
computed by numerical integration. On the other 
hand, in the case of ideal coherence (i.e. no 
damping envelopes in £ ), and with Cs equal to zero, 
the IRF is readily computed from (22) as the Fresnel 
or focus propagator given by : 

. {. R2} -17t l7t 
AM exp AM . 

(25) 

Relation (25) also describes the usual Fresnel fringe 
effect for large focus values, i.e. when the effect of 
Cs is negligible. 
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However, for the general case (C8 #0), even 
without damping envelopes, no analytical formula 
for t(R) can be given. We propose here now the 
results of an asymptotic analysis of (24) in the 
ideally coherent case, with an emphasis on the 
functional behaviour with respect to ·focus .Mand 
position R. This analysis is essential for the 
extrapolation and the interpretation of the 
numerically obtained IRF's. A focal series of CTF's 
and IRF's are shown in Fig. 4 for the "passband" 
defoci given by (15). 

The asymptotic analysis of (22) is similar to that 
of the Pearcey integral (Kaminski, 1989; Paris, 1991) 
and is carried out by Janssen (1992). For the 
mathematical framework of this analysis, the 
interested reader is referred to the appendix (and 
references therein). The impulse response of the 
microscope depends both on c. and ~f, but both para­
meters are reduced to one single essential para­
meter by introduction of dimensionless focus and 
position using the (slightly modified) Scherzer and 
Glaeser units : 

and 

3 
R' =R 4(21t) 

4 C 'A.
3 

s 

(26a) 

(26b) 

We will restrict the analysis here to underfocus 
(6f<0) since this is the most intricate case. For over­
focus settings (6f>O, large), the asymptotics of t(R') 
have been given in (Janssen, 1992); it turns out that 
no elegant extensions going beyond the Fresnel 
propagator (25) can be derived. From the 
numerically computed IRF's (including E~ and Es 
damping envelopes) in Fig. 4, it turns out that one 
can distinguish several R' - ranges where t(R') 
exhibits (composite) oscillations with frequencies 
characteristic for these ranges. Especially for the 
larger underfocus conditions in Fig. 4, we can 
easily distinguish in the IRF three separate regions 
with different oscillation modes. The effect of the 
damping envelopes E ~ and Es should in principle be 
taken into account by convolution in real space with 
their inverse Fourier transforms. However, in 
order to obtain useful qualitative insight, we can 
account for the damping by multiplication with the 
values of E~ and Es for the frequencies in a 
particular R' - range. 

In the first region (I), i.e. close to the origin R'=O, 
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the IRF can be approximated by (see appendix) : 

(27) 

The first term in (27) is the leading term of an 
asymptotic series expansion, and it has a main 
frequency of 1/(21t).J0.5l6fl , since for large argu­
ments z of the Bessel function 

This result fits perfectly in the frequency analysis of 
the preceeding section. Indeed, the frequency 
1/(21t) .J 0.5l6fl is equal to G2 in (17), using the 
unscaled variables G, R. At G2, Vx is zero, and we 
then know that the information from this frequency 
is localised (close to the origin R'=O) in the image. 
For the larger underfocus values, 1/(21t) .J 0. 5 l6fl 
shifts towards higher frequencies where the effect 
of the E~ damping envelope becomes larger. Then 
the second term (the Fresnel propagator) in (27) 
comes into play, which has a linearly increasing 
frequency R'/[ 41t6f], and is therefore much less 
subjected to damping. In Fig. 4f, we can indeed 
observe the effect of this extra term as a slow 
modulation super-imposed upon the faster 
oscillations of J 0 • Also, for R' close to zero, the 
graph of the Bessel function has a (small) positive 
shift due to this extra term. 

The phase factor which is multiplied with the 
Bessel function in the first term of tOl(R') in (27) is 
independent of position, and has with respect to 
focus, a linearly increasing frequency of I 6f I /(41t). 
In other words, as a function of focus, the rate of 
image contrast reversals increases linearly with 
focus (for the information corresponding with R' 
close to the origin). For the special case of the 
"passband" defocus values of relation (15), the 
phase factor reduces to i. 

Next, the second region (II) with its 
characteristic oscillation modes extends up to a 
special point, which is called the "caustic" point in 
the asymptotic analysis, and which is given by: 

3/2 
R' =(~/~r/) 

C 3 ' 
(28a) 



or, in unscaled variables : 
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3nm 
I I 

~ Through-focus HRTEM image series of a 
Au - particle on a carbon film (CM20 FEG­
SuperTWIN). 

~ 'I 

-66nm 

R =[M]l/2 
c 27 C 

s 

boundary between two mathematical regimes in the 
asymptotic analysis. Beyond the caustic point, the 
oscillations in t(R) have a (very) small amplitude as 
will be shown further on. Therefore, the value of the 
caustic point can be considered as a fair measure of 
the extent of the delocalisation. A further 
interesting result is that according to relation (28a), 
the delocalisation for underfocus conditions 
increases with the 3/2 power of the absolute value of 
(scaled) focus. 

(28b) 

Note that the value of the caustic point (28b) is 
identical to (16a). The caustic point is a clear On the lower side of the caustic, i.e. R'~R'c , the 
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~ 

leading terms in the asymptotics are given by : 

x exp{i(f-~ ~r2
)} 

x exp { - i J ½ l~rl CR' - R' c)} 

X Ai C 1/6 
[ 

R' -R' l 
..Ji. (3l~rl) 

(29) 

, . 

+400 nm 
Continued. 
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with Ai the Airy function (see appendix, Fig. A.1). 
The maximum amplitude of t(R') in the second 
region (II) amounts to about 

Close to the caustic point, the oscillations in the IRF 
arise only from the exponential factor with a 
frequency 1/(21t) .J 1/ 6 I M'I , which yields in unsca­
led coordinates the value of Gmin in (16b). It is 
instructive to make a comparison with the results of 
the preceeding section. At the latter frequency, 
I ~RI in (14) is at maximum, and the delocalisation 
is identical to the caustic point (28b). Further away 
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~ Through-focus HRTEM image series of a 
stacking fault in [001] oriented Si3N4 (CM20 FEG­
TWIN). (a) (large) overfocus 

at the lower side from the caustic point, the 
oscillations of the Airy function start to interfere 
with those from the exponential factor, giving rise 
to a more complicated oscillation mode, which 
transforms rather smoothly into the J 0 - mode of 
(27) close to the origin. Especially for smaller 
underfocus, the point of transition between regions 
(I) and (II) is less obvious. Since the main frequency 
around the caustic Gmin equals G2 / -.J3 , with G2 the 
main frequency around the origin R'= 0, it is 
obvious that the attenuation due to E,., is larger 
around the origin than at the caustic. In other 
words, an increase in the focus spread parameter !l 
due to a worse temporal coherence, would relatively 
increase the amplitude at the caustic over the 
amplitude around the origin, and therefore, the 
effect of delocalisation is increased. 

In the third region (III), beyond the caustic point 
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R'~R'c , we obtain the asymptotic approximation : 

x exp{-i(: -¾f1r2
)} 

x exp{iJ½lf1fl(R'-R'c)}. 
(30) 

Hence, the main frequency beyond the caustic point 
is 1/(21t) .J 2/ 3 I M'I , which yields in unscaled 
coordinates a value of 2Gmin (with Gmin from (16b)). 
This frequency lies beyond G2 defined in (17). For 
large underfocus, this means that the amplitude of 
the oscillations in the third region R'~R'c are 
severely damped by both E,., and Es. This effect is 
clearly observed in the numerically obtained IRF's 
of Fig. 4. Apart from the damping, the maximum 
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-180nm 

~ Continued (b) normal underfocus 

amplitude of t(III) amounts to 

which is lower than for t(II), 
Taking these considerations into account, the 
caustic point in (28) turns out to be a good measure 
for the delocalisation as a function of defocus, 
yielding a 3/2 power law. 

Experimental Results 

HRTEM observations have been carried out for 
Au particles on a carbon film with a Philips CM20 
FEG-SuperTWIN microscope (Cs = 1.2 mm), and 
with a CM20 FEG-TWIN microscope (C8 = 2.0 mm) 

for a Si3N4 crystallite, and for a thin amorphous Ge­
film. 
Au-particle on Carbon Film 

In Fig. 5, a through-focus series recorded with a 
CM20 FEG-SuperTWIN of a Au particle in [110] 

-110nm -40nm 
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orientation is shown with focus values ranging 
from large underfocus (LH- -4 70nm) to large 
overfocus (M~ +400nm). The Scherzer image (Ms- -
66 nm), which yields the most localised information 
about the structure, reveals a small twinned area 
extending from the bottom-left to middle-right area 
of the particle. The overall particle is imaged rather 
close to the exact [110] zone-axis orientation. The 
twinned area suffers from a small crystal tilt so 
that in the Scherzer image, the (002) fringes become 
more apparent than the (111) fringes, running 
inclined with respect to the (111) twin boundaries 
(TB). The HRTEM delocalisatioq becomes obvious by 
means of the displacements of the TB image, and by 
the appearance of "lattice" fringes (or better : 
"image" fringes) outside the particle. 

According to the spatial frequency analysis of the 
delocalisation, each TB is split up in the image into 
two separate boundary planes (shadow images) 
with a frequency-dependent shift of H'x(GB) from 
the 'real' TB position. GB is then a Bragg vector of 
the Au lattice, both within the particle and within 
the twin area, and is of the type ±(111), ±(002). For 
the twin area, the (002) reflection is well excited, 
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Continued (c) large underfocus 

and for the remaining area, the fringes 
corresponding to the (11T) spot are somewhat 
emphasised, and these two vectors chiefly 
determine the location of the shadow images of the 
TBs according to relation (14). Due to the deviation 
from the [110] zone axis, the shadow images of the 
TBs turn out to be asymmetric in intensity, since 
the intensities of the inversion related ±(002) and 
±(111) diffraction spots are slightly differing. The 
area between the TB images is only locally imaged 
at Scherzer and at zero defocus. At the other focus 
settings, a complicated mixture of the "average" 
matrix (V 1+V2) and the "difference" matrix (V1-V2) 

is imaged in the broadened defect region of each TB 
(cfr. relation (12)). Therefore, the contrast in this 
defect area exhibits typical mixture patterns, which 
are not easily interpretable. On the other hand, the 
stacking sequence of the perfect Au matrix in the 
remainder of the particle can still be revealed for 
the case of large under- or overfocus conditions as 
well. 
Sia.N1 Crystallite 

Fig. 6 shows a through-focus series, recorded 
with a CM20 FEG-TWIN, of a stacking fault in a 
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Si3N4 crystallite in [001] orientation. The stacking 
fault can be revealed more easily when looking 
under grazing incidence along the bottom-left-to-top­
right diagonal. The image of the defect is most 
localised close to Scherzer focus (.Ms- -87 nm), that 

is for the focus values 11f--ll0 nm and 11f--40 nm in 
Fig. 6. The width of the defect area in the image 
obviously increases when going to high under- or 
overfocus settings. The defect area may be identified 
as the region where the contrast of the perfect 
matrix is disturbed. The maximum delocalisation 
as measured in the focal series of Fig. 6 amounts to 
4 nm for 11f--590 nm, which is in agreement with 
the theoretical delocalisation as indicated by the 
caustic point. Note also the high resolution 
capabilities of the FEG for the CM20-TWIN, which 
are illustrated by means of the high resolution 
contrast with fine image details that is obtained 
over a focus range of more than 1 µm. This is only 
possible due to the high coherence of the FEG. On 
the other hand, precise focussing with a FEG 
becomes more difficult if no specimen edge or defect 
is present within the field of view. 
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m....1.. HRTEM delocalisation at the edge of a 
sample in [001] oriented Si3N4 (CM20 FEG-TWIN). 

Fig. 7 shows some HRTEM images from the edge 
of a Si3N 4 grain. The structure of the grain is 
crystalline up to the very edge, i.e. almost no 
amorphous area due to ion-milling or 
contamination could be detected. Note that for large 
(over)focus, the fringe contrast extends clearly in 
the vacuum, beyond the edge of the sample. For 
~f-+240 nm, a white dot pattern can be observed 
extending at least 5 nm away from the edge. The 
HRTEM images for both foci ~f-+210 nm and ~f--90 
nm (roughly at Scherzer focus) are "Fourier" 
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images (Cowley and Moodie, 1957; Iijima and 
O'Keefe, 1979), i.e. they show an identical image 
contrast for the perfect Si3N4 matrix. However, for 
the Scherzer image (M--90 nm), the image is well 
localised at the edge, whereas for the overfocus 
image (~f-+210 nm), the image fringes are 
extending over the edge with a delocalisation of 
more than 2 nm. This phenomenon can also be 
described as a high-resolution Fresnel-fringe effect 
at the crystal edge, but now due to both defocus and 
spherical aberration. Numerical calculations of the 
high resolution Fresnel effect have been reported by 
Wilson, Bursill and Spargo (1978). Note that also in 
Fig. 6, the images M-+90 nm and M-+460 nm are 
Fourier images, with similar contrast for the 
perfect matrix, but with a different defect width and 
contrast at the stacking fault. 
Thin Amorphous Ge-film 

In Figs. 8-9, rotationally averaged optical diffrac­
tograms and numerical auto-correlations are 
shown obtained from a through-focus series of a 
thin amorphous Ge-film (CM20 FEG-TWIN). The 
defoci belong to the "passband" underfocus values, 
which are defined in (15). At high underfocus, the 
diffractograms reveal the large number of 
oscillations in the transfer function that can be 
obtained experimentally on the CM20 FEG-TWIN 
due to the high coherence. At Scherzer focus (n=0), 
and at moderate underfocus, the diffractograms 
also show a number of closely spaced rings beyond 
the passbands (e.g. more than eight CTF zero's can 
be observed for n=0, beyond the Scherzer plateau). 

The auto-correlation functions (ACFs) of the 
images of the Ge - film yield a rough experimental 
measure of the delocalisation. Indeed, the ACF in 
the WPO approximation is given by: 

ACF(R)=fI. (R')t (R+R')dR' 
1 m 1 m 

=FT-'{IJim (G>I") 

=FT-~IVcal t\cd) 
(31) 

As shown by Al-Ali and Frank (1980), the ACF then 
represents the cross-correlation of the ACF of the 
SP.ecimen potential V, with the ACF of the IRF tr. 
I V(G) 12 represents the short-range correlations in 
the arrangement of the atoms in the amorphous 
Ge, and therefore, the ACF of V has a finite width. 
In the case of an ideal 8-function shaped object, 
I V(G) 12 = 1, the ACF of the image yields the 
inverse FT of the squared value of fr. On the other 
hand, in the case of an ideal microscope tr=l, the 
ACF of the image would yield the short-range 
correlation of the amorphous structure. The latter 
situation is most closely approached at Scherzer or 
optimum focus (n=0). 
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~ Rotationally averaged optical diffrac­
tograms (a) and numerical auto-correlations (b) of a 
through-focus HRTEM image series of a thin 
amorphous Ge - film. The focus values are chosen 
as the "passband" focus values ~fs(n) from relation 
(15), with n indicated (CM20 FEG-TWIN). 
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In practice, however, it is not possible to separate 
microscope and specimen easily. As a function of 
defocus, the distance of the rings to the origin in the 
ACFs of Fig. 8 increases together with their 
amplitude relative to the central correlation peak. 
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&....B... Continued. 

The outward shift of the correlation rings as a 
function of underfocus can be explained by the 
correlation of the common short-range structural 
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n=2 

n=1 

2nm 

correlation function with FT-l(tr2l, which is roughly 

proportional to the real part of the IRF tR(R;2C.;2M) 
for the double value of spherical aberration and 
defocus. 
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fu.....a.. Rotationally averaged optical diffrac­
togram (a) and numerical auto-correlation (b) of an 
HRTEM image of a thin amorphous Ge - film taken 
at Gaussian focus (CM20 FEG-TWIN). 

Concluding Discussion 

In this paper, we have discussed the parameters 
which affect image (de)localisation in HRTEM with 
application to a field emission gun of high cohe­
rence. Due to its high spatial coherence, HRTEM 
lattice resolution with fine image details is observed 
over a (much) larger defocus range than using an 
LaBs thermionic emitter; the HRTEM images also 
carry information from all frequencies up to the 
information limit (determined by the temporal 
coh~rence). Indeed, the information from frequency 
regions where the microscope's transfer function is 
rapidly oscillating will still survive in the image 
thanks to the low divergence of the illuminating 
be~m (or small size of the effective electron source), 
which can be realised due to the high brightness of 
the FEG. However, as a minor drawback, one has to 
take into account that image information may then 
become delocalised, with the delocalisation 
proportional to the oscillation speed of the transfer 
function in a particular frequency range. A good 
measure for the delocalisation in the case of 
underfocus is derived in terms of the caustic point. 
Also, the effect of a residual beam misalignment 
may be enlarged for a better spatial coherence. 
Stated in other words, the delocalisation is due to 
the gap between the high information limit of the 
FEG and the point resolution of the microscope 
which cannot much further be improved due t~ 
practical technological limitations in the design of 
the objective lens polepieces. Image interpretation 
for HRTEM with a FEG, especially for images of 
crystal defects and "lattice discontinuities" may 
thus become (even) less straightforward than in the 
case of an LaBs emitter. The classical way of 
obtaining unambiguous structural information out 
of the images may then be by means of image 
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simulation. A direct compensation for the micros­
cope transfer may be obtained by HRTEM image 
reconstruction using focal image series (Kirkland, 
1984; Van Dyck and Op de Beeck, 1990), or by means 
of electron holography (Lichte, 1986; Lichte, 1991a). 
For practical HRTEM with the CM20 FEG in 
materials science, and without relying on image 
simulation, care must be taken to record images 
close to Scherzer focus so that delocalisation effects 
are reduced. 

Thus, delocalisation effects become more 
prominent and beam alignment is more critical if 
one wants to reach the improved resolution 
performance when running the FEG in a highly 
spatially coherent mode. The latter is an essential 
condition in holography, where the amplitude of the 
interference fringes is determined by the complex 
degree of coherence (Born and Wolf, 1975), and 
requires a low divergence of the illuminating beam. 
The delocalisation in the hologram is then corrected 
in the digital reconstruction step. In routine 
HRTEM work on the other hand, when recording a 
few focal images, one wants to have in the image 
the disposal of the information from the whole 
frequency range up to a maximal resolution Gmax . 
Then, at larger underfocus, image details 
corresponding with this maximal resolution are 
optimally recorded, but in order to avoid severe 
damping of the spatial coherence envelope Es at 
intermediate frequencies, it is necessary to run the 
FEG with a low beam divergence a. 

The situation is different for HRTEM image 
reconstruction using focal image series with a 
larger number of images. Indeed, the electron dose 
increases with a2, and therefore, the signal-to-noise 
ratio in the reconstructed image improves with 
increasing a. This makes it attractive to run the 
FEG for image reconstruction in a more focused 
mode (higher a) with an intentionally reduced spa­
tial coherence. At the same time, delocalisation 
effects and the sensitivity to beam misalignment 
will be reduced. In such a case, the spatial 
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coherence envelope performs the role of a frequency 
selecting band-filter in each focal image, with the 
selected frequency range depending on the actual 
focus value. 

Appendix · Asymptotic Analysis of Impulse­
Response Function for Large Underfocus 

In this Appendix, we present the asymptotic 
behaviour of the impulse-response function t(R') 
when -6f-> 00 • The results we present appear to be 
accurate already for modest values of -6f, to the 
extent that they give a useful qualitative insight 
even for -6f=O. 
We consider the integral 

I(6f ,R') = 2 I exp{ - i ( v 4 + 6f v2)} J 
0
(vR') vdv 

(Al) 

for large values of -6f (the factor 2 has been 
included for better agreement with existing 
conventions). The integral (A.I) belongs to a class of 
Pearcey-type integrals, 

2 I exp{- i ( v 4 +6fv 2)} J a< vR') va+lav 

(A.2) 

with -l<a<5/2, the asymptotics of which has been 
given by Janssen (1992), following the approach of 
Paris (1991). The case with a=-1/2 gives the classical 
Pearcey integral, 

I -1. (6f ,R') = 
2 

}¥-I exp{ - i( v4 +6f v2) }cos(vR') dv 

(A.3) 

which has been studied extensively in recent years 
(Connor and Curtis, 1982; Kaminski, 1989; Paris, 
1991). In the present context, this L112 would 
describe the image formation for the hypothetical 
case of one-dimensional electron microscopy, in 
very much the same way as L, does this for real two­
dimensional and radially symmetric microscopy. 
The results of Paris (1991) indicate that values of 
-6f~4 must already be considered large (our -6f 
ranges between O and 50, or more). 

We shall now present the results of Janssen 
(1992) as far as relevant for the present paper, i.e. 
we take a=O in (A.2) and we consider the behaviour 
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of I(6f, R') as -6f ->oo in the cases 

(a) R'~O , fixed, 

(b) 

3/2 

R'= P(jlM'I) and p>O, fixed. 

The results for case (a) are useful to describe the 
behaviour of I(6f, R') for R' relatively close to 0. The 
results for case (b) are useful to describe the 
behaviour of I(6f, R') near the caustic 

It thus turns out that I(6f, R') is described 
accurately by the sum of a Bessel function and an 
exponential with quadratic phase for small R', and 
by the sum of a modulated Airy function and an 
exponential with linear phase near the caustic. 
We have in case (a) the asymptotic expansion : 

I(6f, R') = 

vn exp{ -¼m+¼i(6r/} 

X 

[<:2]m ( 
2:o m! J2m R' J-½6f) 

. l (Ri l +- 1-exp i--
- 6 f 46f 

X r 
m=O 

(2m)!im L [- i (R•/] 
2m 2m 

m!(6f) 46f 
(A.4) 

where J2m and L2m are the Bessel functions and 
Laguerre polynomials, respectively. The leading 
order asymptotics is given by 

I(6f, R') = 

vnexp{-¼m+¼i(6f)
2
} Jo(R'J-½6f) 

- -½ exp{.i (R') 

2 l 
M 4 6f 

(A.5) 
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We have found this approximation to be adequate 
for the purposes of this paper for R':o;(-8n: f.f)0.5, so 
that one complete oscillation of the second term is 
covered. When R' is larger, or higher accuracy is 
required, one should incorporate more terms of the 
two series in (A.4). For instance, the corresponding 
expansion of Paris (1991) for L112 has six correct 

decimal places when -t.f~lO, R' :o; 0.5 I t.f I, and 
six terms in either series are used. 

We have in case (b) the leading order asymptotics : 

1 

(~ )
2 

exp{¾ 1ti - o(tif/} 

[ 4] . [ 4] C 3 IC 3 
X O ½ Ai y2 \t.f\ + 1 Ai' y2 \t.f\ 

\t.f\ \t.f\ 

where, with ~ = -2/3 In p , 

1 
3 

c 0 =3 +O(~), 

c,=3-½++½l 

(A.6) 

(A.7) 

We have plotted the Airy function Ai and its 
derivative Ai' in Fig. A.1, both for positive and 
negative argument (see Abramowitz and Stegun, 
1970). 

In (A.6) the term with Ai' is significantly 
smaller than both the term with Ai and the term 
with exp(Ef>f2). Ignoring this smaller term, and 
using the leading order approximations in (A. 7), we 
get for small values of I (R'-R'c) / R'c I, p=l, i.e. near 
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Fig A 1 The Airy function Ai(±x) and its derivative 
Ai'(±x), for positive and negative argument, from 
Abramowitz and Stegun (1970). 

the caustic : 

3113 1/2 { 1 1 2} 
I( t.f, R') _ ;

13 
exp 4 m -

12 
i t.f 

\t.f\ 

x exp{-iJ½lt.rl (R'-R'c)} 

X Ai C 1/6 
( 

R' - R' J 
../2 (3lt.f\) 

- It.if\ exp { ½i t.f2} 

x exp{ iJ f It.fl (R' - R' c)}. 

(A.8) 

It is clear from Fig. A.1 that the first term in the 
right hand-side of (A.8) is dominant for R'<R'c 
while the second term is dominant for R'>R'c . 
Formula (A.8) is only accurate for 
I (R'-R'c) / R'c I sufficiently small ; for a larger re­
gion of validity one should use more than only the 
leading terms in the expansions in (A.8) and also 
incorporate the terms with Ai'. However, the 
resulting asymptotic formula gets then quite 
complicated. 
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Discussion with Reviewers 

MA O'Keefe · Would the authors care to comment 
on the likely effects on image delocalisation 
produced by non-linear contributions from the 
transmission-cross-coefficient (TCC) (O'Keefe, 1979; 
Ishizuka, 1980) to the image? 
Authors · There is a twofold answer to your 
comment. 
(1) in terms of the TCC. The general HRTEM 
imaging is indeed described in terms of the TCC T 
by 

I\ I\ /\* I\ 

I(G)=f q,(G+G')q, (G')T(G+G',G')dG' 
(C.1) 

This leads in real space to (Coene and Van Dyck, 
1988): 

I(R) = f <j>(R') <1> *(R') T(R - R' ,R - R') dR dR' 
(C.2) 

which implies that the intensity in a point R of the 
image plane is obtained by combining all pairs of <I> 

and <j>• in points R' and R" at the specimen exit 
face, with a weight factor T(R-R',R-R"). The latter 
factor for the triple-point specimen-to-image 
interference in real space includes both the 
spreading of information due to the phase transfer 
function (PTF) and due to non-linear imaging 
effects. In the case of ideal coherence, relation (1) is 
retrieved from (C.1), which implies that then the 
spreading is only due to the (pure phase) PTF. Due 
to the limited coherence in practice, a further 
spreading is introduced. In terms of the complex 
image amplitude <J>im(R) in (1), one obtains from 
(C.2): 
I(R) = 
f q>. (R') <1>. *(R') M(R - R' ,R - R') dR dR' 

1 m 1 m 
(C.3) 

M is a peaked function around the respective 
origins, and reduces to a product of cS - functions in 
the case of ideal coherence. 
(2) in terms of the shape-factor analysis. For the 
delocalisation at the planar defect with the electron 
wave represented by (6), non-linear contributions 
arise from interference between <!><1,2> and <l>i-2, 
and from <!>1-2 with itself. For the former 
interference between "average" and "difference" 
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components of the electron wave <I> , a similar 
analysis applies as for linear imaging (formula (9) 
and following). For the auto-interference of the 
"difference" component, one obtains the image 
contributions : 

\<1>~~2(R)I 

2 

L, L ; (a1);* (a2); (al) t* ( G2) 
G G 1-2 1-2 

1 2 

s( R - vx( a
1
))s( R - vx( a2)) 

exp{ 2m( G1 -GJR} 
(C.4) 

The diffraction components G1 and G2 are affected 

by their respective delocalisation Vx(G1,2), and the 
net delocalisation for the non-linear interference 
(G1<->G2) amounts to ~R = Vx(G1) - Vx(G2) . For 
limited spatial coherence, the non-linear 
interferences are damped by the TCC - envelope 
factor 

exp{- (naiA)
2

( vx( Gi)-v{ G2))

2l 
(C.5) 

For a FEG, the damping effect due to (C.5) is very 
limited. 

MA O'Keefe · In addition, even in the linear­
image regime, there is a damping term dependent 
on b.o.th. spatial and temporal coherence. This term 
arises from the mixed derivative 

a\(G) 
aMaG 

(C.6) 
O'Keefe (1979) shows that this mixed derivative 
gives rise to a complex spatial damping envelope in 
which the imaginary part is dependent on both 
spatial and temporal coherence. Reduced from its 
general (linear plus non-linear) form to a linear­
image form, the spatial damping expression 
becomes 

C(G) =exp{- n2 a 2
( M+A 

2
C,G

2 
-itl~

2
G

2
)" G

2
] 

(C.7) 
Classic linear-image theory predicts that transfer of 
the image amplitude spectrum into the image 
intensity spectrum is a function of the sine of the 
linear-image transfer function, sin(x) (e.g. O'Keefe, 
1984). However, the complex spatial coherence 
envelope C(G) allows a contribution to the linear 
image from the cosine cos(x) (O'Keefe and Buseck, 
1979). Do the authors wish to comment on the 
possible magnitude of this effect at large values of 
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defocus ? (Additional reference : O'Keefe MA, 
Buseck, PR. (1979). Transactions ACA 16., 27-46.) 
Authors · The sine-contribution of the additional 
phase factor due to partial coherence in (C. 7) is 
shown in figure C .1, for the half angle of beam 
convergence a = 1. 10-4 (FEG) and a= 1. 10-3 (LaBs), 
for a few Scherzer "passband" focus settings (as in 
fig.2, with n as defined in (15)). The effect is most 
pronounced at overfocus conditions, and at higher 
resolution (higher G - values). However, the sine­
part of the additional phase factor is - as can be 
seen in fig. C.1 - very small for a FEG (value of 
0.02), so that the cos(x) contribution to the linear 
image formation is almost negligible. The situation 
is different for a LaBs gun : the sine-part of the 
phase factor can be as high as 1, indicating that the 
cos(x) contribution is in principle important for 
higher frequencies G, but then, this information is 
completely damped by the spatial coherence 
envelope for linear imaging Es (relation 5b). 

K Ishizuka · Comment on the validity of using a 
FEG for conventional HRTEM. In order to get an 
intuitive image, FEGs have only disadvantages. 
Thermionic guns usually give enough spatial and 
temporal coherence, and suppress large deloca­
lisation. The large delocalisation means a wide 
point spread function, and affect HRTEM images 
both from crystal specimens as well as from defects. 
Authors · Due to the high coherence of the FEG, the 
information limit is (much) better than the point 
resolution of the microscope, complicating the 
image interpretation due to the oscillating 
behaviour of the PTF. However, almost 20 years of 
image simulation supporting the interpretation of 
experimental HRTEM images shows that also with 
a thermionic source, real "intuitive" images are not 
obtainable, unless at Scherzer focus, and for thin 
specimens. A FEG clearly adds the effect of image 
delocalisation to the "usual" effect of contrast 
reversals, but with the benefit of a high information 
limit. For a LaBs image at larger underfocus, there 
are frequency regions of the specimen missing in 
the image, which is also not the case for a FEG. 
Therefore, for "intuitive" microscopy, focus can 
only be chosen close to Scherzer, and then the high 
coherence of the FEG allows to benefit from the 
increased contrast close to the point resolution : this 
is a significant improvement over LaB 6 systems. 
The ultra-high resolution information beyond the 
point resolution can be cut off by the objective 
aperture. 

A real benefit of the high information limit of the 
FEG for ultra-HRTEM is obtained by on-line image 
processing using focal image series; then, image 
delocalisation and contrast reversals are automa­
tically corrected. Image delocalisation effects can 
also be reduced by further decreasing the spherical 
aberration of the objective lens. 
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Fig. C.1 Sine-part of additional phase factor in C. 7, 
due to combined temporal and spatial coherence. 
200 keV microscope, Cs = 1.2 mm,~ = 4.0 nm, and 
for a few "passband" focus settings, with n 
indicated. 

K Ishizuka · The delocalisation, which you descri­
be, is just the transverse geometrical aberration, 
and an obvious idea. The treatment with partial 
coherence might be significant. 
Authors · It is a soothing thought to realise that the 
starting point of our paper, derived on a wave­
optical basis, is in agreement with simple 
argumentations on the basis of geometrical optics. 
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K Ishizuka · Comment on the weak-phase object 
approximation. This approximation is essentially a 
projection approximation. Therefore, the inversion 
relation ~•(-G) = ~G) should always hold, even for 
the case of crystal tilt. 
Authors · This is certainly true. In the discussion 
following (12) and (13), we have indicated in what 
respect crystal tilt affects the shadow images of the 
defect in so far that the inversion symmetry of the 
WPO approach is lost, due to the tilt of the Ewald 
sphere which makes the excitation errors for ±G 
different. This will introduce an asymmetry in the 
shadow images. 

K Ishizuka · Comment on the assumption for the 
shape function s in Fourier space. The Fourier 
transform of a mathematical sign(x) function 
extends over into infinity. In order to the width of 
the phase function in Fourier space to be smaller 
than the reciprocal lattice of the perfect crystal 
region, your planar defect, i.e. the shape function in 
real space, should be smooth and have a width 
larger than the unit of the crystal. 
Authors · The Fourier transform of s(x) has a 1/u 
behaviour (with u the frequency coordinate), which 
is a peaked function around the origin u=0, but with 
a relative large extent towards high frequencies. 
However, even for Ultra-HRTEM down to the A­
level, the very high-frequency behaviour is not 
relevant, i.e. the shape function does not need to be 
"mathematically sharp". The validity of this 
appoach is evidenced by experimental electron 
diffraction, where the effect of a planar defect is 
seen as a streak of intensity close to the Bragg spots 
of the perfect crystal lattice. 
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L D Marks · The authors use a weak object 
approximation right at the beginning of their 
analysis in equation (1). They argue that this is 
valid because the beam divergence and partial 
coherence are small. This is not quite correct. The 
weak object approximation is valid if one of two 
conditions is met : 
(1) the scattering by the specimen is weak 
(2) the incoherent convergence/chromatic aberra­
tion terms are small relative to the coherent terms. 
For reference, I do not think that it is possible with 
current instruments to have coherent chromatic 
aberrations. 
Authors · We are dealing here with a question of 
semantics. We consider the approximation in 
equation (1) more on the level of the electron optics, 
than on the level of the electron-specimen 
interaction. In what we call the quasi-coherent (QC) 
approach, the transmission-cross-coefficient is 
replaced by its factorised approximation (factorised 
with respect to both its arguments). It is no.ta weak 
object approximation, since the QC scheme also 
accounts for non-linear imaging effects, but its 
description has a (very) poor validity around the 
information limit of the microscope, and in the case 
that non-linear imaging effects are getting more 
important (as they do for "stronger" objects). It is 
beyond doubt that for a general and fully 
quantitative approach, the complete TCC method 
has to be used. However, in this paper we preferred 
to use the QC approach for a few reasons : 
(1) it yields a simple and intuitively clear insight in 
the delocalisation phenomena, e.g. the shadow­
image description for crystal defects 
(2) delocalisation in a linear imaging model is also 
a matter of concern in 
- phase retrieval in electron holography 
- focus variation image reconstruction with the 
paraboloid method (Van Dyck and Op de Beeck, 
1990) where chiefly the linear imaging 
contributions are selected for the reconstruction. 
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