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Abstract 

Progress in quantitative surface 
analysis is hampered by the lack of expe­
rimental procedure including spectrometer 
calibration, sample preparation, and 
general experimental setting-up. Two 
methods for spectrometer alignment are 
compared: the lineariz ation method and 
the elastic peak test. Experimental 
spectra are presented, which can be 
considered as stringent reference data 
to check the instrument response and the 
analyser transmission at low energies. 
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Introduction 

Chemical analysis of solid surfaces 
by electron spectroscopy is faced with 
several methodology problems, such as 
spectrometer calibration, and experimen­
tal procedure. As outlined by C.J. Powell 
(private communication), "there are now 
well over one thousand surface analysis 
instruments in the Member States of the 
VAMAS project (Versailles Project on 
Advanced Materials and Standards). There 
is, however, no agreed way of expressing 
a quantitative measurement of the surface 
composition and many other parameters". 

Reference data are required in order 
to evaluate the correct setting up of the 
experiment. These reference data must be 
obtained from well defined standard sam­
ples, which can be prepared in a reprodu­
cible way. They have to be interpreted 
in connection with theoretically and ex­
perimentally known phenomena. 

This paper deals with experimental 
results we obtained on pure monocrystal­
line aluminum samples < 111 > and < 100 > 
and polycrystalline copper; these data 
can be used as guidelines to check the 
spectrometer characteristics (alignment, 
transmission) and to define experimental 
procedures. 

First, we compare two methods for 
spectrometer alignment, the linearization 
method defined by Peacock et al. (1984), 
and first and second derivative of 
elastic peak method, as we suggested in a 
previous paper (Le Gressus et al., 1983). 

Then, results related with surface 
characterization, based on electron ener­
gy loss spectroscopy are presented. When 
the Al surface is atomically clean, its 
reconstruction can be followed on elec­
tron energy loss spectra and a 4 eV ener­
gy loss peak attributed to a transition 
between surface states is then observed 
at low accelerating voltage. 

Finally, we verified that the analy­
ser transmission in the low energy region 
(from Oto 30 eV) does not produce any 
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spurious features. The secondary emission 
spectra of aluminum, similar to those 
obtained in other installations (Pillon 
et al. 1977), were compared with spectra 
deduced from Monte Carlo calculations 
(Ganachaud and Cailler, 1979). 

Materials and Methods 
Sample Preparation 

Monocrystalline < 111 > and < 100 > 
Aluminum, and polycrystalline copper 
samples were mechanically and electro­
chemically polished. They were rinsed in 
acetone before loading in the ultra-high 
vacuum chamber. Then they were cleaned in 
situ, by means of heating (500°C) and ion 
etching (Ar+ ions, primary energy between 
1 keV and 5 keV, beam intensity of a few 
µA per cm2 ), until no contaminant was ob­
served in Auger electron spectroscopy. 
Etching the sample gives a disordered 
surface ; we heated the sample afterwards 
to improve crystallinity. 

Experimental Set-up 

Experiments were carried out in a VG 
Escalab Mark II and JEOL Jamp 3. 

The Mark I I was pumped with 1 iquid 
nitrogen trap diffusion pu~9s. The bayff 
pressure was between 5x10- and 5x10-
mbar during the experiments. The system 
is fitted with an electrostatic electron 
gun ( energy spread of around 1. 5 eV), the 
energy of which can be easily varied 
between 100 eV and 10 keV. The Mark II 
is also equipped with an electron mono­
chromator, the energy of which ranges 
from O eV to 100 eV (energy spread in 
this experiment of around a few tens of 
meV). The electrons are analyzed with a 
hemispherical mirror analyser (HMA) which 
can be operated either in constant analy­
ser energy mode (CAE) (constant 6E) or in 
constant retard ratio mode ( CRR) ( cons­
tant 6E ) . In the CAE mode, the distri­
bution EN (E) is obtained, whereas in the 
CRR mode, it is E.N(E). 

In this experiment we used the CAE 
mode with a pass energy of 10 eV, which 
corresponds to an energy window 6E = 1 eV. 

The Jamp 3 was pumped with a tita­
nium sublimation sputter ion pump. The 
base pressure was around 10- 9 mbar. An 
electron optical system coupled with a 
bright and stable LaB 6 gun gives small 
electron probe of diameter 500 A. The 
accelerating voltage can be varied 
between 100 eV and 30 keV. The Jamp 3 is 
equipped with a hemicylindrical mirror 
analyser (CMA), which permits one to 
record the E.N(E) distribution, with a 
constant resolution ~ = 0.3%). Detec­
tion can be achievro in two modes: 
either synchronous detection with a lock­
in amplifier, or the counting method. 
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Geometry of Jamp 3 has been described by 
Le Gress us et al., 1983. 

Alignment of the Spectrometer 

In a recent paper, Peacock et al. 
(1984) proposed to adopt linearity in a 
plot of Log N (E) vs log E for energy 
values away from Auger lines to check the 
setting up of an experiment. We compared 
this criterion with the one we developed 
previously, which is based on the shape 
of the first and second derivatives of 
the elastic peak (Le Gressus et al. 1983). 

Elastic peaks were recorded on Cu at 
1225 eV in the Jamp 3 (CMA analyser), 
whereas linearization of the backgrourrl 
was stoo ied in the energy range 1 - 2 keV 
(energies greater than the LVV Auger peak) 
in the same apparatus with a primary 
energy beam of 15 keV. 

When the spectrometer is completely 
misaligned as shown by the shape and the 
width of the elastic peak, the second de­
rivative is very asymmetrical and log N(E) 
departs clearly from a straight line 
( figure 1). In the vicinity of the cor­
rect position (linearizable background 
and near symmetrical second derivative), 
the sensitivity of both methods was 
checked when the sample was submitted to 
small displacement (25 µm) along the z 
axis (figure 2). Both methods are sensi­
tive to these variations. However it is 
impossible with the derivative to decide, 
owing to their similarity, which of the 
spectra is the correct one. 

On the other hand, it is easier to 
see which backgrourrl dis plays the wider 
linearizable part: on figure 2b for 
example, curve (2) shows a linear part 
over a wider range, from 1000 eV to 
2000 eV, and then corresponds to the best 
alignment. 

Therefore the linearization proce­
dure appears as the most rigorous crite­
rion to ascertain the correct setting up 
of the experiment. 

Surface characterization 

Stooying the electron energy losses, 
in the reflect ion at a low energy ( Ep "' 
250 eV) provides a spectroscopy very sen­
sitive to the surface: a weak contamina­
tion will produce modifications in the 
electron energy loss spectrum. 

The electron energy losses on clean 
aluminum in the reflection mode have been 
extensively stooied from the experimental 
point of view (Wendelken, 1976 ; Benndorf 
et al., 1977; Ichinokawa et al., 1981 ; 
Nall et al., 1981; Pellerin et al., 1981; 
Chiarello et al., 1984). The spectra were 
described according to the dielectric 
theory (Sevier, 1972 ; Powell and Swan, 
1959), in correlation with aluminum op­
tical data (Ehrenreich et al. 1963). 
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Fig. 1. Comparison between tests using 
either linearity (a) of the background or 
shape of the elastic peak (b), in the 
case of a misaligned spectrometer. 
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linear plot. 
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Fig. 3. Electron energy loss spectrum, 
on Al<lll>, after ion etching. Ep=250 eV. 
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Fig. 4. Electron energy loss spectrum of 
clean Al<l00> (Ep = 250 eV) - (a) after 
etching, disordered surface (b) after 
annealing, crystalline surface. 
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Physical basis for spectrometer calibration 

A "quantitative approach" was realized by 
Stefani et al. (1984). 

Figure 3 shows the electron energy 
loss spectrum obtained on clean Al <111 > , 
just after etching. Features, which can 
be attributed to the excitation of a sur­
face plasmon SP ( 6E = ~ ws = 10 eV) and a 
bulk plasmon BP ( 6E = ~ wB = 15 eV) can 
be seen, superimposed on the backscatter­
ed electron background. Structures 
attributed to the excitation of multiple 
plasmons (2 SP, SP+ BP, 2 BP) as indica­
ted on figure 3, can furthermore be ob­
served. The energy loss corresponding to 
the excitation of two surface plasmons is 
very weak and is observed only when the 
surface plasmon peak is very intense. 
The ratio of the intensity of surface 
plasmon to bulk plasmon g is character­
istic of the surface cleanliness. The 
cleaner the surface, the more intense the 
ratio (Pellerin et al., 1981). 

This ratio depends not only on the 
cleanliness of the surface, but also on 
the arrangement of the atoms on this sur­
face: in fact, a spectrum recorded just 
after etching will be found modified if 
the surface is annealed after etching. 
Figure 4 represents the loss spectrum 
obtained on clean Al <100>, with a dis­
ordered surface (after ion etching), and 
with a crystalline surface (ion etching 
and annealing at 500°C). The ratio SP is 
then more intense on the crystalline'B"Rur­
face than on the disordered one. 

On a clean surface of aluminum, as 
depicted on figure 5 for Al <111 > , multi­
ple energy losses corresponding to the 
excitation of n BP + SP, n BP, can be 
seen for n = 1 to 6. As n increases, the 
intensity of the loss corresponding to 
n BP+ SP decreases strongly. This re­
sult is in good agreement with that ob­
tained by Van Attekum and Trooster, 1978. 

A weak intensity peak is superimpo­
sed on the 5th bulk plasmon loss peak, at 
an energy 6E ~ 72.6 eV (figure 5). This 
peak corresponds to the excitation of the 
2p core level of pure aluminum. 

When the accelerating voltage is de­
creased to Ep = 50 eV, a new peak, cor­
responding to an energy loss 6E ~ 4 eV 
can be observed. Figure 6 shows the 
energy loss spectrum obtained on clean 
and reconstructed Al < 111 > , with an el ec­
tron monochromator. This peak was obser­
va:1 previously (Pellerin et al., 1981 ; 
Nall et al., 1981). As explained in a 
recent paper (Pellerin et al., 1984), the 
intensity of this peak, attributed to a 
transition between surface states, is 
strongly dependent on the primary energy 
and diffraction conditions. For increa­
sed accelerating voltage, for example Ep= 
250 eV, the strong intensity of collecti­
ve excitations (surface and bulk plasmons) 
can hide this transition peak, so that it 
is no longer seen distinctly on the N(E) 
curve. 
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Analyser Transmission at Low Energies 

The low energy part of the electron 
emission curve corresponds to true secon­
dary electrons. 

The experimental secondary electron 
distribution of clean aluminum has been 
extensively studied (Guennou et al., 1974; 
Pillon et al., 1977 ; Everhart et al., 
1976; Pellerin et al., 1981. Several 
models were proposed Henrich, 1973 ; 
Chung and Everhart, 1977; Ganachaud and 
Cailler, 1979) to explain the observa:1 
features superimposed on the cascade 
peak. These structures were correlated 
with the bulk and surface plasmon of alu­
minum. 

Henrich's interpretation is based on 
the excitation of surface and bulk plas­
mon by secondary electrons leading to 
break points in the N(E) distribution, 
for energies around the plasmon energies. 

Chung and Everhart propose that the 
surface and bulk plasmon decay gives rise 
to other secondary electrons, leading to 
small features superimposed on the cas­
cade peak. 

Figure 7 represents the secondary 
electron distribution obtained with the 
Mark II instrument, on clean Al ~ 111 > . 
Two broad features of weak intensity are 
observed around 10 eV and 15 eV, energies 
being referred to the Fermi level. These 
energies correspond to the plasmon ener­
gies 11 ws and -n wB. 

This curve is in good agreement with 
the experimental curve of Pillon et al. 
(1977) and with the Monte Carlo calcula­
tion of Ganachaud and Cailler ( 1979), ba­
sed on plasmon decay by creation of one 
or two electron-hole pairs (figure 8). 

N(E) 

N(E) 

0 5 10 15 20 25 
Kinetic energy (eV) 

Fig. 7. Secondary electron spectrum on 
clean Al < 111 > , Ep 250 eV. Energies are 
referenced to the vacuum level. To refer 
them to the Fermi level, one must add the 
analyser work function¢= 4.3 eV. 
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Ganachaud & Cailler , 1979 

al., 1977 

0 5 10 

Fig. 8. Comparison between the experi­
mental curve (Pillon et al., 1977), Monte 
Carlo calculation (Ganachaud arrl Cailler, 
1979) and our experimental curve, on 
clean Al <111 >. 

N(E) 
a.u 

2 20 230 

(c) 

(a) 

24 0 (eV) o 

N(E) 
a.u 
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Fig. 9. Electron energy loss spectrum 
(a) and secondary electron spectrum 
(b) on clean Al <111 >, (Ep 243 eV); 
(c) geometry: 0 i = 37•, 0f = o•. 

Fig. 11. Secondary electron spectrum 
(Ep 250 eV) on clean Al < 111 > 

correct distribution 
in the presence of a weak stray 
magnetic field (B < 100 mG). 
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Fig. 10. Electron energy loss spectrum 
(a) and secondary electron spectrum 
(b) on clean Al <lll > (Ep 243 eV); 
(c) geometry: 0 i = 62°, 0 f = 70°. 

In order to check the correlation 
existing between loss spectrum (bulk and 
surface plasmon excitation) and secondary 
electron distribution, we used two diffe­
re nt geom e tries ( figur e s 9c and 10c). 

With th e first one, the detection is 
in the direction normal to the sample 
(0 t = 0°) and the incidence angl e 0 i = 
3 7 . With the second one, the incidence 
angle is 0 i = 62° and the detection angle 
0 f = 70°. In the second case (grazing 
incidence and detection - fig. 10), the 
surface plasmon loss peak is more intense 
than in the first case (fig. 9), and the 
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feature at 5 eV (referenced to the vacuum 
level) appears on the derivative of the 
secondary distribution more clearly (fig. 
10b). This is in agreement with the in­
terpretation of this feature as surface­
plasmon decay leading to electron-hole 
pairs. 

Furthermore, this part of the emis­
sion curve reflects the correct transmis­
sion of the spectrometer. In fact, when 
the analyser is misaligned or when weak 
stray magnetic fields are present in the 
chamber, the spectrum is distorted, and 
spurious features may appear (figure 11), 
even if no change is observed in the loss 
spectrum. 

Conclusion 

In order to propose guidelines for 
spectrometer calibration and experimental 
procedure, we compared two methods for 
spectrometer alignment. The lineariza­
tion method is more sensitive to a weak 
misalignment than the elastic peak test 
(second derivative). Then we presented 
experimental spectra which can be consi­
dered as stringent reference data to 
check the instrumental response and the 
analyser transmission at low energies . 
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Discussion with Reviewers 

H.E. Bishop: In the practical alignment 
of the CMA, how do the two procedures 
compare for speed? Is it more efficient 
to use the elastic peak method to obtain 
an approximate alignment and then use the 
linearized cascade for the final adjust­
ment or is it quicker to work simply with 
the cascade? 
Authors: It is more efficient to use the 
elastic peak method to obtain a first 
alignment and then use the linearized 
cascade for the final adjustment: this 
procedure allows one to verify the align­
ment of analyser. 
H.E. Bishop: How critical is the posi­
tioning of the specimen? You imply that 
in the JAMP 3 the ,specimen must be posi­
tioned within 25 µm. How precisely must 
the specimen be positioned in the Escalab 
II, and is this a function of the analy­
ser mode? 
Authors: As shown on figure 2b, we have 
checked that in JAMP 3, the linearization 
of background is sensitive to displace­
ments of 25 µm along the Z axis, which 
correspond to 15 µm along the CMA axis, 
and 15 µm along the normal of the CMA 
axis. 

In Escalab II, the positioning of 
specimen is not so critical as in JAMP 3. 
Peacock et al. (1984) have shown that the 
sample has to be positioned within 400 tJ-m 
along the input lens axis, and within 
+ 200 µm of the centre of the CMA field 
of view to ensure an accuracy of better 
than+ 10% in estimates of Auger current. 
Preliminary results seem to indicate that 
there is no significant difference bet­
ween the two analyser modes. 
H.E. Bishop: Have crystalline effects, 
such as variations in the relative inten­
sities of surface and bulk plasmons, pro­
ved to be a problem when using this ap­
proach to set up the spectrometer? 
Authors: Owing to these crystalline 
effects we follow, for a given sample, 
the evolution of the ratio of bulk plas­
mon to surface plasmon with ion etching 
or sample heating, until a saturation 
value is reached. 

C.J . Powell: Can you be more quantita­
tive concerning the method recommended 
for spectrometer alignment? Over what 
electron energy range is the plot for 
copper in Fig. 2(b) linear? Have you 
made any measurements that correlate the 
extent of background nonlinearities (e.g. 
if the specimen is misaligned) with chan­
ges in relative Auger intensities as done 
by Peacock et al. (1984)? 
Authors : As explained in the text, the 
plot 2 for copper in Fig. 2(b) is linear 
for a range 1000 eV-2000 eV. On Fig. 2(b) 
the dashed vertical lines represent the 
energy above which the experimental 
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points depart by 20% from the linear plot. 
These .energies are 2200 eV ( curve 1 ) ; 
2500 eV (curve 2 ) ; 2100 eV (curve 3). 

In a previous paper (Le Gressus et 
al., 1983), it was shown that, in JAMP 3, 
translation of + 100 µm along the CMA 
axis of symmetry caused variations in 
intensity of 50% for the SiKLL Auger line, 
and it was estimated that for an accuracy 
of + 1% in intensity measurement, the 
sample would have to be reproducibly po­
sitioned to within~ 20 µm. 

C.J. Powell: The proposed criterion for 
using the linearity of a plot of log N(E) 
versus log E for aligning the spectrome­
ter and sample is useful in that it is a 
sensitive function of specimen-spectrome­
ter distance. Nevertheless, this test 
which is based on the empirical observa­
tions of Sickafus [1977, Phys. Rev. B 16, 
(4), 1436-1447] and of Peacock et al. 
(1984) may not be "exact". Can the 
authors comment, either from the results 
of experiments with other materials or 
from other information, on the extent to 
which this alignment criterion is exact? 
For example, would two specimen materials 
of widely different atomic number be 
brought to alignment at the same posi­
tion? 
Authors: The description of the cascade 
in secondary electron emission by a power 
law: B(E) = AE-m has been justified by 
Sickafus both experimentally, in a study 
of spectra from clean metal surfaces, and 
theoretically by solution of the Boltz­
mann diffusion equation in the paper c i­
ted above. We have checked on samples 
with different atomic number C(Z=6), 
Si(Z=l4), Cu(Z=29) and Au(Z=79) that 
alignment with the elastic peak test and 
with the linearization procedure lead to 
the same sample position, whatever the 
atomic number is. 

M.P. Seah : In the measurements on poly­
crystalline copper did you notice any 
significant changes in the slope of the 
Log N(E) vs Log E plots on moving the 
electron beam from grain to grain? 
Authors: In the experiments which are 
related in the paper, we did not study 
the variations of them coefficient with 
the crystalline orientation. Such expe­
riments are now in progress, in order to 
determine the influence of crystalline 
orientation of them slope. 

M.P. Seah: This point may or may not be 
important depending on the meaning the 
authors intended. The more intense sur­
face plasmon may be observed by measuring 
the EELS either for grazing emission or, 
even more strongly, for grazing incidence 
and grazing detection angles. Now, the 
plasmon decays leading to peaks in the 
emitted spectrum would be proportional to 
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the excitation probability and so the 
surface plasmon peak would only be in­
creased by use of the grazing incidence 
angles. Therefore, in the penultimate 
paragraph prior to the conclusions, the 
emphasis should be on the incidence and 
not the detection angle, even though they 
may be correlated in the instrument used 
here. 
Authors: In the instrument described in 
the text, incidence and detection angle 
are correlated, as shown on fig. 9c and 
fig. 10c. Therefore when the incidence 
angle increases, the detection angle in­
creases too, which explains the strong 
intensity of surface plasmon on fig. 10a, 
and the structure corresponding to sur­
face plasmon decay clearly seen on the 
emission curve of fig. 10b. 

M.P. Seah: One final point that appears 
to be confusing is that the surface plas­
mon emission peak in the secondary dis­
tribution spectrum occurs around 5 eV and 
the volume plasmon at 10 eV (these featu­
res would be the 10 and 15 eV seen in the 
EELS data if referred to the Fermi level). 
Yet in fig. 10 when the surface plasmon 
excitation is strongest in the EELS, we 
find that in the emission spectrum the 
opposite is the case and the volume plas­
mon at 10 eV is strongest . 
Authors: Energies in the secondary emis­
sion spectra (figs . 7, 8, 9 and 10) are 
referenced to the analyser vacuum level. 
To refer them to the Fermi level, one 
must add the analyser work function¢= 
4.3 eV . Therefore the structures observed 
in the emission spectrum have energies of 
~ 10 eV and ~ 15 eV referred to the 
Fermi level, and correspond to surface 
and bulk plasmon decay by creation of 
electron-hole pairs (Chung and Everhart, 
1977 ; Ganachaud and Cailler, 1979). 

Surface (or bulk) plasmon decay, in 
the emission spectrum and surface (or 
bulk) plasmon excitation in the loss 
spectrum are correlated. Figs. 9 and 10 
show that the more intense the surface 
plasmon excitation, the more intense the 
surface plasmon decay observed in the 
emission spectrum. 

But we cannot simply compare the 
intensities of surface and bulk plasmon 
decay in the secondary emission spectrum 
because different production and escape 
depth are concerned. 

M. Prutton: It is well known that N(E) 
falls with increasing energy at low ener­
gies and then rises towards the elastic 
peak at higher energies where backscat­
tering becomes dominant. In a log-log 
plot the rise due to backscattered elec­
trons will cause non-linearities at the 
high energy end. Do you attribute any of 
the curvature seen in the three plots of 
Fig. 2 to these backscattered electrons? 
If so can you separate such physical 
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effects from the instrumental effects of 
specimen misalignment? 

By working with primary energies of 
about 20 keV and analysing scattered 
electron energies below 2 keV, results 
using the CHA in the York SAM indicate 
that curvature in such log-log plots can 
be attributed entirely to instrumental 
effects. If the primary energy is redu­
ced to 10 keV curvature due to backscat­
tered electrons becomes observable above 
1.5 keV. 
Authors: On figure 12, we have plotted, 
for different primary energies EP ranging 
from 3 keV to 20 keV the value~ Ee cor­
responding to the break point between se­
condary and backscattered electron dis­
tributions for a copper sample. For E = 
10 keV for example, the curvature occ8rs 
for Ee= 1550 eV, which is in agreement 
with the value given by M. Prutton. 

Therefore we estimate the curvatures 
seen in the three plots of figure 2b are 
due to the backscattered electrons. 
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Fig. 12. Energy Ee corresponding to the 
break point between secondary and back­
scattered electron distributions, as a 
fu nction of p rimary energy, for a copper 
sample . 

Nevertheless, it is difficult to 
know accurately the backscattered elec­
tron intensities in this domain; this 
would require Monte Carlo calculation of 
the whole N(E) distribution. Such data 
exist [Shimizu R. and Ichimura S. (1981) 
Quantitative Analysis by Auger Electron 
Spectroscopy. Monte Carlo calculations 
of electron backscattering effects. Toyo­
ta Foundation Research, Report. Rep. 
N°I-006], but with a poor statistics in 
this critical region, which makes diffi­
cult a precise interpretation of the 
curve into instrumental effect and physi­
cal effect. 
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