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ABSTRACT 

Temperature is a fundamental thermodynamic property affecting every 

biochemical reaction in cellular milieu. Thermometry in tissues has proven useful 

in understanding thermoregulatory neuronal circuits and cancer metabolism. In 

contrast, intracellular temperature changes are relatively less explored. Theoretical 

temperature changes in intracellular organelles are widely debated, due to lack of 

understanding of intracellular thermal resistances. There is thus a need for 

thermometry techniques that can probe within a cell. Such intracellular 

thermometry can inform theory, and more importantly, provide insight into the role 

of temperature as a physiological parameter in intracellular studies.  

In this work, we describe an intracellular thermometry technique developed 

using silicon-based microelectromechanical techniques. We fabricated a 5 μm wide 

micro-thermocouple probe that has a calibration accuracy of 1% and a time constant 

of 32 μs. Through this probe, we measured transient temperature changes during 

stimulated mitochondrial proton uncoupling in neurons of Aplysia californica. We 

find that a transient proton motive force dissipation is more dominant than steady-

state substrate oxidation in stimulated thermogenesis. Our measurements 

demonstrate the utility of transient intracellular thermometry in better 

understanding the thermochemistry of stimulated mitochondrial metabolism.  

 Using insights from intracellular thermometry, we theoretically examine the 

validity of thermal conductivity approximation and find that the thermal interfacial 

resistances might dominate in the sub-cellular region. We develop a generalized 

thermal resistance network model to analyze cellular-level temperature changes. 

We find that intracellular temperature changes could be useful to probe stimulated 

transient biochemical reactions that can produce higher intracellular temperatures, 

which may not occur endogenously. On the other hand, to probe endogenously 

thermogenic reactions, we find extracellular thermometry to be better suited, 

especially at length-scales > 1 cm, such as tissues or organs. To this end, we develop 

a wireless temperature measurement technique using magnetostriction based 

sensors that can potentially measure temperatures at tissues length-scales remotely. 

We identify material properties that influence temperature sensitivity and 

demonstrate a 5-fold improvement through optimal selection. We further develop 

techniques that reduce instrument complexity and discuss ways to miniaturize 

wireless sensors. Overall, this work advances intra- and extra-cellular thermometry 

techniques that potentially provide unprecedented insight into thermogenesis in 

cells. 
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perinuclear cytoplasm are representative of mitochondrial sites in Aplysia 

neurons [132]. b) An optical image of the abdominal ganglion of Aplysia. 
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temperature rise of 1.2 K± 0.6 K that decays over ~8 min. Extracellular 



xi 

 

 

responses were measured with the thermal probe placed just outside the cell 
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CHAPTER 1  
 

INTRODUCTION 
 

Biochemical reactions are highly sensitive to the conditions in the cellular milieu. 

This includes temperature, concentration of ions, dopamine, pH, etc. – of which, 

temperature has been the primary focus on recent clinical studies [1]. The 

temperature difference between the arterial blood and the brain is as small as 200 

mK [2] for complete removal of all metabolic heat from the brain. The presence of 

such small temperature gradients over large distances within the brain is essential 

for its functional activities. For instance, the degradation of memory encoding starts 

at 36.7°C, which is the normal body temperature, and goes up by 70% at a 

temperature of 34-35°C [3]. The apparent sensitivity to temperatures in the brain 

originates from the reactions at the intracellular level in the neurons. To understand 

the physiology of such reactions, there is a growing interest [4]–[6] in the 

measurements of intracellular temperatures in neurons. Given the temperature 

sensitivity of biochemical reactions in neurons, there is also a growing interest  [7]–

[12] in understanding the origin of mitochondrial thermogenesis, which helps to 

maintain the temperatures throughout the body, especially when in a cold 

environment.  

In this work, we first developed an intracellular temperature measurement 

platform to measure and understand mitochondrial thermogenesis under stimulated 

conditions. We then experimentally observe and theoretically analyse heat release 

in cells during physiological conditions. We explored different thermometry 

techniques and their suitability for a given biochemical pathway. We found that 

intracellular transient thermometry under stimulated conditions and extracellular 

tissue-scale thermometry could provide useful physiological information. To this 

end, we develop a remote temperature measurement technique for centimetre 

length-scales using magnetostriction-based sensors, which we show to have the 

potential to measure tissue-scale temperatures. This chapter is organized as follows. 

In Section 1.1, we describe the two highly energy-intensive cellular biochemical 

processes, which form the motivation for this work. We describe the existing 

literature and highlight the open questions, which we address through this work. In 

Section 1.2, we discuss the challenges in measuring temperatures at cellular length-
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scales. We also highlight the need to theoretically explore the expected temperature 

changes at cellular and tissue length-scales. In Section 1.3, we describe the overall 

organization of this thesis.  

 

1.1 Energy-intensive cellular processes 

At the cellular level, temperature changes are expressed in every reaction that is 

either endothermic or exothermic in nature. For instance, a series of endothermic 

reactions are activated in cells exposed to high temperatures [13]. They can alter 

gene expressions and activate ion channels, which propagate information to outer 

environments regarding the temperature increase [14]. On the other hand, to sustain 

cold environments, for instance, exothermic non-shivering thermogenesis is 

triggered at mitochondria [11] to produce heat. Here, we discuss two such 

biochemical reactions that are energy intensive. In Section 1.1.1, we discuss the 

biochemical reactions related to aerobic respiration that governs mitochondrial 

thermogenesis. In Section 1.1.2, we discuss the thermodynamics of action potential 

generation in neurons.  

 

1.1.1 Aerobic respiration 

Aerobic respiration is one of the dominant heat-releasing cellular processes that 

involve the breakdown of glucose to form CO2, water, and the energy currency 

ATP. The entire sequence of reactions can be summed up as [15], [16], 

𝐶6𝐻12𝑂6 + 6𝑂2 + 𝑛𝐴𝐷𝑃 + 𝑛𝑃𝑖 → 6 𝐶𝑂2 + 6 𝐻2𝑂 + 𝑛𝐴𝑇𝑃 

The free energy change (Δ𝐺) during this reaction is ~2870 kJ/mol, and the 

enthalpy change (Δ𝐻) is ~2808 kJ/mol. The number of ATP produced (𝑛) is 

theoretically ~38 per glucose molecule [15]; however, due to losses during 

transport of pyruvates, ADP, etc., the practical yield is around 30 ATP per glucose 

[16]. Production of ATP typically consumes 41% of the total energy released from 

glucose oxidation. The remaining ~ 57% (~1635 kJ/mol) of free energy change is 

released directly as heat [15]. 

The sequence of glucose breakdown involves glycolysis, tricarboxylic acid 

(TCA) cycle, and oxidative phosphorylation [17] as shown in Figure 1.1. Roughly, 

the number of ATPs produced is 2 from glycolysis, 2 from the TCA cycle, and 34 

from the electron transport chain. A significant portion of ATP production takes 

place at mitochondria (as also evident in Figure 1.1). Sugars enter mitochondria as 

pyruvates, which are formed from glycolysis in the cytosol [17]. Pyruvates undergo 
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Figure 1.1: Schematic of the biochemical reactions associated with aerobic 

respiration. Adapted with permission from Ref.[17] 

 

Figure 1.2 a). A schematic of the mitochondrial respiratory chain shows three 

protein complexes (I, III, IV) producing an H+ gradient across the inner 

mitochondrial membrane. ATP synthase (AS) utilizes this H+ gradient to 

synthesize ATP from ADP. b) Proton uncouplers allow diffusion of protons 

through the mitochondrial membrane.  
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TCA to form NADH, FADH2, and GTP. Through a series of subsequent enzymatic 

steps, ATPs are produced at the mitochondrial membrane. 

Mitochondrial inner membrane houses the electron transport chain and 

oxidative phosphorylation as shown in Figure 1.2. Complexes I, III, and IV are 

powered by an electron transport chain. They expel protons across the 

mitochondrial membrane, maintaining a proton motive force of ~200 mV [18], 

which is required for ATP synthase (AS) to produce ATP (Figure 1.2a). ATP 

production consumes energy in the form of a proton gradient built up across the 

mitochondrial membrane. It is widely known that uncoupling proteins (UCP) 

dissipate the proton gradient, and convert the energy required to produce ATP as 

heat [9], [12]. Proton uncouplers like BAM15, FCCP, and CCCP are also known to 

uncouple protons from ATP synthase [19]. By uncoupling oxidative 

phosphorylation, aerobic respiration produces more heat and no ATP at the 

mitochondrial membrane (Figure 1.2b). During this uncoupling process, we would 

like to emphasize two separate mechanisms that generate heat: (1) proton motive 

force (pmf) dissipation, and (2) aerobic respiration without ATP production. By 

probing the transient intracellular temperature changes during the uncoupling 

process, we can predict the relative contributions and the thermal time constant of 

these reactions [20].   

Previous reports typically probed heat release over longer time scales (~5 

min or more) after mitochondrial proton uncoupling. Okabe et al [21] measured 

about ~ 1.02 K increase in average mitochondrial temperatures, 30 mins after 

stimulating COS7 cells (monkey kidney cells) through the proton uncoupler FCCP. 

Kiyonaka et al [22] reported a ~7 K rise, which was sustained for 10 min after 

stimulating proton uncoupling in HeLa cells through CCCP. Tsuji et al [23] 

reported up to a ~3 K rise by the end of 30 min after supplying FCCP to brown 

adipocytes. Tanimoto et al [4] reported a ~7 K rise in neurons and the temperature 

rise was sustained for 5 min after supplying CCCP.  Sato et al [7] measured up to 

~0.4 K, at ~120 min after norepinephrine stimulation of brown adipose cells. 

Further, most of the previous work does not report the temperatures to go back to 

room temperature, suggesting that the temperature rises are indefinite, which is 

theoretically implausible [24].  By probing longer time scales in the order of 

minutes, previous reports potentially measured the heat release from steady aerobic 

respiration [19] without ATP production due to proton uncoupling. On the other 

hand, the process of proton uncoupling itself could produce heat [9] while the 

proton shuttles back to the mitochondrial matrix (Figure 1.2b), and this typically 

lasts <1 s [20], [25].    
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In this work, in Chapter 3, we probe the transients (~sub-second) in 

intracellular temperatures during proton uncoupling to identify the component of 

heat due to proton currents.   

 

1.1.2 Action potential 

The presence of small temperature gradients over large distances within the brain 

is essential for its functional activities. For instance, a recent MRSI scan of the brain 

temperature map [26] shows a maximum temperature difference of around 3 K 

between the frontal and parietal lobes. Moreover, small temperature gradients at the 

axon terminals of neurons have been understood to influence pre- and post-synaptic 

events [12], [27]. Any external disturbances can lead to coupled changes in 

temperature, ion concentrations, and the resulting action potentials. Subsequently, 

several studies [28]–[35] attempted to measure and understand the coupling 

between temperature and the ions being transport during action potential generation 

in a single neuron.  

The resting potential of a neuron is typically about -60 to -70 mV as shown 

in Figure 1.3. An action potential is initiated by a stimulus, typically a nearby 

depolarization of the membrane. Due to the local depolarization, when the 

membrane potential reaches about -55 mV, several Na+ voltage-gated channels are 

activated to open. Na+ ions entering the cell increases the membrane potential and 

makes it less negative. As a result, more Na+ voltage-gated ion channels open, 

depolarizing the neuron further until the membrane potential reaches about 40 mV. 

The Na+ ion channels then close due to a timed deactivation, which reduces the 

influx of Na+. In a delayed response to the original stimulus, the K+ voltage-gated 

channels open to expel K+ ions to the extracellular region. The K+ ions diffuse out 

reducing the membrane potential. The K+ ion channels briefly hyperpolarize the 

membrane potential before deactivation. Finally, the Na+/K+-ATPase ion pump 

transports the Na+ ions out of the cell and K+ ions into the cell to restore the resting 

membrane potential.  

Energy changes during an action potential propagation can be generally written as: 

𝑑𝑈

𝑑𝑡
= 𝐶𝑚

𝑑𝑉𝑚
𝑑𝑡

+ ∑ 𝑔𝑖(𝑉𝑚 − 𝐸𝑖)
2

𝑖=𝑖𝑜𝑛𝑠
+
𝑑𝜙𝑤𝑎𝑣𝑒
𝑑𝑡

+
𝑑𝑄𝑁𝑎/𝐾 

𝑑𝑡
 

(1) 

where, 𝐶𝑚 is the membrane capacitance, 𝑉𝑚 is the membrane potential, 𝑔𝑖 is the 

conductance of ion (i),  𝐸𝑖  is the Nernst potential of ion (i). The first two 
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components correspond to the Hodgkin-Huxley model [36], which was originally 

derived for action potential propagation in squid axon. Capacitive energy changes 

are reversible, while the Joule heating component produces irreversible dissipation 

of energy. Further, the capacitive component of energy changes is expected to be 

an order of magnitude lower than that of Joule heating [33]. The heat 𝑄𝑁𝑎/𝐾 

corresponds to the heat released or absorbed by the Na+/K+-ATPase pump that 

restores the ion balance toward the end of an action potential. The mechanical 

component (𝜙𝑤𝑎𝑣𝑒) has been previously modelled under different assumptions 

ranging from the action potential to be a nonlinear soliton excitation [37], [38], to 

a self-sustaining electromechanical excitation [39], and as a propagating 

axoplasmic pressure pulse [6]. Recently, Hady and Machta [6] reported a 

minimalistic mechanical model consisting of a surface wave propagation, in which 

the mechanical heat release was estimated as 𝑇𝛼𝜅(𝑙(𝑧) + ℎ(𝑧)). T is the 

 

 

Figure 1.3. a) Schematic of the ion channels at the cell membrane of a neuron. 

Concentrations (in millimoles except that for intracellular Ca2+) of the ions are 

given in parentheses; their Nernst potentials (E) for a typical mammalian neuron 

are indicated. Figure adapted with permission from Ref.[17]. b) A typical action 

potential voltage response is plotted 
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temperature of the action potential, 𝛼 is the thermal expansion coefficient, 𝜅 is the 

bulk modulus of the membrane, 𝑙 and ℎ are the length and height fields along the 𝑧 

direction of an axon. This surface wave model predicts an initial heat dissipation 

followed by partial heat absorption, resulting in a net positive heat release. The 

expected heat release rate for neurons of size 50 μm to 500 μm in diameter is about 

0.1 nW to 10 nW, based on the predictions of Hady and Machta [6]. 

Correspondingly, the expected temperature changes are in the order of 10-5 K to 10-

3 K, for isolated neurons in saline. Experimentally measuring such small 

temperature changes (μK to mK range) over few milli-seconds is challenging as 

explained below. 

Previous experimental studies [28], [29], [31], [34], [35], [40] that report 

temperature changes during an action potential typically use a PVDF pyroelectric 

sensor, or stacked thermocouple bed (thermopile) to measure temperature changes. 

They typically used bundles of nerve fibers or multiple ganglia in an oxygen-filled 

chamber instead of saline to increase sensitivity to temperature changes. Such 

studies [28], [29], [31], [34], [35], [40] report temperature changes in the order of 

10-6 K over few milli-seconds of an action potential. Although the measured 

temperature changes may seem to be in the range of theoretical predictions, the 

validity of the experimentally reported temperatures (which are in the order of 10-6 

K) needs to be carefully examined.  The state-of-the-art thermometry [41], as of 

writing this work, can measure temperature changes in the order of 240×10-6 K 

(corresponding sensitivity to heat is 0.2 nW), with a time constant of ~10 s. Such 

state-of-the-art thermometry techniques [41], [42] utilize multiple vacuum 

chambers to isolate the cell from surrounding ambient temperature fluctuations. In 

comparison, the previous reports used rudimentary techniques (such as calibration 

using a water bucket [29], bare uninsulated thermocouple probes [28], etc.) to 

measure the temperature changes during an action potential. The reported 

temperature changes [28], [29], [31], [34], [35], [40] of 10-6 K over 1-10 ms may 

very well be a result of external sources of errors such as ambient temperature 

changes, common-mode noise [43], etc. Despite the potential inaccuracies in 

temperature measurements, previous reports of temperature changes in garfish 

olfactory nerves or squid axons do not have a consensus [32], [44] on the 

temperature characteristics during action potential propagation in the axon. Some 

of the studies report a net positive heat release [28], [45], whereas some of the other 

studies report no net heat release [30], and others report a net heat absorption [35] 

during the action potential. Overall, there are several theories [6], [32], [33], [36] 

proposed for the thermodynamics of action potentials; however, previous 
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experimental temperature measurements [28], [29], [31], [34], [35], [40] are not 

significant enough to validate any of the proposed theories.  

In this work, we experimentally attempt to measure the temperature changes 

during an action potential of a single neuron, which we explain in Appendix B. We 

accumulated data from >20,000 action potentials. By statistical averaging, we find 

that the temperature changes during an action potential are possibly < 5 mK during 

an action potential and the ambient noise (of ~30 dB) in the measurements 

potentially obscured our results. We therefore theoretically explore (in Chapter 4) 

the physiological temperature changes to find the length- and time-scales at which 

temperature measurement could potentially be a useful tool in understanding the 

biochemical reactions in biological systems. We briefly explain it in the next 

section.  

 

1.2  Challenges in measuring temperature changes in 

biological systems 

Temperature is a fundamental thermodynamic property, which governs all 

biochemical reactions. This also makes temperature a physiological parameter of 

interest to be measured. However, the temperature changes during a biochemical 

reaction may not always be measurable by a sensor. Specifically, the temperature 

measurability is dependent on the following: the length-scale (cellular vs tissues), 

the time-scale, and whether the biochemical reaction is endogenous or stimulated. 

Under physiological and endogenous conditions, as discussed in the 

previous section for instance, the expected temperature changes during an action 

potential could be in the range of 10-5 K to 10-3 K over a few milliseconds. Such 

sub-mK temperature changes are not measurable over a few ms even using state-

of-the-art thermometry [41], [46], mostly because the room temperature 

fluctuations dominate the measurement. Similarly, under physiological and 

unstimulated conditions, aerobic respiration is expected to result in 1- 2 mK of 

temperature change in an isolated cell due to 0.1-5 nW of heat [41]. Such 

temperature changes (~few mK) are only measurable through thermal isolation via 

multiple vacuum chambers, to reduce ambient temperature fluctuations [41], [42]. 

While the temperature changes due to aerobic respiration are only 1- 5 mK in an 

isolated cell, the temperature changes amplify with the number of cells reaching up 

to 1 K in a tissue of ~2 cm in size (discussed in Chapter 4). Such temperature 

changes in the order of 1 K are readily measurable and have previously proven 
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useful in understanding thermoregulatory neuronal circuits [47], [48], and cancer 

metabolism [49]–[52]. Since temperature measurements at tissues can provide 

useful physiological information, we develop a wireless temperature measurement 

technique for tissue-scale temperature sensing in Chapter 5. Overall, under 

endogenous conditions, temperature could be a useful and measurable 

physiological parameter, especially at larger length scales (> 1 cm) such as tissues 

or organs.  

Certain biochemical reactions can be stimulated to produce higher 

temperatures that may not otherwise occur endogenously. For instance, 

mitochondrial thermogenesis can be stimulated by shuttling the protons into the 

mitochondrial matrix through chemical proton uncouplers [53]. Chemical proton 

uncouplers such as BAM15, CCCP, or FCCP can induce a drastic reduction in 

mitochondrial membrane potential [19], [54], [55] unlike the endogenous 

uncoupling proteins or UCPs. During the proton uncoupling process, we discussed 

in section 1.1 that heat could be released due to two sources: (1) proton currents (2) 

aerobic respiration without ATP synthesis. The former is expected to occur over < 

1 s [20], [25], while the latter can be prolonged over a few minutes [19]. Previous 

reports [4], [7], [21], [22] typically probed longer time-scales in the order of 5 min 

or more and observed >1 K temperature change in isolated cells. Baffou et al [24] 

suggested that a transient response of 1 K rise over 1 s exceeds the typical glucose 

content in a cell by a factor of 101-102. Critics [56], [57] have pointed out incorrect 

values of cell thermal conductivity, glucose content, and length scale of heat 

sources in Baffou et al’s work that potentially underestimated the temperature rise 

by 102- 103. In Chapter 4, we theoretically explore the validity of using an effective 

thermal conductivity at cellular length-scales and find that thermal interfacial 

resistances might dominate instead. Further, Baffou et al ignored the contribution 

of proton current to the overall heat release [9], [20]. Nonetheless, previous 

intracellular thermometry studies [4], [21], [23], [58]–[61] report a temperature rise 

for 5 min or more. In some studies [4], [21], [23], [58], [59], [61], the temperatures 

rises after proton uncoupling were never reported to go back to room temperatures. 

Such indefinite temperature changes could potentially be from non-specific signals 

like changes in pH, ion concentrations [24], cell micro-viscosity [62], illumination 

intensity [63], etc. that do not represent actual temperature changes. Therefore, the 

existing studies have not been able to identify the heat sources during mitochondrial 

proton uncoupling, despite stimulation by external proton uncouplers. In this work, 

in Chapter 2, we develop a chemically inert intracellular thermocouple probe [46], 

which we use during mitochondrial proton uncoupling to identify the heat 
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component from proton currents (as discussed in Chapter 3, [20]). We were able to 

measure the temperature changes during mitochondrial thermogenesis due to the 

use of an external proton coupler, which otherwise may not happen endogenously 

to the same extent. We show in Chapter 4 that only under stimulated conditions, 

the temperature changes inside a single cell can reach measurable limits (~ few K).  

 

1.3 Thesis organization 

The rest of the chapters in this thesis are organized as follows: 

In Chapter 2, we develop an intracellular thermometry technique by 

fabricating a micro-thermocouple probe. We use silicon-based 

microelectromechanical techniques to fabricate a suspended thermocouple probe 

on a silicon nitride platform, which is chemically inert and biologically compatible. 

We also highlight our calibration technique that utilizes on-chip solid-state 

calibration to achieve ~1% calibration accuracy.  

In Chapter 3, we utilize our micro-fabricated thermocouple probe to 

monitor intracellular temperatures during stimulated mitochondrial proton 

uncoupling in Aplysia neurons. We use a highly specific proton uncoupler, BAM15, 

to induce proton currents across the mitochondrial membrane. By analyzing the 

time scales of the measured temperatures, we identify a component that lasts over 

~1 s and correspond well to proton currents during stimulated mitochondrial proton 

uncoupling.  

In Chapter 4, we theoretically explore the expected temperature changes 

during endogenous and stimulated biochemical reactions in cells to identify which 

thermometry technique is suitable for a given biochemical pathway. We find that 

under endogenous conditions, the intracellular temperature changes are < 10 mK in 

intracellular organelles. We computationally show how the temperature changes 

amplify to ~ 1 K at tissue length-scales, where temperature measurements can be a 

useful physiological parameter to monitor endogenous biochemical reactions. We 

also critically examine the validity of commonly used effective thermal 

conductivity approximations at cellular length scales.  

In Chapter 5, we develop a wireless temperature measurement technique 

that can be useful for centimeter-scale (tissue level) measurements. We use a 

magnetostriction based technique that can enable deep tissue measurements. We 

computationally model magnetostrictive materials to identify the material 
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properties that can enhance the sensitivity to temperatures. We also explore how 

the sensing scheme can be scaled down to sub-cm length scales.  

In Chapter 6, we summarize the main research contribution of this 

dissertation. We present possible future extensions to our magnetostriction based 

temperature sensing techniques that resemble MRI type measurements to enable 

truly wireless temperature mapping of tissues. We also highlight other open 

questions in cancer research and neuroscience that can be addressed through 

temperature measurements.  
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CHAPTER 2  
 

DESIGN AND FABRICATION OF 

THERMOCOUPLE PROBE FOR 

INTRACELLULAR THERMOMETRY 
 

This chapter is adapted from Rajagopal et al., Sensors and Actuators A: Physical 

(2018). doi.org/10.1016/j.sna.2018.02.004.  

 

Measuring temperatures within a biological cell requires a sensor with small 

thermal mass and microscale or smaller size that is electrically and chemically inert 

to the cell's environment, and is thermally isolated from the surroundings. We 

investigate how such requirements can be satisfied in a microscale thermocouple 

probe that is fabricated using the techniques of silicon-based 

microelectromechanical systems. Previous reports of invasive probes lacked either 

the required spatial resolution (<5 μm) or response time (<4 ms). Here, we report 

1 μm thick silicon nitride supported probes with a 5 μm tip that has a response time 

of 32 μs. These figures enable future transient thermometry of cell organelles. To 

reduce calibration errors, we devise an on-chip calibration in a vacuum cryostat. 

We find that the accuracy of our measurements is ~1% for 300 ± 10 K. This work 

paves the way toward future thermometry at a subcellular level. 

 

2.1 Introduction 

Temperature is a fundamental thermodynamic property affecting every 

biochemical reaction in cellular environments. Living cells undergo temperature 

mediated activities such as cell division [64], gene expression [65], protein 

stabilization [66] and metabolism [67], [68] Extracellular thermometry has been 

shown to be important in detecting cancer [69] and thyroid-related diseases [70], 

and for understanding multiple metabolic pathways [71]. In comparison, 

thermometry at the subcellular level is relatively less explored. The dominant heat 

generation reactions inside a cell include the mitochondrial respiratory chain (non-

shivering), and the reactions that consume ATP (shivering), both of which are the 

https://doi.org/10.1016/j.sna.2018.02.004
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primary modes of thermal regulations in warm-blooded animals [10]. Temperature 

gradients can be established within a cell by the reactions associated with multiple 

organelles in a cell. The nucleus, mitochondria, and centrosomes have been found 

to be at a temperature of 0.5–1 ◦C higher than cytoplasm [21]. In addition to 

gradients, temperature transients also arise, for example, when a cell is subjected to 

external stimuli such as light [72], drugs [73], or during sudden neurophysiological 

activities in neuron cells [5]. To understand the physiology of such reactions, there 

is a growing interest in the measurements of intracellular temperatures, especially 

in adipose tissues, muscles, and neurons. Since the cell wall and cytoplasm 

smoothen out the temperature fluctuations arising within the cell, an intracellular 

probe is necessary for such measurements. 

Intracellular thermometry can be invasive or non-invasive. Typically, non-

invasive techniques rely on fluorescence lifetimes or intensities that are 

temperature-dependent. Okabe et al. [21] used the fluorescence lifetime of a 

polymer to map temperatures in a cell with an estimated calibration resolution of 

0.18–0.58 K. However, the accuracy of measurement was greatly reduced by the 

presence of a significant temperature gap between the optical setup in the 

microscope and the sample. The resulting errors were estimated to be as high as 

0.35–1.3 K [21]. In a different study, a bio-compatible green fluorescent protein 

(GFP) has been used as an intracellular temperature probe by using its fluorescence 

polarization anisotropy (FPA) [74]. The FPA of GFP was calibrated for 

thermometry using a temperature-controlled bath with an accuracy of 0.4 K. 

However, the readings within a cell show an error of 1.2 K over few seconds of 

laser heating [74]. Recently, the fluorescence intensity of quantum dots has been 

used to measure intracellular temperature variations in a neuron [4]. It was observed 

that each quantum dot particle of the same type exhibited different sensitivities of 

the fluorescence intensity to temperature. Since it was not possible to follow a 

single quantum dot for both calibration and measurements, a mean sensitivity 

obtained from calibration of multiple quantum dots was used in the measurements. 

This serves to reduce the accuracy of the measurements. The reported measurement 

uncertainty is around 1 K. Non-invasive thermometry techniques typically have 

accuracies ~1 K. They also suffer from non-specific signals recorded as 

temperature. Such signals arise from photobleaching [4], variations in ion 

concentrations, pH, light intensity [63], and microscale viscosity changes within 

the cell milieu [24], [63].  

Invasive thermometry utilizes a chemically inert sensor that is typically 

formed using a micropipette. One of the earliest attempts involved platinum wires 
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inside micropipettes that were coated on the outside with gold to form a 

thermocouple junction at the tip [75]. Watanabe et al. [76] made a similar attempt 

but with both metals coating the outside of a micropipette. These earlier studies did 

not report any sensible measurements in biological cells. Recent attempts involved 

thermocouple junctions in microcapillaries [77] or tungsten-based thermocouple 

probes [58], [59]. However, both approaches suffer from critical deficiencies. 

Metal-filled microcapillaries have been reported to have a thermal time constant 

around 600 ms [77], which is two orders of magnitude larger than the typical time 

constants of action potentials in neuron cells [78]. Tungsten-based probes have a 

junction that is 7–10 μm [59] in length at the tip. This is problematic for cells with 

a typical size of 10 μm. Another issue is that past work utilized a water bath for 

calibration [58], [77], [79] where local convection effects, temperature differences 

between the reference sensor and the probe, as well as errors from the reference 

sensor introduce calibration errors. While these errors are insignificant in typical 

applications, they gain significance when measuring small (500 mK) temperature 

changes in intracellular thermometry. In summary, current sensing techniques 

measure temperature changes in excess of ∼1 K with no emphasis on smaller 

gradients or transient responses. 

An invasive intracellular thermometer should be smaller than ∼5 μm to 

avoid fatal cell damage [80]. A further restriction on size arises from the fact that 

transient responses of interest occur on time scales 4 ms [78]. The latter places a 

constraint on the thermal mass of the sensor. In this chapter, we design and fabricate 

a thermocouple junction, 1 μm in diameter, on a suspended silicon nitride cantilever 

of 5 μm tip diameter for measuring intracellular temperature changes in vitro. The 

design yields a thermal time constant as small as 32μs. The junction diameter of 1 

μm offers spatial resolution sufficient for intracellular measurements. We avoid 

using a water bath for calibration, and instead devise an on-chip calibration using a 

gold resistor on the chip. We show that the calibration error can be reduced to be 

comparable to the noise floor. The fabrication process allows for batch fabrication, 

making it possible to produce multiple (16 in this work) probes from a 4inch silicon 

wafer. This chapter is organized as follows. Section 2.2 presents the fabrication 

steps. Section 2.3 discusses the technique used for on-chip calibration. Section 2.4 

discusses testing of the probe and provides estimates of the time constant of the 

probe. 
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2.2 Fabrication 

Starting from a double-side polished (100) wafer that is p-doped to a resistivity of 

10–20 Ω.cm, we deposited a stress-free, 1 μm thick silicon nitride using plasma-

enhanced chemical vapor deposition (PECVD) on STS Mesc Multiplex PECVD 

operated at a mix of 13.56 MHz and 380 kHz. The silicon nitride layer, as shown 

in Figure 2.1a, forms the material for the cantilever that eventually supports the 

metal lines forming a thermocouple. Among common cantilever materials such as 

silicon carbide, doped silicon, and flexible polymers [81], we chose silicon nitride 

for this work since it provides excellent thermal isolation of the thermocouple 

junction from the base of the cantilever, and is also an electrical insulator. Its 

compression strength of ∼600 MPa [82] with an Young’s modulus of ∼152 GPa 

[83] enable the cantilever to easily overcome a cell wall’s puncture stress of ∼1 

MPa [84].  

 

 

 

Figure 2.1: Fabrication of the probe starts with (a) deposition of SiNx using 

PECVD, followed by (b) deposition of thermocouple metal lines, and 

resistors for calibration. The thermocouple is calibrated as discussed in 

Section 2.3. This is followed by (c) deposition of a thin SiNx layer to 

protect the thermocouple, (d) reactive ion etching of SiNx to get the 

required profile using a patterned photoresist mask, and finally, (e) aq. 

KOH etching of silicon to suspend the probe.  
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Electron beam metal evaporation (Temescal FC-2000 deposition system) 

was used to deposit 70 nm thick, 400 nm wide gold and palladium films on top of 

the 1 μm thick silicon nitride layer. The films were defined using a combination of 

UV photolithography (Karl Suss MJB3) and electron beam lithography (Raith 

eLine) to the dimensions of the thermocouple. We chose gold and palladium for the 

thermocouple since they are resistant to KOH etching that is subsequently used to 

release the cantilever. Following the deposition of the metal films for the 

thermocouple, 300 nm thick metal films were deposited to form heaters and 

thermometers for calibrating the thermocouple junction, as shown in Figure 2.1b. 

The reference thermometer and thermocouple junction were both 12 μm away from 

heater. We calibrated the thermocouple prior to releasing the probe from the wafer. 

After calibration, we deposited a 200 nm thick PECVD silicon nitride layer on top 

of Si/SiNx /metal-junction to protect the calibrated thermocouple junction. The 

second nitride layer, shown as a translucent layer in Figure 2.1c, protects the 

chrome adhesion layer used for metal lines from aqueous KOH etching. A 

photoresist was patterned to the desired shape of the probe. Using the photoresist 

as a mask, the nitride was etched using reactive ion etching (PlasmaLab systems 

Freon RIE) until silicon was exposed. Multiple RIE steps were performed until a 

profile such as the one shown in Figure 2.1d was obtained. The protective nitride 

layer only at the contact pads was etched away carefully to expose contact pads for 

electrical connections. The metal electrodes that were used for calibration were 

unaffected by RIE. However, they were removed in the subsequent step. The design 

of the metal electrodes, and the pattern of the probe profile ensure that the tip is 

oriented along [110]. The nitride tip that extends along [110] has a convex edge and 

is on top of the silicon substrate. These features collectively enhance the etch rate 

of silicon under the tip when aq. KOH is used. Bulk silicon etching was performed 

using 45% aq. KOH at 80◦C bath temperature. The samples were held by clamps 

for about 40–50 min while etching. By the end of the etch process, a tip of length 

∼451 μm was suspended, as shown in Figure 2.1e. Figure 2.2 shows an SEM image 

of the fabricated probe. Silicon nitride being a poor thermal conductor, isolates the 

tip from temperature fluctuations in the silicon substrate, and therefore from the 

external surroundings. During intracellular thermometry, we expect only the 

suspended part to enter the cell, which enhances thermal isolation. Electrical 

continuity of the probe after suspension was verified by measuring the 

thermocouple’s resistance before and after etching. Further tests to verify the 

probe’s measurements are discussed in Section 2.4. 
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2.3 Calibration 

In previous work, thermocouples for cellular thermometry were calibrated in a 

water bath. However, as discussed in Section 2.1, this can lead to significant error 

due to convection effects in calibration for a probe meant to measure 500 mK 

changes. Here, we avoid this issue through an in-situ calibration process that 

follows the deposition of metal lines as shown in Figure 2.1b, and prior to etching 

the bulk silicon. The calibration is done in a vacuum cryostat using a heater and a 

reference thermometer on-chip, as shown in Figure 2.3. The heater line is 12 μm 

away from both the thermocouple junction and the reference junction. The close 

proximity of the sensors and vacuum conditions ensure heat conduction to be the 

dominant heat transfer mechanism. Therefore, an on-chip calibration method 

minimizes local convection currents and provides an accurate calibration of both 

the reference thermometer and the thermocouple junction. 

The calibration is a two-step process where a reference electrical resistance 

thermometer is itself first calibrated in a vacuum cryostat. The thermocouple is then 

calibrated in the second step using the calibrated resistance sensor. In the first step, 

 

 

Figure 2.2: Scanning electron microscopy images (false-colored) of the 

fabricated thermocouple on a cantilever. The tip diameter is ∼5 μm. The 

suspended region is ∼451 μm long. The silicon substrate seen underneath the 

nitride has (111) planes exposed everywhere. 
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the temperature coefficient of resistance (TCR) of the resistor line is calibrated by 

measuring changes in electrical resistance at different bath temperatures of the 

cryostat. The bath temperature of the cryostat has an accuracy of 1 mK. The 

electrical resistance of the resistor is measured using a 4-point probe method with 

two SR830 lock-in amplifiers. In the second step, a Keithley DC current source 

provided current to a serpentine heater line equidistant from the resistor and the 

thermocouple tip, as shown in Figure 2.3. As a first approximation, the temperature 

rise at the thermocouple tip and the resistor respectively can be assumed to be the 

same. We later examine the validity of this assumption. A Keithley nanovoltmeter 

measured the potential difference across the thermocouple junction. The change in 

resistance at the resistor increases quadratically with the current at the heater, 

confirming that the resistance change is indeed due to increased temperatures. 

Figure 2.4 shows the resistance change with DC heating current. 

The Seebeck coefficient of the thermocouple junction is obtained by fitting 

a straight line between the potential difference measured at the junction and the 

temperature rise measured at the resistor, as shown in Figure 2.5. We obtained a 

Seebeck coefficient of 1.18 V/K for the Au/Pd junction. This is comparable to 

previously reported estimates for few-nm thick metal lines [85]. Any differences in 

 
 
 

Figure 2.3: Calibration of the thermocouple junction is done using two thin film 

gold resistors that act as heater and temperature sensor. The measurements are 

done in a temperature-controlled cryostat under high vacuum conditions (<10-6 

bar). 
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Figure 2.4:  The resistance of the thin film resistor is plotted against the 

heating current. The data points shown in red squares fit well to a quadratic 

curve with a coefficient of determination (R2) of 0.9992.  

 

 

Figure 2.5: The Seebeck voltage across the Au/Pd junction is recorded as its 

temperature is increased by a heater. Temperature at the thermocouple junction 

is assumed to be the same as the thin film resistor. The data points are shown 

in red squares. Seebeck coefficient of the junction is the slope of a straight line 

fit to these points.  
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the observed Seebeck coefficient and previously reported values could be attributed 

to the thickness and quality of the metal films. The estimated error in the slope is 

±0.81%, corresponding to the 95% confidence interval. This calibration process 

was performed on each probe. We found the Seebeck coefficient to vary within the 

range 0.8–1.3 μV/K over a wafer.  

 

A subtle issue in the calibration arises from the fact that the temperatures at 

the thermocouple junction and thin-film resistor may not be identical due to 

asymmetry. To investigate this issue, we performed finite element simulations of 

the calibration process in COMSOL to understand whether the asymmetry 

introduces a significant calibration error. The inset of Figure 2.6 shows the 

geometry of the model. The serpentine heater line shown in Figure 2.3 produces a 

temperature distribution that is symmetric along a (110) plane parallel to the length 

of the probe that bisects the heater and resistance sensor lines. For numerical 

simulations, we utilize this symmetry to model a 2D cross-section of the sample 

along the symmetry plane. While calibrating the sample in a vacuum cryostat, the 

sample was fixed to an adhesive tape on a chip holder. The exposed sides of the 

adhesive tape and the sample are the outer boundaries of this geometry. The 

cryostat’s bath temperature (Tcryostat) yields the boundary condition at the bottom of 

the system. Adiabatic boundary conditions apply elsewhere since the system is in 

 

Figure 2.6: The simulated temperature rise at the resistor (Tresistor ) is compared 

against measurements for increasing current at the heater. Tresistor is obtained 

from 4pp resistance and the TCR of the thin film resistor. Tcryostat = 300 K. 

(Inset) The geometry used for the simulation. 
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vacuum. The heater line is modeled as a constant heat source whose magnitude is 

equal to that of the heating power used in the measurements. The thermal properties 

of the materials are taken from the literature: kAu film = 225 W/(m.K) [86], kSiNx = 

0.8 W/(m.K) [87], kSi = 126.8 W/(m.K) [87], and ktape = 1.4 W/(m.K) [88]. The 

thermal contact resistance between the thin films (SiNx /Si, Au/Cr/SiNx ) is on the 

order of 10−8 m2 K/W [89], [90], and is insignificant compared to the resistance of 

the adhesive tape (∼10−3 m2 K/W) itself. The contact resistance on either side of 

the adhesive tape is also assumed to be negligible [91].  

 

We first compare the temperature rise at the thin film resistor estimated 

from simulations against our measurements in Figure 2.6 as a validation step. The 

simulated rise closely follows the measured values with a maximum deviation of 

0.63% at the highest heating current. This confirms that the thermal properties and 

boundary conditions used in the simulation adequately represent the calibration 

setup. Using this validated model, we now estimate the temperature differences 

between the thermocouple tip (TTC) and thin-film resistor (Tresistor) during 

calibration.  

 

Figure 2.7: The temperature difference between the thermocouple tip and the 

thin film resistor is calculated at different heating currents. 31 mA heating 

current is estimated to produce 10 K rise at the resistance sensor. The error due 

to assuming symmetricity is 54 mK when the measured temperature rise from 

ambient (Tcryostat = 300 K) is 10 K. 
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Figure 2.7 shows the difference in temperature between the resistor and the 

thermocouple junction at different heating currents. The bath temperature of the 

cryostat is fixed at Tcryostat = 300 K in these calculations. For a 10 K rise in 

temperature at the junction, we find the error in calibration to be 54 mK. The error 

decreased to 27 mK for a 5 K rise from Tcryostat. The simulations help to determine 

the maximum heating current to be used in calibration for the desired accuracy. For 

operating at 300 K, the accuracy of calibration is ± 0.54%. Combining this with the 

95% CI for the slope in Figure 2.5, the total error in calibration is ~± 0.97%. When 

operating at 300 ± 10 K, the error is ±54 mK. We note that this figure is ∼2 orders 

of magnitude larger than the apparent temperature resolution of 0.85 mK possible 

with the probe when using a nanovoltmeter with 1 nV resolution. Further, we show 

experimentally in Section 2.4 that the noise floor is comparable to this calibration 

error. Hence, the calibration approach described here helps to reduce the overall 

measurement uncertainty to approach the noise floor. 

 

2.4 Thermal response 

To observe the probe’s temperature response after fabrication, we subjected it to a 

sudden temperature difference by dipping it in a water bath that was kept at 30 K 

above room temperature. The water bath’s temperature was measured 

independently using a commercial Type-K thermocouple from Omega. Figure 2.8 

shows transient temperatures at the probe, measured using a nanovoltmeter 

 

Figure 2.8: Transient temperature change measured in a hot water bath at a 

frequency of 1 Hz. 
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connected to the probe. From time t < 0 to t = 0.4 min, the probe remained 

stationary, fixed to a mount. The probe was removed from the mount at t = 0.4 min 

and slowly moved towards the water bath. Sudden spikes in temperature readings 

were observed when the probe was manually moved. This is likely due to vibrations 

at the external solder joints while the probe was moved. As the probe touched the 

hot water surface at t = 0.7 min, the measured temperature rose almost 

instantaneously on the time scale of Figure 2.8. The probe measured an average 

temperature of 30.46 K during the 40 s it was inside the hot water bath. At t = 1.4 

min, the probe was removed from the water bath, which briefly induced evaporative 

cooling that resulted in a sudden decrease in temperature. We measured the noise 

floor in a quiescent water bath at room temperature to be around 42 mK over a few 

minutes. The noise floor increased in air to ∼211 mK. The temperature oscillations 

are possibly due to natural convection around the probe. 

 

The data acquisition rate in the experiment shown in Figure 2.8 is not 

sufficient to characterize the thermal response time of the probe. Typical thermal 

time constants of action potential pulses in neuron cells range from 4 to 100 ms 

[78]. To reliably measure stimuli at such time scales, we designed the thermal time 

constant of the sensor to be at least an order of magnitude lower. Here, we report 

numerical simulations in COMSOL to obtain the value. The geometry of the 

simulation is shown in the inset of Figure 2.9. In this case, the symmetry plane 

 

Figure 2.9: The simulated temperature contour of the probe at t = 5 μs. An initial 

temperature of 313 K is applied to the tip, while the ambient is at 293 K. (Inset) 

The geometry used for the simulation. 
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defined in Section 2.3 is no longer a plane of symmetry since the width of the 

suspended probe gradually increases along the plane. Therefore, we extend the 

validated simulation model discussed in Section 2.3 to model a 3D geometry that 

resembles our probe. The 70 μm long probe tip was initially given a temperature of 

313 K at t = 0 s. It is assumed to cool in water at 293 K for t > 0, and the time it 

takes to reach ambient conditions (293 K) is calculated.  A natural convection 

boundary condition is applied to all the exposed surfaces except for the 70μm tip 

region. We use a convection coefficient of 50 W/m2 K corresponding to natural 

convection in water. The convection coefficient along the microscale tip structure 

is typically much larger than at large scales. So, for the outer surfaces of the tip, we 

use a heat conduction boundary condition, pointed out by Hu et al. [92] to be 

appropriate for microfabricated structures. The specific heat capacity of the 

materials used in the model are taken from the literature: CMetal film = 0.13 J/g K 

[93], CSiNx = 370 J/kg K [94], and CSi = 672 J/kg K [95]. Other required material 

properties are the same as discussed in Section 2.3. 

 

We solved a transient three-dimensional heat conduction equation using the 

finite element method. A snapshot of the temperature profile at t = 5 μs is shown in 

Figure 2.9. We calculate the temperature at the thermocouple tip over time as shown 

in Figure 2.10. The thermal time constant of the probe is the time taken to change 

 

Figure 2.10: The simulated tip temperatures plotted against time as the probe 

cools down in water. The simulated points are shown in red squares. An 

exponential line fit to these points is used to obtain the thermal time constant 

of the probe.  
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the temperature by a factor of 1/e. From Figure 2.10, the value is 32 μs, which is 

comparable to and better than the typical time constants of microscale thermal 

probes [77], [79]. The material and the small length scales of our thermocouple 

probe thus make it possible to have a thermal response time that is a few orders of 

magnitude smaller than the stimuli in a typical neuron cell [78].  

 

2.5 Conclusion 

In summary, we fabricated a thermocouple junction of 1 μm diameter in a silicon 

nitride cantilever of tip diameter 5 μm to serve as an intracellular thermometer. The 

low thermal conductivity, high stiffness and chemical inertness of silicon nitride 

make it a good choice for such a probe. We calibrated the thermocouple using an 

on-chip resistance sensor in a vacuum cryostat to obtain a calibration accuracy of 

±0.97%. A detailed error analysis of the calibration process shows that the accuracy 

can be further improved by limiting the heating current used for calibration. We 

demonstrated the use of the probe in an aqueous environment and found the noise 

floor to be 42 mK, which is comparable to the calibration error for 300 ± 10 K. The 

sensor has a low thermal mass with a calculated thermal time constant of 32 μs, 

much smaller than the time constant of a neuron. This work advances the design 

and fabrication of thermometers for intracellular measurements. Additional details 

on the recipe for fabrication is described in detail in Appendix A and elsewhere 

[46], [96]. 
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CHAPTER 3  
 

TRANSIENT HEAT RELEASE 

DURING INDUCED 

MITOCHONDRIAL PROTON 

UNCOUPLING 
 

   

This chapter is adapted from Rajagopal et al., Communications Biology (2019). 

nature.com/articles/s42003-019-0535-y.  

 

Non-shivering thermogenesis through mitochondrial proton uncoupling is one of 

the dominant thermoregulatory mechanisms crucial for normal cellular functions. 

The metabolic pathway for intracellular temperature rise has widely been 

considered as steady-state substrate oxidation. Here we show that a transient proton 

motive force (pmf) dissipation is more dominant than steady-state substrate 

oxidation in stimulated thermogenesis. Using transient intracellular thermometry 

during stimulated proton uncoupling in neurons of Aplysia californica, we observe 

temperature spikes of ~7.5 K that decay over two timescales: a rapid decay of ~4.8 

K over ~1 s followed by a slower decay over ~17 s. The rapid decay correlates well 

in time with transient electrical heating from proton transport across the 

mitochondrial inner membrane. Beyond ~33 s, we do not observe any heating from 

intracellular sources, including substrate oxidation and pmf dissipation. Our 

measurements demonstrate the utility of transient intracellular thermometry in 

better understanding the thermochemistry of stimulated mitochondrial metabolism. 

 

3.1 Introduction 

Biochemical reactions are sensitive to variations in temperature, pH, O2, glucose, 

etc., of which temperature has been the focus of several studies by clinical 

neuroscientists [1]. Temperature fluctuations in the brain on the order of 1-2 °C can 

impact memory encoding, effect behavioral changes, and generate autonomic 

https://www.nature.com/articles/s42003-019-0535-y


27 

 

responses [1]. The apparent sensitivity to overall brain temperature originates from 

reactions at the level of individual neurons. To counteract large external 

temperature fluctuations, animal cells have evolved certain thermoregulatory 

mechanisms. For instance, heat shock has been shown to trigger compensatory 

intracellular endothermic reactions [13] that can alter gene expressions and activate 

signaling cascades [14]. On the other hand, in adapting to cold environments, for 

instance, exothermic non-shivering thermogenesis is induced at mitochondria [11], 

[97], [98] to produce heat. Despite recognition of the fundamental involvement of 

temperature in eliciting biochemical changes, specific molecular mechanisms for 

heat evolution in cells are still not clearly identified experimentally [24], [56], [57], 

[99]. It is widely known that biological uncoupling proteins (UCP) uncouple 

oxidative phosphorylation, thereby converting the energy required to synthesize 

ATP into heat [12], [17]. This steady-state substrate oxidation is expected to 

produce only ~10-5 K temperature increase per cell [24], [56], [57], [99]. However, 

               

Figure 3.1 Proton uncoupler in action at the mitochondrial inner membrane. A 

schematic of the mitochondrial respiratory chain shows three protein complexes 

(I, III, IV) producing an H+ gradient across the inner mitochondrial membrane. 

ATP synthase (AS) utilizes this H+ gradient to synthesize ATP from ADP. 

Proton uncouplers such as uncoupling proteins (UCP), BAM15, or CCCP allow 

diffusion of protons through the mitochondrial membrane. This sudden 

diffusion into the mitochondrial matrix results in a proton current that can 

generate heat. 
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at the onset of proton uncoupling (Figure 3.1), a transient proton motive force (pmf) 

dissipation occurs before enhancing substrate oxidation. In this work, we 

experimentally demonstrate for the first time that chemically induced pmf 

dissipation can result in large intracellular temperature spikes of ~4.8 K over a short 

duration of ~1 s in Aplysia neurons.  

 

Proton uncoupling has been hypothesized to result in transient electrical 

heating [9] (Figure 3.1). The electrochemical proton motive force (Δ𝑝) generated 

by proton pumps (Figure 3.1) are typically 150-200 mV [9], [18], [55]. By sharply 

dissipating the whole mitochondrial potential (~150 mV) using a patch-clamp, 

previous studies [25], [100] experimentally reported an exponentially decreasing 

proton current (𝐼𝐻+) with a maximum current ~150 pA (Figure 3.2)[25]. We can 

theoretically estimate the maximum proton flux (𝑗𝐻+) using the buffering power 

(𝛽) of mitochondrial matrix. Using measured values for 𝛽𝑚𝑖𝑡𝑜 (~110 mM/pH-unit, 

[101]) and Δ𝑝𝐻𝑚𝑖𝑡𝑜 (~ 0.5, [54]), the proton influx is on the order of ~108 s-1 (𝑗𝐻+ =

𝛽𝑚𝑖𝑡𝑜 ⋅ Δ𝑝𝐻𝑚𝑖𝑡𝑜, for a 2 μm mitochondria, [102]). This corresponds to 𝐼𝐻+ ~100 

 

 

Figure 3.2 Measured proton currents from mitochondrial voltage patch clamp 

are plotted from experiments performed by Fedorenko et al [25]. At t = 0 s, the 

set voltage V is changed from 0 to 30 mV, 70 mV, 110 mV, and 150 mV. The 

voltage step generates a proton current that slowly saturates over time. We fit 

the current for the most relevant data set (𝛥V = 150 mV, because mitochondrial 

proton motive force is typically ~150-200 mV) to an exponential decay function 

with offset, since current need not be zero at t → ∞. We find that the proton 

current has a time constant ~0.65 s. 
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pA that matches well with previous experimental measurements [25], [100]. 

Further, the mitochondrial membrane potential dissipation is almost instantaneous 

(on the order of a few seconds) when exposed to proton uncouplers [55]. The 

resulting heat (𝑄̇~ Δ𝑝 ⋅ 𝐼𝐻+) can cause a temperature rise in a single mitochondrion 

at a rate of ~4.8 K/s at the onset of proton motive force dissipation [9]. This heat 

pulse is expected to be < 1 s owing to the short duration of proton currents (Figure 

3.2) [25]. We note that the previously reported magnitudes of 𝐼𝐻+  and  Δ𝑝, and the 

duration of proton current may vary across different cell lines depending on the 

expression of UCP [100] and the proton pool. However, irrespective of UCP 

expression, chemical proton uncouplers can similarly increase the permeability [53] 

of protons across the inner membrane of mitochondria, resulting in a short-lived 

proton motive force dissipation and associated heating. Previous thermometry on 

proton uncoupling probed longer temporal scales of ~5 min or more [4], [21]–[23], 

[103], [104] but missed information on short-term pmf dissipation effects. To 

record transients during pmf dissipation, a thermometry technique that combines 

low thermal time constant (< 1 s) with high accuracy (< ± 1 K), as well as chemical 

and electrical inertness, is necessary.  

Previous reports of non-invasive thermometry [4], [21], [74] using 

temperature-dependent fluorescence lifetimes or intensities typically had 

accuracies ≳ 1 K [46]. They also suffered from off-target signals [4], [24], [63] that 

came from photobleaching [4], variations in microscale viscosity, ion 

concentrations, and intracellular pH changes within the cellular environment [24]. 

Chemically inert micro-fabricated thermocouples [105] were previously made that 

measured extracellular, but not intracellular temperatures. Invasive intracellular 

thermometers have been made from micropipettes [75]–[77], [79] and tungsten-

based probes [58], [59]. Metal-filled micropipettes [77] have a thermal time 

constant ~0.6 s, which is high for measuring transient pmf dissipation over < 1 s. 

Tungsten probes that have a long 7-10 μm junction [59] measure spatially averaged 

temperatures inside a cell. Invasive thermometers that are also electrically bare 

[58], [59], [75]–[77], [79] suffer from common mode noise [43], when used in an 

electrically active cellular milieu. Moreover, previous reports [58], [59], [75]–[77], 

[79] typically used a water bath for calibrating the temperature response of the 

sensors. This can result in errors arising from local convection effects, and 

temperature differences between the reference sensor and the probe. Overall, 

existing sensing techniques lack the required chemical and electrical inertness, 

accuracy (< ±1 K), and low thermal time constant (< 1 s) to measure transient pmf 

dissipation. 
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Here, we employed a microscale thermocouple probe to capture such 

transients in intracellular temperatures. Figure 2.2 shows the probe, fabricated 

using the techniques of silicon-based microelectromechanical systems (MEMS). 

Details of the fabrication are explained in Chapter 2 and in our previous work [46]. 

We performed an on-chip calibration in a vacuum cryostat (Figure 2.3), and 

 

Figure 3.3: Using a heated microscopy stage, we measured the temperature 

changes using the microthermal probe (𝛥𝑇𝑃𝑟𝑜𝑏𝑒) placed inside a neuron of 

buccal ganglion and also an external thermistor (𝛥𝑇𝐸𝑥𝑡) placed in the saline bath 

~1 cm away from the ganglion. An omega thermistor (TH-44032-40-T) was 

used in conjunction with a recording device (Measurement Computing USB-

TEMP) to measure 𝛥𝑇𝐸𝑥𝑡. We heated the culture dish by 10 K over a period of 

1 hour in steps of 2-3 K. The Seebeck voltage from the microthermal probe 

yielded 𝛥𝑇𝑃𝑟𝑜𝑏𝑒, using prior calibration. The bath’s temperature rise (𝛥𝑇𝐸𝑥𝑡) was 

obtained from the external thermistor. We repeated the measurements three 

times with different step sizes; all data points are shown on the graph. The red 

line is a linear fit to the measured data, whereas the black dashed line 

corresponds to a slope of 1. The temperature measurement from the external 

thermistor is different from the microthermal probe’s reading by ~9.5%. The 

difference, in magnitude, is as large as ~300 mK at the largest temperature rise 

of ~10 K. We attribute this difference to arise from convection currents inside 

the bath.  
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determined the calibration accuracy to be ~±0.97% at 300 K. We note that we do 

not use a heated culture medium, as was done in previous studies [58], [59], [75]–

[77], [79], for calibrating the thermal probe. However, we tested our probe in a 

heated culture medium to confirm the temperature response (Figure 3.3). The 

temperature-sensitive Au/Pd thermocouple junction is 1 μm in diameter. It is 

supported by a 1 μm thick silicon nitride cantilever tip of 5 μm width. We calculated 

the time constant of the probe [46] to be 32 μs. The probe is electrically insulated 

with ~300 nm of silicon nitride. In Figure 3.4, we show that the probe is insulated 

 

Figure 3.4: We tested the common mode noise response of the thermal probe by 

changing a neuron’s potential with respect to ground. We placed both the 

thermal probe and the sharp microelectrode inside a neuron. The voltage plot 

shows the microelectrode reading that was high-pass infinite impulse response 

filtered to remove offsets from the electrode resistance. Starting at t = 20 s, we 

repeatedly depolarized the neuron by passing a constant current through the 

microelectrode; durations of the current are represented using dashed lines 

above the plot. This can result in a common mode signal on the two electrodes 

of the thermal probe that is also inside the cell. If the thermal probe was not 

insulated enough from the common mode signal in the neuron, a corresponding 

signal in the form of a voltage differential would be observed from the 

Nanovoltmeter [43]. For instance, a common mode signal of ~100 mV can result 

in 0.1 μV apparent Seebeck voltage that corresponds to ~0.1 K. Since, we 

observe < 20 mK temperature changes during depolarization and action 

potentials in the neuron, we can assume that the ~300 nm silicon nitride 

electrically insulates the probe from the typical electrical activity in neurons 

during our experiments. 
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from common-mode signals, resulting in < 20 mK noise in a typical electrically 

active neuron.  

We made intracellular measurements on neurons from the sea slug Aplysia 

californica. The animal’s abdominal ganglion, which constitutes parts of a 

distributed central nervous system, possesses neurons that can reach up to ~1 mm 

in diameter [106], with nuclei [107] as large as ~800 μm. The perinuclear cytoplasm 

is enriched with mitochondria [108], [109]. The Aplysia neurons found superficially 

in the abdominal ganglion are typically hundreds of microns in diameter, which 

renders them favorable to penetration with our thermal probe that is ~5 μm wide. 

Unless mentioned otherwise, we used neurons from the abdominal ganglia 

throughout the study. We also utilized a sharp voltage microelectrode to record the 

 

Figure 3.5: a) A schematic of the setup used for measuring temperature changes 

inside the cell while concurrently monitoring the membrane potential using a 

KCl sharp microelectrode. The brown patches in the perinuclear cytoplasm are 

representative of mitochondrial sites in Aplysia neurons. b) An optical image of 

the abdominal ganglion of Aplysia. The two probes are inside the target cell 

R15. Scale bar corresponds to 100 μm. 
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real-time membrane potential of the neuron as a metric of cell health (Figure 3.5). 

More details on the microelectrode and culture dish preparation are in the Methods 

section.  Figure 3.5b shows an optical microscope image of the culture dish with 

the thermal probe and voltage microelectrode inside a neuron.  

 In this work, we measure transient intracellular temperature changes during 

proton motive force dissipation, which is induced by chemical proton uncouplers. 

We first identify off-target responses to the proton uncouplers. Then, we extract 

intracellular temperature responses from proton motive force dissipation.  

 

3.2 Methods 

 Figure 3.6 shows the overall schematic of the measurement setup. We explain the 

components individually in the following sub-sections.  

 

 

Figure 3.6 Overall schematic of the measurement setup used to measure the 

intracellular temperature changes in Aplysia neurons during mitochondrial 

proton uncoupling. 
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3.2.1 Culture dish preparation 

We utilized neurons from the abdominal ganglion of Aplysia californica. Animals 

were obtained from the NIH/University of Miami National Resource for Aplysia 

Facility (Miami, FL) and housed at the University of Illinois in a 200-gallon closed 

marine system maintained at 12-13°C. Animals were anesthetized through 

injections of 330 mM MgCl2 and the abdominal ganglion was dissected out. The 

abdominal ganglion was placed in a culture dish filled with room-temperature 

saline (composition, in mM: 420 NaCl, 10 KCl, 25 MgCl2, 25 MgSO4, 10 CaCl2, 

10 HEPES buffer, pH=7.5) and secured using insect pins. After microdissection 

and de-sheathing, the cells were accessible to the electrodes. The ventral aspect of 

the ganglion was carefully dissected to provide access to the neurons of interest. 

We prepared 1 mM solutions of BAM15 (Sigma-Aldrich) in 100 μL DMSO, which 

would form a final concentration of ~10 μM when added to the culture dish 

containing saline ~10 mL. We ensured consistency in temperatures of BAM15 and 

saline using external thermocouple probes (Omega Type-K). 

 

3.2.2 Microelectrode preparation 

Intracellular voltage recordings were made using borosilicate microelectrodes filled 

with 3 M KCl and pulled to a resistance of 11-16 MΩ. Intracellular microelectrodes 

were connected to an intracellular amplifier (Model 1600, A-M Systems, Sequim, 

WA), which were in turn connected to a data acquisition system (PowerLab 8/30, 

ADInstruments, Dunedin, New Zealand). Real-time voltage recordings were 

digitized and recorded in LabChart 7.3 (ADInstruments) at sampling rates of 20 

kHz.  

 

3.2.3 Intracellular temperature measurements 

To measure intracellular temperature changes, we first penetrated the target neuron 

with a voltage electrode. We then penetrated the same neuron with the thermal 

probe. In this process, the neuron released an injury discharge response as shown 

in Figure 3.7b, and slowly returned to a healthy resting potential. In conjunction 

with a visual inspection of the probe tip’s position, this served as an additional 

confirmation that the thermal probe successfully entered the target cell. During the 

injury discharge response, we also observed the temperatures to change (Figure 

3.7a), possibly due to the saline bath warming up to room temperatures. We, 
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therefore, performed all experiments after the temperatures stabilized post-insertion 

of the probes (roughly ~30 min). A Keithley nanovoltmeter (2182A) was used to 

measure the Seebeck voltage, which is calibrated to be read as temperature changes. 

The sampling frequency was limited to 10 Hz by the external electronics.  

 

Figure 3.7 a) We show the temperature response from the microthermal probe 

as it penetrates the cell. After penetration into the cell, it takes about ~10 min 

for the temperature to stabilize. The rather long stabilization time (~10 min) 

can be attributed to saline warming up to room temperatures. b) The neuron 

produces high-frequency discharge following the thermal probe entry. After 

~15 min, the discharge frequency reduces, and the resting membrane potential 

is partly recovered. All the experiments reported in this work were performed 

only after the temperature and electrical activity stabilized within the cell. 
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3.2.4 Statistics and reproducibility 

Information on statistics and the number of trials are shown in the corresponding 

figure or figure captions. Where necessary, data points are representative of mean 

values with s.d. shown as error bars. p values were estimated using a t-test.  

 

 Figure 3.8 a) Representative intracellular voltage recording from a KCl 

electrode during the addition of CCCP (representation of n=2 experiments). The 

neuron was penetrated by the thermal probe at-least 30 min before CCCP 

addition. b) Temperature changes measured following CCCP exposure at t = 0 

min. The initial intracellular temperature response ~6.1 K rise is higher than 

that of extracellular and saline response (heat of mixing). We mark an apparent 

depolarization event in black arrows that roughly occurred 1 min after CCCP 

exposure in both figures. This apparent depolarization could be from a 

combination of endogenous depolarization of the cell, and from electrode and 

thermal probe movement due to contraction of smooth muscle in the connective 

tissue. To avoid such off-target activities caused by the widely used proton 

uncoupler CCCP, we opted instead to use BAM15, a less cytotoxic proton 

uncoupler, to dissipate the mitochondrial proton motive force. Further, the 

maximum temperature rise of ~ 6.1 K from CCCP appears to be comparable to 

our experiments from BAM15 (Figure 3.11b), suggesting that heat from Ca2+ 

currents is negligible in comparison to proton currents. 
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3.3 Results 

 

3.3.1 Identifying suitable reagents  

Carbonyl cyanide m-chlorophenyl hydrazine (CCCP) is a widely known 

protonophore [53], [110] that is also a positive control [4], [22] for eliciting a 

temperature rise inside a cell (Figure 3.8). However, CCCP produces undesirable 

off-target [19], [111], [112] effects including cytotoxicity, which manifests in 

neurons as rapid membrane depolarization [111] (Figure 3.8a). In order to observe 

temperature changes that originate from proton motive force dissipation, we instead 

choose BAM15 (5-N,6-N-bis(2-fluorophenyl)-[1,2,5]oxadiazolo[3,4-b]pyrazine-

5,6-diamine) [19] to uncouple protons. Unlike CCCP, BAM15 does not exert the 

same degree of off-target effects [19]. This is consistent with our observation of 

unperturbed neuronal membrane potential (Figure 3.9), which is also a 

confirmation that mitochondrial Ca2+ buffers were undisturbed [113]. Therefore, 

we used BAM15 (10 μM) throughout this study to dissipate the proton gradient.  

 

 

Figure 3.9 Representative plot of membrane potential before, during, and after 

the addition of 10 µM of the proton uncoupler BAM15 (n=6). The neuron was 

penetrated by the thermal probe before the addition of BAM15. 
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3.3.2 Identifying off-target heat sources  

We first measured the heat of mixing BAM15 in a saline bath without cells. As 

shown in Figure 3.10, the heat of mixing could elevate the temperature by a 

maximum of 1.2 K ± 0.2 K (n=6) over ~10 min. Remarkably, the observed 

temperature rise of ~1.2 K from the heat of mixing without cells is comparable to 

a previously reported [21] temperature change (~1 K) from mitochondrial 

thermogenesis (on COS7 cells) that ignored contribution from the heat of mixing 

(Figure 3.10, Figure 3.8). To further characterize extraneous sources of heat, we 

measured the extracellular temperature rise due to BAM15 by placing the thermal 

probe immediately outside the membrane of a healthy neuron whose membrane 

potential was simultaneously recorded. At the extracellular level, the BAM15-

triggered temperature elevations could be a result of bulk heating of all cells in the 

ganglion, and off-target effects from connective tissues, probes, and saline. As 

shown in Figure 3.10, the extracellular temperature increased to a maximum of 1.2 

K ± 0.6 K (n=6), which then closely followed the response from the heat of mixing.  

We thus observed that extraneous heat sources can result in extracellular 

temperature changes that decay slowly with a time constant, 𝜏𝑒 = 7.93 min ± 3.62 

min (shown in blue, Figure 3.10). 

 

 

 

Figure 3.10 Control experiments with BAM15 show a maximum extracellular 

temperature rise of 1.2 K± 0.6 K that decays over ~8 min. Extracellular 

responses were measured with the thermal probe placed just outside the cell 

membrane of a target neuron (n=6). Heat of mixing between BAM15 and saline 

was measured in the absence of a ganglion (n=6). 
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Figure 3.11: Identification of transient heat shock from mitochondrial proton 

uncoupling. a) Representative data for an intracellular response with 10 μM 

BAM15 is plotted (red) along with the control experiments (extracellular 

responses in blue, and heat of mixing in black). b) A statistically averaged 

intracellular response from n=6 trials is shown with the mean and the SD, and 

plotted along with control experiments. BAM15 responses begin at t =0 min. (p 

< 0.001 between intracellular and extracellular responses.) c) Representative 𝛥T 

measurement (n=6) following BAM15 exposure is fit to a biexponential 

function (red). The intracellular temperature signals are a mix of two 

exponential decays: one with a short time constant, 𝜏1, and other with a long 

time constant, 𝜏2. d) Time constants 𝜏1 and 𝜏2 (*p < 0.05) extracted from the 

measured 𝛥T data shown in Figure 3.11a. The data are represented on a 

logarithmic scale. 
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3.3.3 Intracellular responses to proton uncoupling  

Once the thermal probe was inside the neuron (Figure 3.7), we measured the cell’s 

response to the protonophore BAM15 (10 μM). In Figure 3.11a, a representative 

intracellular response (in red) to BAM15 shows a large temperature spike at time 

t=0 min. In the inset, Figure 3.11b, we show a statistically averaged intracellular 

response for the first two minutes following the addition of BAM15 (n=6). We 

observed a transient pulse of 7.5 K ± 2.0 K rise in intracellular temperatures after 

exposure to the proton uncoupler. On the other hand, control (Figure 3.10) and 

further experiments on vibration artifacts (Figure 3.12), and unhealthy cells (Figure 

3.13), showed maximum 𝛥T ≲ 2.3 K over 10 min. From the latter, we conclude 

that the temperature changes of 7.5 K ± 2.0 K in Figure 3.11b (shown in red, p < 

.001) corresponded to specific intracellular responses to chemical proton 

uncouplers. We also observed that the temperature changes are roughly linearly 

proportional to the concentration of BAM15 we used (Figure 3.14). We analyzed 

the relative magnitudes and time constants of the signals to understand the origin 

of the temperature response. Shown in Figure 3.11c are representative data of the 

initial 10 s of thermal response to 10 μM BAM15. We fit the data to a biexponential 

curve 𝐴𝑒
−
𝑡

𝜏1 + 𝐵𝑒
−
𝑡

𝜏2 to separate the short-term transients from the rest of the 

signal. The obtained time constants are shown in Figure 3.11d. For the short-term 

component 𝐴𝑒
− 

𝑡

𝜏1, we found A = 4.8 K ± 3.0 K with 𝜏1= 1.0 s ± 0.4 s. The 

component with the longer time constant (𝐵𝑒
− 

𝑡

𝜏2) had B = 4.7 K ± 0.9 K and 𝜏2 = 

16.6 s ± 9.2 s. The time constants of intracellular responses (𝜏1, 𝜏2) are an order of 

magnitude shorter than those associated with extracellular measurements (𝜏𝑒).  

 

3.4 Discussion 

We first discuss the possible source of the temperature component 𝐴𝑒
− 

𝑡

𝜏1. Any 

transients recorded in our experiments follow from transients in heat release and 

diffusion. Since the thermal time constant of the probe (~32 μs) [46] is much 

smaller than 𝜏1 and 𝜏2, any heat release in the vicinity of the probe invokes an 

instantaneous response at the probe. We find the temporal response of 𝐴𝑒
− 

𝑡

𝜏1,  with 

𝜏1 ≈1.0 s to be in close agreement with proton currents for which we calculated the 

time constant (𝜏𝐻+) to be ~0.65 s from the data reported by Kirichok group [25] 
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(see Figure 3.2). Even though the duration of proton currents (𝜏𝐻+) may vary across 

different cell lines, we find the time constant (𝜏1) to have a similar order of 

magnitude as 𝜏𝐻+ (Figure 3.2) [25], suggesting that 𝐴𝑒
− 

𝑡

𝜏1  may arise from pmf 

dissipation in mitochondria, in close proximity to the probe. 

 

 

While the temporal response (𝜏1) of the measured temperature change is 

consistent with predicted pmf dissipation time (𝜏𝐻+), the magnitude of the 

temperature rise remains puzzling. A previous report [9] predicted a maximum 

temperature rise rate of ~4.8 K/s during pmf dissipation but assumed adiabatic 

conditions and ignored heat diffusion from the mitochondria. We can estimate the 

heat release rate (𝑄̇𝑝) necessary to obtain the observed magnitude (Δ𝑇 = 𝐴 ≈ 4.8 

K) at our probe in the presence of heat diffusion. The temperature change occurred 

over a length scale of ~50 μm (Δ𝑥) along the length of the probe that has a cross-

sectional area (Δ𝑦 ⋅ Δ𝑧 ~ 5 μm2). We can assume that temperature isotherms are 

spherically symmetric inside the cell given the similarity in the thermal 

conductivity (𝑘) of the cell (~0.6 Wm-1K-1) [114] and the probe tip (𝑘𝑆𝑖𝑁𝑥~0.8 Wm-

 

 Figure 3.12 We emulate the injection and stirring of BAM15 by repeated 

aspirations of saline with an empty Pasteur pipette to observe the possible 

thermal artifacts arising from stirring. Temperature changes were measured 

inside a neuron using the micro-fabricated thermal probe. We also measure the 

intracellular electrical activity of the cell using a sharp microelectrode. Shown 

here is a representative response from stirring. No significant temperature or 

electrical activity changes were observed from repeated experiments (𝛥𝑇 <0.5 

K, n=6).  
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1K-1) [87] respectively. This leads to an estimated (initial) heat flow through the 

probe of 𝑄̇𝑝~𝑘𝑆𝑖𝑁𝑥 Δ𝑦 Δ𝑧 Δ𝑇/Δ𝑥 ~400 nW. (We provide a more detailed analysis 

of the estimated heat flow through the probe in Chapter 4.) In comparison, the 

electrical heat at the onset of pmf dissipation from a single mitochondrion is ~20 

pW (𝑄̇m~Δ𝑝 ⋅ 𝐼𝐻+) [9], which may be dependent on the cell lines, and the proton 

pool. The density of mitochondria in axons [115] can be as high as 0.6 μm-2. 

However, in the soma of Aplysia neurons, there can be a reticulum [116], [117] of 

several functionally fused mitochondria as well as numerous individual 

mitochondria [118], [119]. A quantitative estimate of the typical number of 

mitochondria in the soma is not apparent [117]. Therefore, the gap between the 

 

Figure 3.13 Intracellular response to BAM15 from a less viable cell shows a 

thermal shock of ~2.3 K, which is significantly lower than the mean 𝛥T ~7.5 K 

shown in Fig. 3.11a.  This ganglion was kept refrigerated for ~3 days after 

removal from the host Aplysia californica. In the inset, the initial half of the 

electrophysiological recording shows that the resting potential is ~ -25 mV 

when the microelectrode entered the neuron. The latter half of the recording 

corresponds to conditions following thermal probe entry and before BAM15 

addition. The neuron occasionally showed excitatory postsynaptic potential 

(shown in red arrow) but no action potentials, and the resting potential increased 

to ~ -13 mV. The electrophysiological recordings show that this neuron is less 

viable than usual. All the experiments reported in Figure 3.11 were from 

neurons that had a resting potential <-30 mV, with action potential magnitudes 

~70 mV (representative data in Figure 3.9), which is typical for neurons that 

were tested within four hours after removal from the host Aplysia. 
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predicted heat (𝑄̇m) and the measured heat flow (𝑄̇𝑝) through the thermal probe 

could be due to the presence of numerous heat sources (mitochondria) that cannot 

be directly accounted for. 

 

We now discuss the second component of the temperature rise. The slower 

decay component, 𝐵𝑒
− 

𝑡

𝜏2 (with 𝜏2 ≈ 16.6 s) can arise from a combination of 

glucose catabolism, heat of mixing, and a cumulative response of pmf dissipation 

in mitochondria at sites that either had delayed exposure to BAM15 or were more 

distant from the probe. The latter could be due to a heat diffusion time (𝜏𝐷) of ~5 s 

(𝜏𝐷 ~ 𝐿
2/𝐷, 𝐷 = 0.2 mm2s-1 ) [114] across a cell of ~1 mm diameter. Previous 

reports of large temperature changes over prolonged durations of ~5 min or more 

[4], [21]–[23], [103], [104] have been criticized on the theoretical implausibility of 

the prolonged temperature rise and the inaccuracies inherent in the non-invasive 

measurement techniques used [24], [46], [56], [57], [63], [99]. Proton uncouplers 

like BAM15 and CCCP result in enhanced oxygen consumption and substrate 

oxidation that are typically sustained for ~20 min [19], [120], or more after 

exposure. Since we did not observe any appreciable intracellular temperature rise 

 

Figure 3.14. a) The effect of BAM15 concentration on the elicited intracellular 

temperature change is shown in this plot. We did not attempt to use BAM15 

with > 10 μM concentration, since it resulted in precipitation when introduced 

into the saline. b) Inset shows the peak intracellular temperature change for 

every concentration of BAM15 we attempted. 0 μM BAM15 corresponds to the 

solvent DMSO.   
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beyond ~33 s (2𝜏2), we either did not have prolonged substrate oxidation in the 

mitochondria of Aplysia neurons, or the temperature rise from substrate oxidation 

was negligible as suggested by Baffou et al [24], [99]. 

The overall temperature rise observed in our experiment is on the same scale 

as those that have previously been shown to produce therapeutic heat shock 

responses by inducing heat shock proteins (Hsps) [121]–[124]. Hsps can protect 

against protein misfolding in disorders such as Huntington’s disease, amyotrophic 

lateral sclerosis, and Parkinson’s disease [123]. Moreover, heat shock can protect 

neurons from programmed cell death by apoptosis [124]. Previously, heat shock 

responses have been observed due to ~4 K rise within 30 s of heating [125] from a 

microscopy stage. In our work, the observed transient temperature rise ~7.5 K 

occurs intracellularly, which gives an added spatiotemporal advantage over 

external heating. Since the magnitude (~7.5 K) and time constant (2𝜏2~33 s) are 

comparable to the required conditions [125] for a heat shock response, the impact 

of stimulated pmf dissipation on secondary heat shock responses remains an open 

question for further study.  

In this work, we used the proton uncoupler BAM15 to induce the 

mitochondrial proton gradient dissipation, which otherwise may not occur under 

normal physiological circumstances in Aplysia neurons. Possible targets for future 

investigations are natural thermogenic cells such as inguinal, epididymal, and 

brown fat cells [100] in which the uncoupling protein UCP1 is endogenously 

expressed. Such adipocytes may occasionally dissipate proton gradients using 

UCP1s, depending on the demand for heat production [97]. However, the thermal 

probe used in this work is too large (~5 μm wide) for measurements in adipocytes 

(≲50 μm). Moreover, to measure the mitochondrial proton motive force (Δ𝑝), 

fluorescent probes for both the mitochondrial membrane potential (Δ𝜓𝑚) and the 

mitochondrial pH difference are required [54]. Existing fluorescent probes have 

undesirable effects that can result in electron transport chain toxicity [54], and 

temperature-[55] and plasma membrane potential (Δ𝜓𝑝)-dependence [54] of the 

measured mitochondrial potential Δ𝜓𝑚. Thus, future studies that can combine 

nonperturbative proton motive force (Δ𝑝) measurement with an electrically inert, 

smaller (<1 μm) invasive intracellular thermal probe may provide more information 

on endogenous heat release through pmf dissipation by UCP1.  

In this work, we also experimentally attempted to measure the temperature 

changes during an action potential of a single neuron, which we explain in 

Appendix B. We accumulated data from >20,000 action potentials. By statistical 
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averaging, we find that the temperature changes during an action potential are 

possibly < 5 mK during an action potential and the ambient noise (of ~30 dB) in 

the measurements potentially obscured our results. Therefore, in the next chapter, 

we theoretically explore the expected temperature changes in cells, by developing 

a generalized heat transport model. 

 

3.5 Conclusion 

In summary, temperature measurements using an inert and high-speed 

microthermal probe reveal fundamental thermogenesis mechanisms that were 

previously missed in time-averaged fluorescence-based techniques [58], [59], [75]–

[77], [79]. We observe a transient thermal shock of ~7.5 K at the onset of stimulated 

proton uncoupling. Upon decomposing the signal into individual components, we 

detect a component of the signal with a large magnitude (~4.8 K), and a small time 

constant (~1.0 s) that correspond well to the proton diffusion time scale during 

proton transport across the mitochondrial inner membrane. As the observed 

transient thermal shock (~4.8 K) dominates the steady-state processes, transient 

pmf dissipation stands out as a viable candidate for therapies targeting stimulated 

non-shivering thermogenesis. Further studies with biological UCPs could reveal 

additional insights for physiologically relevant pmf dissipation rates during 

endogenous homeostatic thermogenesis.  
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CHAPTER 4  
 

CELLULAR THERMOMETRY 

CONSIDERATIONS FOR PROBING 

BIOCHEMICAL PATHWAYS 
 

 

Temperature is a fundamental thermodynamic property that not only governs the 

rate of biochemical reactions but can also serve as a probe of such reactions. 

Consequently, extracellular thermometry studies identified certain 

thermoregulatory neuronal circuits and cancer metabolic pathways from a 1-2 K 

temperature increase in tissues, consistent with theoretical predictions. In contrast, 

previous intracellular thermometry studies are primarily disputed due to reports of 

> 1 K intracellular temperature rises over 5 min or more that contradict theoretical 

predictions. It remains unclear what insights intracellular thermometry could offer 

and under what circumstances it could do so. In this Chapter, we revisit the 

approach of intra-/extra-cellular thermometry and identify the conditions under 

which they could provide meaningful insights into the underlying biochemical 

reactions. We first develop a generalized framework for modeling cellular heat 

diffusion. Our model emphasizes the significance of thermal interfacial resistances 

that arise from the biomolecular complexes in the cellular milieu. We then use our 

model to find that the local intracellular temperature changes reach measurable 

limits only when exogenously stimulated. On the other hand, extracellular 

temperatures can be measurable (> 0.1 K) in tissues even from endogenous 

biochemical pathways. We provide a comprehensive approach to choosing an 

appropriate cellular thermometry technique by analyzing thermogenic reactions of 

different heat rates and time constants across a range of sub-cellular to tissue length-

scales. Overall, this chapter provides clarity on the cellular heat diffusion modelling 

and the required thermometry approach for exploring thermogenic biochemical 

pathways. 
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4.1 Introduction 

Cells contain a variety of biomolecular complexes ranging from proteins 

and nucleic acids to membranes and cytoskeleton to organelles such as lysosomes 

and mitochondria. Due to collisions with other macromolecular compounds in the 

cytosol, molecular diffusion in the cytosol has been estimated to be four times 

smaller than pure water [126]. The diffusion of heat, on the other hand, has been 

relatively unexplored at sub-cellular length-scales [24], [56], [57], [99], [127]. 

Resistance to heat diffusion not only stems from the intrinsic material resistance, 

but also due to dissimilar material interfaces (Kapitza resistance, 𝑅𝑇𝐼𝑅
′′ ) which often 

results in a discontinuous temperature jump across the interface [128]. We 

schematically explain this in Figure 4.1. Without an interfacial resistance 𝑅′′, the 

temperature gradient due to a heat flow 𝑄 is linear (Figure 4.1a) across the two 

contacting materials. On the other hand, if there is a finite interfacial resistance 𝑅′′, 

there will be discrete temperature jump across the interface (Figure 4.1b). The 

cellular milieu is home to numerous dissimilar interfaces from the biomolecular 

complexes suspended in the cytosol. Proteins are suspended in cytosol due to the 

hydrophilic side chains that are exposed to the water, while the hydrophobic chains 

are curled away from water. Such hydrophilic-water interfaces are expected to have 

thermal interfacial resistance (𝑅 
′′) of ~10-8 K.m2W-1 [129], [130]. For a 

hydrophobic-water interface, the interface resistance is typically higher and is 

 

Figure 4.1 a) The temperature contour for an ideal interface between two 

dissimilar materials, with no interfacial resistance, is shown. b) The temperature 

contour due to a finite interfacial resistance (𝑅′′) results in a temperature 

discontinuity at the interface. c) Schematic of an interface between two 

dissimilar materials. Interfacial resistance (𝑅′′) could arise due to (1) the 

differences in vibrational and electronic states of the materials on either side of 

an interface, and (2) due to air gaps at the interface. 
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~2×10-8 K.m2W-1 [131]. Highly hydrophobic materials such as carbon nanotubes 

have a thermal interfacial resistance of ~2×10-7 K.m2W-1 with water [132]. The 

interfacial resistances (𝑅 
′′)  from numerous biomolecular complexes are typically 

approximated through the use of an effective thermal conductivity for the 

intracellular region. By definition, an effective thermal conductivity (𝑘𝑒𝑓𝑓) 

represents the equivalent thermal conductivity of a medium, with no local 

interfacial resistances (𝑅 
′′), which produces the same temperatures or temperature 

gradients as that of a medium with a thermal conductivity 𝑘 and interfacial 

resistance 𝑅′′. We provide a more accurate definition of 𝑘𝑒𝑓𝑓 in Section 4.2. Since 

the interfacial resistances (𝑅′′) in intracellular regions are largely unknown, the 

effective thermal conductivity forms the basis of several intracellular and 

extracellular calorimetry techniques [7], [41], [42], and related theoretical 

bioenergetic calculations [24], [56], [57], [99], [127]. In the intracellular region, an 

effective thermal conductivity (𝑘𝑒𝑓𝑓) would approximately represent a combination 

of local interfacial resistances (𝑅𝑇𝐼𝑅
′′ ), the resistance from the solute (proteins, 

𝑘𝑝~0.1-0.2 Wm-1K-1) [133], [134] and the solvent (water, 𝑘𝑚𝑒𝑑~0.58 Wm-1K-1). 

When the interfacial resistances dominate the overall resistance to heat diffusion, 

the effective thermal conductivity (𝑘𝑒𝑓𝑓) would be less than that of proteins 

(𝑘𝑝~0.1-0.2 Wm-1K-1). This could happen at sub-cellular length-scales and has 

recently been observed in an intracellular effective thermal conductivity 

measurement [135], which reported a 𝑘𝑒𝑓𝑓~ 0.07-0.13 Wm-1K-1. When local 

interfacial thermal resistances dominate the overall resistance, the validity of 𝑘𝑒𝑓𝑓 

has been questioned [57], [127], but it has never been fully explored. In this work, 

we show that a 𝑘𝑒𝑓𝑓 could become length-dependent, especially when the 

interfacial resistances dominate. Then, we systematically show how 𝑘𝑒𝑓𝑓 could fail 

to capture the true temperature changes, given a certain heat.  

Temperature changes in organelles are dictated by both local thermal 

resistances and the magnitude of heat released. Previous non-invasive thermometry 

studies have reported steady-state changes of >1 K in the temperatures (Δ𝑇) across 

intracellular organelles under endogenous conditions [4], [21]. However, we show 

in this work that irrespective of the local thermal resistance, under endogenous and 

physiological conditions, the steady-state temperature changes across intracellular 

organelles cannot exceed 10 mK. Further, we systematically show how endogenous 

thermogenesis amplifies the temperatures from a single-cell with a Δ𝑇 < mK to a 

Δ𝑇~1-2 K in tissues of ~few mm length-scale. Our predictions are compared 

against bio-heat transport model [136], [137] that was previously developed for 
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tissue-scale heat transport. Overall, we connect the micro-scale cellular 

thermogenesis picture to macro-scale tissues, to provide insight on the length-scale 

dependence of thermal properties, expected heat release and temperature changes, 

and the role of blood perfusion. Given the increasing number of recent reports on 

intracellular thermometry [21]–[24], [56]–[59], [74], [99], [127], [135], we analyze 

the typical intracellular and extracellular temperature changes.  We identify the 

appropriate length-, time-scales, and biochemical reactions where intracellular 

thermometry could provide valuable information.   

 Our theoretical investigation on the length-scale dependence of thermal 

properties and temperature changes would be useful in applications that require the 

functional relationship between heat input and temperature to be known a priori. 

This includes applications such as nanoparticle heating of cryopreserved tissues 

[138], [139], thermal ablation of tumor cells [140]–[142], thermometry-based 

bioenergetics studies [20], [41], [42], [46], etc. To this end, we organize our work 

as follows. In Section 4.2, we introduce an approximate thermal resistance network 

model for cellular heat diffusion. There is no unique way to represent cellular heat 

diffusion, but we show that our approximate model can still reasonably capture the 

thermal property variation across all length-scales. Using our resistance network 

model, in Section 4.3, we show that the effective thermal conductivity 

approximation could result in under- or over-prediction of temperatures at length-

scales where the interface thermal resistances dominate. Despite local thermal 

interfacial resistances, we show in Section 4.4 that endogenous heat sources are 

insufficient to raise the local temperatures of organelles by more than 10 mK. We 

then show how the tissues produce sufficient temperature changes of 1-2 K which 

contribute toward thermoregulation during cold climatic conditions. In Section 4.5, 

we explore different thermometry techniques to identify which biochemical 

pathways can be measurable. We separately treat steady-state and transient 

temperature changes to identify which thermometry scheme would be best suited 

for a given biochemical reaction.   

 

4.2 Equivalent thermal resistance network 

4.2.1 Defining a resistance network:  

Figure 4.2a shows a partial picture of the cellular components across a ~0.1 

μm2 area near the cell wall [143]. The cytoskeleton components such as Actin, 

intermediate filaments, and microtubules are roughly 6 nm, 10 nm, 25 nm in 
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diameter [144]. A steady-state heat diffusion across this subcellular space is 

subjected to a thermal resistance from the medium (𝑡/𝑘𝑚𝑒𝑑), the intrinsic resistance 

of proteins in the filaments (𝑡/𝑘𝑝) and the interfacial resistances of the filaments 

 

(𝑅𝑇𝐼𝑅
′′ ), where 𝑡 is the corresponding thickness. The thermal resistance network in 

the cellular environment can be visualized as numerous pockets of polyhedrons 

(filled with water) surrounded by protein chains. This can be approximated as 

cuboidal pockets of medium surrounded by surfaces of proteins with a lumped 

 

Figure 4.2 a) Schematic of typical cytoskeleton components in a roughly 0.1 

μm2 area near the cell wall. 𝑘𝑒𝑓𝑓 is the effective thermal conductivity of all the 

components shown here. If 𝑘𝑝>𝑘𝑒𝑓𝑓, the thermal interfacial resistance (𝑅𝑇𝐼𝑅
′′ )  

dominate the 𝑘𝑒𝑓𝑓.  b) A simplified representation of the thermal resistance 

network. The medium is assumed to have a thermal conductivity of 𝑘𝑚𝑒𝑑, 

surrounded by surfaces on all sides with a resistance of  𝑅𝑠
′′ (K.m2W-1).  The 

image was custom made using biorender.com and obtained with permission. 
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resistance 𝑅𝑆
′′, as shown schematically in Figure 4.2b. The validity and impact of 

this approximation are discussed later, but we first explain the physical meaning of 

this lumped resistance 𝑅𝑆
′′. The resistance 𝑅𝑆

′′ can be assumed to be a lumped 

representation of all the intracellular components and their interfacial resistances. 

A mathematical representation of 𝑅𝑆
′′ could be: 

 

 

where, 𝑡𝑖 is the thickness of a lipid/protein/organelle 𝑖 with a thermal conductivity 

𝑘𝑝𝑖, effective surface area 𝐴𝑖, with an interfacial resistance 𝑅𝑇𝐼𝑅𝑖
′′ , and 𝐴 is the 

surface area of the individual unit (~𝐿2) along which 𝑅𝑆
′′ is borne (Figure 4.2b). The 

last term in Eqn. (2) is to account for the reduction in the medium’s resistance due 

to the displacement of the medium by the material 𝑖. Any advection thermal 

resistance can also be considered to be a part of Eqn. (2). We henceforth call this 

resistance 𝑅𝑠
′′ as equivalent thermal resistance at a length-scale 𝐿, since from Eqn. 

(2) we can see that 𝑅𝑆
′′ is a strong function of the length-scale ~𝐴𝑡𝑖/𝐴𝑖. At a length-

scale of 𝐿~50 nm, 𝑅𝑆
′′ is representative of the resistances from protein chains; 

whereas, at a length-scale 𝐿~50 μm, 𝑅𝑆
′′ represents all the proteins in the cell as an 

equivalent lumped resistance at the cell-wall. Thus, 𝑅𝑆
′′ can be higher at 50 μm than 

at 50 nm. We now discuss the implications of a cuboidal resistance network 

approximation. Unless stated otherwise, we assume in this work that the pockets 

are filled with a medium, whose 𝑘𝑚𝑒𝑑 = 0.58 Wm-1K-1, corresponding to that of 

water. The real picture could be better represented by a 𝑘𝑚𝑒𝑑 that is < 0.58 Wm-1K-

1, due to the dispersed proteins and ions, and 𝑅𝑆
′′ could be ∑ 𝑅𝑇𝐼𝑅𝑖𝑖 , instead of Eqn. 

(2). However, since an accurate spatial distribution of 𝑘𝑚𝑒𝑑 and 𝑅𝑇𝐼𝑅
′′  is not 

available for a heterogeneous cellular environment, we assume that all the 

additional resistances are lumped along the surface as 𝑅𝑆
′′ (Eqn. (2)). Further, we 

assume a rectilinear topology (cuboid) for the unit cell of the resistance network as 

shown in Figure 4.2b. The real topology could be complex (with entangled 

resistance network and high interfacial resistances) or simpler (with a homogenous 

dispersion of proteins and low interfacial resistances). Our cuboidal resistance 

network may not be a unique representation, but we show in this work that it serves 

as an example to understand the cellular heat diffusion picture.  

𝑅𝑆
′′ ≈ 𝐴∑

𝑡𝑖
𝑘𝑝𝑖𝐴𝑖

+
𝑅𝑇𝐼𝑅𝑖
′′

𝐴𝑖
−

𝑡𝑖
𝑘𝑚𝑒𝑑𝐴𝑖

𝑖

 
(2) 
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4.2.2 Defining an effective thermal conductivity: 

To test the feasibility of the cuboidal resistance network, we first define an effective 

thermal conductivity. An effective thermal conductivity, 𝑘𝑒𝑓𝑓, approximates the 

local thermal resistances such that under a known amount of steady heat transport 

(𝑄), the temperature change (Δ𝑇) can be predicted using a single thermal property, 

𝑘𝑒𝑓𝑓. The effective thermal conductivity is a function of the type of heat input (line, 

surface, or volumetric) [145], and the location of the temperature measurement. 

Typically, the measured temperatures can be volume averaged (𝑇𝑣−𝑎𝑣), surface 

average (𝑇𝑠−𝑎𝑣), volume maximum (𝑇𝑣−𝑚), or surface maximum (𝑇𝑠−𝑚). For bio-

heat transport studies, especially for calorimetry-based bioenergetics studies, a 

useful and an often-measured parameter is the average temperature in a volume 

(𝑇𝑣−𝑎𝑣). Such temperatures could be representative of an average temperature 

measured using fluorescent dyes, or dispersed nanoparticles. If the heat input is 

known (say, endogenous heat source, or laser), the average temperature change can 

 

Figure 4.3. Volume averaged temperature change (Δ𝑇𝑣−𝑎𝑣) of the stack of cells 

is plotted against the number of cells, 𝑁, in the stack. The total edge length of 

the stack of cells is given by 𝑙𝑒, which is ~(𝑁𝐿)0.33, where 𝐿 is the length of 

each cell surrounded by 𝑅𝑠
′′. The Δ𝑇𝑣−𝑎𝑣 are shown for 4 combinations of 𝑘𝑚𝑒𝑑 

and 𝑅𝑠
′′, as shown inside the graph. For lengths, 𝑙𝑒> 1 mm, the plotted Δ𝑇𝑣−𝑎𝑣 

also correspond to a stack of cells with an effective thermal conductivity, 𝑘𝑒𝑓𝑓, 

as noted outside the graph using the corresponding colors. Each cell is assumed 

to release heat of 2.5 nW. Only 1/8th of the domain is shown in the schematic.  
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be used to estimate the local effective thermal conductivity, 𝑘𝑒𝑓𝑓 [135], [146]. 

Thus, in this current study, we assume 𝑘𝑒𝑓𝑓 as the effective (or measured) thermal 

conductivity calculated using the volume averaged temperature (𝑇𝑣−𝑎𝑣) for a known 

volumetric heat source. We later discuss how the location of temperature 

measurement and the type of heat source affect the effective thermal conductivity 

𝑘𝑒𝑓𝑓. If 𝑘𝑒𝑓𝑓 is known, we denote the temperature changes as Δ𝑇𝑘𝑒𝑓𝑓, calculated 

using the known 𝑘𝑒𝑓𝑓. Similarly, we denote the temperature changes predicted 

using the cuboidal resistance network (𝑘𝑚𝑒𝑑 and 𝑅𝑠
′′, Figure 4.2b) as Δ𝑇𝑅. In this 

work (in Section 4.3), we show that Δ𝑇𝑘𝑒𝑓𝑓 deviates from Δ𝑇𝑅 at small length-

scales, especially if 𝑘𝑒𝑓𝑓< 𝑘𝑝, in which case Δ𝑇𝑅 is also representative of the true 

temperature changes.   

 

4.2.3 Testing the cuboidal resistance network: 

Using the above-mentioned definition of effective thermal conductivity, 𝑘𝑒𝑓𝑓, we 

now discuss how the cuboidal resistance network can reasonably approximate 𝑘𝑒𝑓𝑓 

that were previously measured experimentally. We begin by considering cellular 

and tissue length-scales, and then discuss the feasibility of approximation at sub-

cellular length scales. 

Consider a stack of 𝑁 cuboidal cells (Figure 4.3), representing a multi-

cellular tissue. Each cell has an edge length, 𝐿=50 μm, roughly corresponding to an 

adipose cell size [147]. The cells are filled with a medium of thermal conductivity 

𝑘𝑚𝑒𝑑, surrounded by an equivalent surface resistance, 𝑅𝑠
′′. The stack of cells is 

surrounded by saline. A constant outer surface temperature (20°C) is assumed at 

the saline far from the tissue. At large length scales, 𝑙𝑒 ≫ 𝑅𝑠
′′𝑘𝑚𝑒𝑑, where 𝑁 → ∞, 

the effective (or measured) thermal conductivity of the tissue can be analytically 

approximated as, 

𝑘𝑒𝑓𝑓 =
𝐿

𝑅𝑆
′′ +

𝐿
𝑘𝑚𝑒𝑑

 
(3) 

We computationally confirm the effective thermal conductivity approximation 

(Eqn. (3)) using Figure 4.3. We use finite element simulations that were validated 

for interfacial resistance modelling in our previous work [46], [148], [149] and for 

transients modelling in the Appendix C. A volumetric heat of 2.5 nW is assumed 

to be released per cell, which corresponds to a typical cell metabolism rate [41], 
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[150]. We plot in Figure 4.3 the volume-averaged temperature change (Δ𝑇𝑣−𝑎𝑣) in 

the cell stack against the number of cells, 𝑁,  in the stack. Δ𝑇𝑣−𝑎𝑣 is plotted for 

different equivalent resistances, 𝑅𝑠
′′ from 10-3 to 10-5 K.m2W-1. We also plot the 

corresponding temperature changes without an equivalent resistance 𝑅𝑠
′′, but with 

an effective thermal conductivity 𝑘𝑒𝑓𝑓 (0.18 and 0.26 Wm-1K-1), for 𝑙𝑒> 1 mm, as 

marked outside the graph in Figure 4.3. We specifically choose a 𝑘𝑒𝑓𝑓 of 0.18 Wm-

1K-1 and 0.26 Wm-1K-1 since previous studies report the effective thermal 

conductivity for adipose tissues to be in the range 0.18-0.26 Wm-1K-1 [137], [151]. 

From Figure 4.3, we find that the predicted temperatures (Δ𝑇𝑣−𝑎𝑣) using 𝑘𝑒𝑓𝑓 of 

0.18 Wm-1K-1 and 0.26 are indistinguishable from the predicted Δ𝑇𝑣−𝑎𝑣 for a 

cuboidal resistance network with  𝑘𝑚𝑒𝑑=0.58 Wm-1K-1, 𝑅𝑆′′ of 2×10-4 and 10-4 

K.m2W-1, respectively. In other words, a 𝑘𝑒𝑓𝑓= 0.18-0.26 Wm-1K-1  that was 

previously measured for adipose tissues is equivalent to a tissue made up of cells 

of 𝐿=50 μm each with a 𝑘𝑚𝑒𝑑=0.58 Wm-1K-1 and 𝑅𝑠
′′ = 2×10-4 – 10-4 K.m2W-1, 

respectively, as also predicted by Eqn. (3). Further, from our previously published 

experimental data, we find that an equivalent resistance 𝑅𝑠
′′ of 3×10-4 K.m2W-1–

7×10-4 K.m2W-1 at 𝐿= 50 μm (Appendix C.2) is able to capture our experimentally 

measured temperatures at cellular length-scales. Thus, the cuboidal resistance 

network consisting of 𝑘𝑚𝑒𝑑 and 𝑅𝑠
′′ reasonably approximates the thermal properties 

at tissue and cellular length-scales.  

At sub-cellular length-scales, a recent report [135] measured the thermal 

conductivity to be 0.07-0.13 Wm-1K-1 with a spatial resolution of 200 nm inside a 

cell.  Since the measured 𝑘𝑒𝑓𝑓 is less than protein’s thermal conductivity, 𝑘𝑝 (~0.1-

0.2 Wm-1K-1), the interfacial resistances (𝑅𝑇𝐼𝑅
′′ ) possibly dominated at sub-cellular 

length-scales. We approximated the cellular heat diffusion picture to a cuboidal 

resistance network specifically to account for the interfacial resistances (𝑅𝑇𝐼𝑅
′′ ). 

Consequently, a low 𝑘𝑒𝑓𝑓 can be explained using the cubic resistance network if 

the lumped resistance 𝑅𝑠
′′ is in the range 10-7-10-6 K.m2W-1 (Appendix Figure C.4) 

at 𝐿~ 50 nm. Therefore, the cuboidal resistance network can provide a reasonable 

approximation to the thermal properties at all length-scales. In the next section, we 

show in detail how the cuboidal resistance network could simultaneously explain 

the effective thermal conductivity at different length-scales. 
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4.3 Length-scale dependence of thermal properties 

The effective thermal conductivity, 𝑘𝑒𝑓𝑓, could be a function of the length-scale at 

which it was estimated (Figure 4.4), especially if the local thermal interfacial 

resistances dominate the total thermal resistance. If the local thermal resistances 

(𝑅𝑠
′′) are in the order of 10-4 K.m2W-1 at a length-scale of 50 μm, the effective 

thermal conductivity is a strong function of the length scale varying from 0.05 Wm-

1K-1 to 0.25 Wm-1K-1, over 50 μm to 2 mm. Figure 4.4 suggests that the effective 

thermal conductivity could be as low as ~0.05 Wm-1K-1 at cellular length-scales 

(~50 μm), which is in close agreement with a recent report [135] of intracellular 𝑘: 

0.07-0.13 Wm-1K-1. Further, from a fit to our previous experimental data, we 

approximately estimate an effective thermal conductivity of ~0.05-0.07 Wm-1K-1 at 

cellular length-scales (~50 μm). We mark the experimentally reported thermal 

conductivities in red circle in Figure 4.4 at 𝑁~1. For adipose tissues, the thermal 

conductivity is typically in the range 0.18-0.26 Wm-1K-1 [137], [151], which is also 

 

Figure 4.4. Effective thermal conductivity (𝑘𝑒𝑓𝑓)  is a function of the length-scale 

at which it is measured. We find the 𝑘𝑒𝑓𝑓 at each length scale, 𝑙𝑒, by matching 

the volume averaged temperature (𝑇𝑣−𝑎𝑣) for a stack of 𝑁 cells with a resistance 

network of 𝑘𝑚𝑒𝑑 and 𝑅𝑠
′′ to that of a stack with a 𝑘𝑒𝑓𝑓. We assumed a constant 

volumetric heat of dissipation per cell. The shown plot is true for two different 

scenarios: (1) 𝑅𝑠
′′ = 10-4 K.m2W-1 for a length-scale of 𝐿=50 𝜇m for the cells, or 

(2) 𝑅𝑠
′′ = 10-7 K.m2W-1 for a length-scale of 𝐿=50 nm. The unit for the top-axis is 

mm or μm, respectively. The region in red corresponds to some of the previous 

experimental data points [135], [137], [151]. 
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highlighted in red in Figure 4.4 at larger length-scales (𝑙𝑒~2 mm) where the 

effective thermal conductivity saturates. Notably, our resistance network model 

provides a link between the thermal conductivities at two different length-scales. 

The data shown in black line in Figure 4.4 corresponds to our specific assumption 

of a cuboidal topology for the resistance network. In general, the true functional 

relationship between effective thermal conductivity and length-scale could be 

determined by mapping the true topology of the resistance network in the system. 

Our cuboidal topology serves as an example to show that the local interfacial 

resistances could be responsible for the reduction in effective thermal conductivity 

at smaller length-scales.  

The equivalent resistance (𝑅𝑠
′′) is responsible for reducing the effective 

thermal conductivity at lower length-scales. The value of this resistance 𝑅𝑠
′′ scales 

directly with the length-scale (𝐿), as evident from Eqn. (3). A resistance, 𝑅𝑠
′′, of 

~10-4 K.m2W-1 at a length-scale 𝐿=50 μm may seem high; however, it scales down 

to an equivalent resistance, 𝑅𝑠
′′ of ~10-7 K.m2W-1 at a length-scale 𝐿=50 nm, where 

the contribution of 𝑅𝑇𝐼𝑅𝑖
′′  can no longer be ignored in 𝑅𝑆

′′. At sub-cellular length 

scales ~50 nm, if the local resistance 𝑅𝑠
′′ is on the order of 10-7 K.m2W-1, 𝑘𝑒𝑓𝑓 could 

vary from 0.05 Wm-1K-1 to 0.25 Wm-1K-1 over length scales of 50 nm to 2 μm 

(Figure 4.4). The interfacial resistance (𝑅𝑇𝐼𝑅
′′ ) contribution to the lumped resistance 

𝑅𝑆
′′ cannot be ignored at a length-scale 𝑙𝑒 where 𝑅𝑠

′′~∑ 𝑅𝑇𝐼𝑅𝑖𝑖 ~𝑙𝑒/𝑘𝑝 could be all 

in similar orders of magnitude. The exact length-scale 𝑙𝑒 at which 𝑅𝑇𝐼𝑅
′′  dominates 

cannot be known for certain since we do not have any information on the TIR of 

multiple interacting protein chains or organelles. So, in the following section, we 

look at two different range of length-scales: 50 μm – 2 mm and 50 nm – 2 μm 

separately to identify the possible impact of assuming an effective thermal 

conductivity (𝑘𝑒𝑓𝑓) where the thermal interfacial resistances could be dominant.    

 

4.3.1 Consequences of using effective thermal conductivity: 

In this section, we look at the potential consequences of assuming an effective 

thermal conductivity in the cellular medium. Typically, if a temperature change, 

say 𝑇𝑣−𝑎𝑣, is known, the heat release (𝑄) can be estimated if the thermal 

conductivity is also known. Conversely, if the heat input (𝑄) is known, the 

temperature change (say 𝑇𝑣−𝑎𝑣) can be predicted if the thermal conductivity is 

known. Throughout section 4.3, we utilize the latter for convenience: we try to 

predict the temperature change for a known amount of heat input 𝑄, assuming that 
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the effective thermal conductivity is also known. Our analysis can be similarly 

extended to the former functional relationship as well. Specifically, in this section, 

we analyze the impact of using an effective thermal conductivity (𝑘𝑒𝑓𝑓) to predict 

temperature changes at (1) small length-scales, and (2) when 𝑘𝑒𝑓𝑓 ≪ 𝑘𝑚𝑒𝑑 due to 

high interfacial resistances. 

 

If we use an effective thermal conductivity, which was previously measured 

at 𝑙𝑒 (say, 2 mm), in length-scales smaller than 𝑙𝑒, the temperature changes could 

be under-predicted. Figure 4.5 shows the magnitude of under-prediction in Δ𝑇 at 

cellular length-scales (~50 μm) when using a 𝑘𝑒𝑓𝑓, which was measured at tissue 

length-scale 𝑙𝑒 (~2 mm). Δ𝑇𝑅 corresponds to the predicted temperature change 

using a combination of 𝑘𝑚𝑒𝑑 and 𝑅𝑠
′′ for a cell of length 𝐿, while Δ𝑇𝑘𝑒𝑓𝑓 

corresponds to the temperature change assuming an equivalent effective thermal 

conductivity for the cell (𝑘𝑒𝑓𝑓). The ratio Δ𝑇𝑅/Δ𝑇𝑘𝑒𝑓𝑓 is independent of the 

magnitude of heat released (𝑄). Since 𝑘𝑒𝑓𝑓 was assumed to be determined using 

the temperatures measured at 𝑙𝑒~ 2 mm, both the models predict the same 

temperature changes at 𝑙𝑒 ~ 2 mm (Figure 4.5). However, at lower length-scales 

 

Figure 4.5. The discrepancy in the predicted temperature as a function of the 

number of cells, 𝑁, in the stack. At a length-scale, 𝑙𝑒~ 2 mm, an effective thermal 

conductivity of 0.26 Wm-1K-1 is equivalent to a stack of cells of length 𝐿~ 50 

𝜇m, with a 𝑘𝑚𝑒𝑑=0.58 Wm-1K-1 surrounded by 𝑅𝑠
′′=10-4 K.m2W-1. The predicted 

temperature change using 𝑘𝑒𝑓𝑓 is denoted by Δ𝑇𝑘𝑒𝑓𝑓, and the corresponding 

temperature change predicted by 𝑘𝑚𝑒𝑑 and 𝑅𝑠
′′ network is denoted by Δ𝑇𝑅. s-m: 

surface maximum, v-m: volume maximum, v-av: volume average. 
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(lower 𝑁), the temperature changes predicted using an equivalent 𝑘𝑒𝑓𝑓 for the entire 

cell is lower than that predicted using 𝑘𝑚𝑒𝑑 and 𝑅𝑠
′′ by a factor of up to 2 at a single 

cell. If Δ𝑇𝑅 is representative of true temperature change in a cell, then a 𝑘𝑒𝑓𝑓 

measured at 𝑙𝑒~ 2 mm cannot be used at 𝑙𝑒~ 𝐿=50 μm. Notably, the converse is also 

true. If an effective thermal conductivity was measured at 𝑙𝑒~ 𝐿=50 μm, then using 

the same 𝑘𝑒𝑓𝑓 at 𝑙𝑒~ 2 mm will over-predict the true temperature change (Figure 

4.6).  

The error in predicting the true temperature could be higher if the effective 

(or measured) thermal conductivity, 𝑘𝑒𝑓𝑓, is lower than that of the medium, 𝑘𝑚𝑒𝑑 

and proteins, 𝑘𝑝. This is true especially at length-scales lower (or higher) than that 

used to measure 𝑘𝑒𝑓𝑓. As an example, consider 𝑘𝑒𝑓𝑓 as the effective thermal 

conductivity measured at a length-scale 𝑙𝑒~ 1 μm. At smaller length-scales, say at 

50 nm (=𝐿 ), the predicted temperature using 𝑘𝑒𝑓𝑓, which is Δ𝑇𝑘𝑒𝑓𝑓, could be 5 

times lower than the true temperature (Δ𝑇𝑅) if  𝑘𝑒𝑓𝑓~ 0.07 Wm-1K-1 (Figure 4.7). 

Such a low 𝑘𝑒𝑓𝑓 of 0.07 Wm-1K-1 is within the range of previously measured values 

([135] and Appendix C.2). The lower the measured 𝑘𝑒𝑓𝑓, the higher is the potential 

for discrepancy. Since a 𝑘𝑒𝑓𝑓 of 0.07 Wm-1K-1 is less than protein’s thermal 

 

Figure 4.6 Using 𝑘𝑒𝑓𝑓 estimated at cellular length-scales (𝑙𝑒=𝐿=50 μm) can 

over-predict the temperature changes at tissue length-scales (2 mm). The 𝑘𝑒𝑓𝑓 

at 50 μm length-scale is ~0.06 Wm-1K-1, which is equivalent to a 𝑘𝑚𝑒𝑑=0.58 

Wm-1K-1 and a cuboidal resistance 𝑅𝑠
′′ = 10-4 K.m2W-1. The predicted 

temperature change using 𝑘𝑒𝑓𝑓 is denoted by Δ𝑇𝑘𝑒𝑓𝑓, and the corresponding 

temperature change predicted by 𝑘𝑚𝑒𝑑 and 𝑅𝑠
′′ network is denoted by Δ𝑇𝑅  
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conductivity, 𝑘𝑝 (~0.1-0.2 Wm-1K-1), the interfacial resistances (𝑅𝑇𝐼𝑅
′′ ) possibly 

dominates the overall resistance (𝑅𝑆
′′). At length scales of 50 nm (=𝐿 ), to reduce 

the effective thermal conductivity from 𝑘𝑚𝑒𝑑 to a 𝑘𝑒𝑓𝑓~0.05-0.2 Wm-1K-1, the 

relevant equivalent resistance (𝑅𝑆
′′) has to be in the range of 10-7-10-6 Km2W-1, 

which could be dominated by 𝑅𝑇𝐼𝑅
′′  from hydrophobic-water interfaces. The plots 

shown in  Figure 4.7 is generalizable to any length-scale (𝐿), and the above 

argument is for a specific case where 𝐿 = 50 nm. Therefore, the error in predicting 

the true temperature could be higher if we use an effective thermal conductivity  

𝑘𝑒𝑓𝑓 ≪ 𝑘𝑚𝑒𝑑, where the interfacial resistances 𝑅𝑇𝐼𝑅
′′  could dominate the overall 

thermal resistance. 

 We note here that throughout this work we assumed the true temperature 

change to be Δ𝑇𝑅, corresponding to a cuboidal resistance network, which is one of 

the many possible topologies. The real picture could be worse (with entangled 

resistance network and high interfacial resistances) or better (with a homogenous 

dispersion of proteins, low cell packing density, and low interfacial resistances). 

The former is more likely since it could potentially reduce the effective thermal 

conductivity to values below that of typical proteins (Figure 4.4).   

 

Figure 4.7. The discrepancy in the predicted temperature as a function of the 

effective thermal conductivity 𝑘𝑒𝑓𝑓 that was measured at 𝑙𝑒. At a length-scale 𝐿 

(≪ 𝑙𝑒), the true temperature (Δ𝑇𝑅) deviates from Δ𝑇𝑘𝑒𝑓𝑓 if the 𝑘𝑒𝑓𝑓 is lower 

than 𝑘𝑚𝑒𝑑 (=0.58 Wm-1K-1 here). The discrepancy in 𝑇𝑠−𝑚, 𝑇𝑣−𝑎𝑣, are 𝑇𝑣−𝑚 are 

plotted on the left axis. The equivalent resistance 𝑅𝑠
′′ at 𝐿=50 nm is plotted on 

the right axis. 
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4.3.2 Reexamining the use of effective thermal conductivity: 

By definition, the effective thermal conductivity, 𝑘𝑒𝑓𝑓, is also dependent on the 

type of input heat source (volumetric or surface), and the location of the measured 

temperature. For calorimetric studies, we assumed that a 𝑘𝑒𝑓𝑓 is typically measured 

using the average temperature change over a volume (𝛥𝑇𝑣−𝑎𝑣)  for a known 

volumetric heat input, 𝑄. However, if the length-scale 𝑙𝑒 of effective thermal 

conductivity 𝑘𝑒𝑓𝑓 measurement is in the order of 𝐿, the length-scale of local 

resistances (𝑅𝑠
′′), the 𝑘𝑒𝑓𝑓 approximation may fail to capture the true local 

heterogeneity in the temperatures (Δ𝑇𝑅), as shown in Figure 4.8. If the effective 

thermal conductivity is defined using the average temperature (Δ𝑇𝑣−𝑎𝑣), the true 

local surface temperatures (Δ𝑇𝑠−𝑚)  could be higher by 67%, or the true overall 

maximum temperature (Δ𝑇𝑣−𝑚) could be lower by 51% for the conditions shown 

in Figure 4.8. Similarly, an effective thermal conductivity 𝑘𝑒𝑓𝑓 could not 

simultaneously capture our previous experimental temperature measurements 

inside and outside of a cell (Appendix C.2).  Only at length-scales 𝑙𝑒 ≫ 𝐿, as shown 

in Figure 4.8, an effective thermal conductivity could capture the local temperature 

heterogeneities. 

 

Figure 4.8. Effective thermal conductivity (𝑘𝑒𝑓𝑓) cannot capture the 

temperature gradients at smaller length-scales. We use the 𝑘𝑒𝑓𝑓 shown in Figure 

4.4, for this plot.  This plot is true for two different scenarios: (1) 𝑅𝑠
′′ = 10-4 

K.m2W-1 for a length-scale of 𝐿=50 μm for the cells, or (2) 𝑅𝑠
′′ = 10-7 K.m2W-1 

for a length-scale of 𝐿=50 nm. The unit for the top-axis is mm or μm, 

respectively. s-m: surface maximum, v-m: volume maximum, v-av: volume 

average.  
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To understand why 𝑘𝑒𝑓𝑓 fails to capture the true heterogeneities in 

temperature changes, we provide few temperature contours in Figure 4.9. The left 

panel (Figure 4.9a-c) corresponds to the true temperature changes due to a thermal 

interfacial resistance 𝑅𝑆
′′ of 10-4 K.m2W-1 at the outer surface of a cell with a 

𝑘𝑚𝑒𝑑=0.58 Wm-1K-1. The right panel (Figure 4.9d-f) are the respective temperature 

contours due to an equivalent effective thermal conductivity (𝑘𝑒𝑓𝑓, plotted in Figure 

4.4) that was calculated using the volume averaged temperature (𝑇𝑣−𝑎𝑣). The 

volume averaged temperatures (𝑇𝑣−𝑎𝑣) are equal for the two cases in each row of 

the panel (i.e., Δ𝑇𝑣−𝑎𝑣 is the same for Figure 4.9a and d; Figure 4.9b and e; Figure 

4.9c and f), which is also plotted in Figure 4.8. Even though the effective thermal 

conductivity (𝑘𝑒𝑓𝑓) approximation ensures that the volume averaged temperatures 

 

Figure 4.9 a)-c) Temperature contours when the cell has a surface resistance 𝑅𝑆
′′ 

of 10-4 K.m2W-1 with a 𝑘𝑚𝑒𝑑 of 0.58 Wm-1K-1. d)-f) Temperature contours due 

to an equivalent effective thermal conductivity 𝑘𝑒𝑓𝑓 and no surface resistance. 

The effective thermal conductivity 𝑘𝑒𝑓𝑓 used here corresponds to the data 

plotted in Figure 4.4. A heat of 10 nW is released per cell (𝐿= 50 μm). Only 1/8th 

of the domains were simulated, utilizing symmetry. 𝑘𝑒𝑓𝑓 can capture the 

temperature heterogeneities only when the length scale 𝑙𝑒 ≫ 𝐿.  
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are matched (Figure 4.8), 𝑘𝑒𝑓𝑓 fails to capture the true temperature heterogeneities 

at length-scales 𝑙𝑒~𝐿, as evident from the temperature contour differences in Figure 

4.9.  

Typical calorimetry techniques [41], [42] for biological cells measure the 

temperature of the surrounding medium to estimate the total heat released from a 

cell. Such techniques inherently assume an effective thermal conductivity for the 

cell and the surrounding medium during the calibration of the thermal resistance of 

the calorimetry cell using an external heater. We discussed in this section that the 

effective thermal conductivity is a function of the location of the heat source, the 

location of the measured temperature, and the local interface resistance network 

(Figure 4.8). Since the resistance to heat flow for an external heater may be different 

in comparison to any intracellular heat sources, calorimetry techniques [41], [42] 

may not be able to capture the true intracellular heat release via externally measured 

temperatures. 

  Throughout Section 4.3, we used a cuboidal resistance network with 𝑘𝑚𝑒𝑑 

and 𝑅𝑠
′′ at different length-scales 𝐿 and 𝑙𝑒, to understand the possible discrepancies 

that could result from approximating the local thermal resistance (𝑅𝑠
′′) as an 

effective thermal conductivity (𝑘𝑒𝑓𝑓). We assumed a constant 𝑘𝑚𝑒𝑑 of 0.58 Wm-

1K-1 corresponding to water (𝑘𝑤𝑎𝑡𝑒𝑟) and concentrated all the resistances from the 

proteins or organelles to be at 𝑅𝑠
′′. However, realistically, cellular heat diffusion 

could be from a combination of 𝑘𝑚𝑒𝑑 (< 𝑘𝑤𝑎𝑡𝑒𝑟, due to a homogeneous distribution 

of proteins and ions) and 𝑅𝑠
′′, where 𝑅𝑠

′′(=∑ 𝑅𝑇𝐼𝑅𝑖𝑖 ) could be less than that used in 

Figures 4.2-4.9. Similarly, the increase in thermal conductivity at large length-

scales could be due to low packing density of cells in tissues. Further, lipid bilayers 

and other proteins undergo phase change near room temperatures [152], [153], 

which may influence the local thermal resistances. For instance, the resistance 𝑅𝑠
′′ 

that we extracted from our previous experiment (Appendix C.2) is potentially 

higher due to intermediate phase changes. In addition, certain biological structures 

can change their morphology and surface characteristics [154]–[156] dynamically 

due to strain or hydration. Thus, the effective thermal conductivity (𝑘𝑒𝑓𝑓) of 

biological milieu may likely depend not only on the length-scale but also on the 

configuration, temperature, etc. We refer the readers to other engineering instances 

[149], [157]–[159] where thermal interfaces play a dominant role, and how they are 

typically measured [148], [158], [160]. Likewise, future intracellular thermometry 

studies can provide insights on the length-scale and temperature dependence of 

thermal properties (𝑘𝑒𝑓𝑓 and 𝑅𝑆
′′)  by measuring the local temperature changes 
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across a range of length-scales 50 nm – 100 μm using a certain known heat input. 

Spatial distribution of the local thermal interfacial resistances can be known if 

spatial temperature distributions can also be measured across the cellular medium. 

   

4.4 Typical endogenous temperature changes 

4.4.1 Organelle-scale steady-state temperature changes: 

In the previous section, we discussed the potential impact of effective thermal 

conductivity assumption and found that the local temperatures (Δ𝑇𝑘𝑒𝑓𝑓) could be 

under-predicted relative to the true temperature changes (Δ𝑇𝑅) due to interfacial 

resistances. We limited our analysis to the ratio of temperature changes 

(Δ𝑇𝑅/Δ𝑇𝑘𝑒𝑓𝑓), which is independent of the magnitude of heat (𝑄). In this section, 

we look at the absolute magnitude of the temperature changes (Δ𝑇𝑅) in organelles 

with interfacial resistances. An estimate of the typical temperature changes in 

organelles could help determine the sensitivity of measurement techniques to 

observe intracellular temperature changes.  

 

The magnitude of temperature change (Δ𝑇) is governed by both the thermal 

properties (𝑘𝑚𝑒𝑑 and 𝑅𝑠
′′) and the magnitude of heat release (𝑄). Endogenous heat 

release in cells are in the range of 1–10 nW from a 50 μm cell (~1-20 kW/m3) [41], 

 

Figure 4.10. Maximum temperature changes of an organelle as a function of its 

equivalent surface resistance, 𝑅𝑠
′′. The schematic shows an organelle of radius 

𝑟, with a surface resistance 𝑅𝑠
′′ in an infinite medium dissipating heat 𝑄. A 

conservative thermal conductivity of 𝑘𝑚𝑒𝑑=0.1 Wm-1K-1 was assumed for the 

organelle and the medium.  
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[137], [150]. Assuming the total heat release to be concentrated (~0.2- 200 MW/m3) 

in organelles or organelle clusters (~0.05-20 μm), we show in Figure 4.10 that even 

with a high thermal resistance of 10-3 K.m2W-1, the maximum intracellular 

temperature increases are expected to be less than 10 mK under steady-state 

physiological conditions. On the other hand, exogenously applied stimulants such 

as proton uncouplers (BAM15, CCCP), laser, resonating magnetic nanoparticles, 

etc. can be used to increase the heat in cells by several orders of magnitude 

(Appendix C.2 and [7], [20], [139], [161]). Only under such stimulated conditions, 

the intracellular temperature changes can exceed 10 mK. Under physiological and 

endogenous circumstances, the heterogeneity in intracellular temperature is 

therefore expected to be ≪ 10 mK at steady state in isolated cells. Overall, despite 

high interfacial resistances of cellular components, the intracellular temperature 

changes in organelles are expected to be less than 10 mK unless they are stimulated 

exogenously.  

 

4.4.2 Tissue-scale thermogenesis: 

A few nanowatts of intracellular heat cannot raise the temperature of a 

single isolated cell by a few mK as evident from Figure 4.3 and Figure 4.10. 

However, it is well known that brown adipose tissue (BAT) cells contribute toward 

increasing the local temperatures by 1-2 K [47], [48], especially under cold-induced 

conditions. In this section, we systematically show how the temperature changes 

amplify from a single cell to a tissue length-scale by extrapolating our cubic 

resistance network for cells and comparing it against a bioheat transport model for 

tissues. 

  For a typical heat of 2.5 nW per cell, we previously discussed using Figure 

4.3 that the average temperature increases with the number of cells, 𝑁. The 

temperature changes, Δ𝑇𝑉−𝑎𝑣, in Figure 4.3 roughly follows a power-law,  

Δ𝑇𝑉−𝑎𝑣 ∝ 𝑁
𝛾, where 𝛾 = 0.63-0.67, which is consistent with previous analytical 

estimates [24], [162]. By extrapolating this fit, in Figure 4.11a, we predict the 

corresponding temperature changes at tissue length-scales of ~20 mm. The thermal 

conductivity of adipose tissue is typically in the range of 0.18-0.26 Wm-1K-1. The 

corresponding Δ𝑇𝑉−𝑎𝑣 is expected to be in the range of 2-3 K for a tissue of size ~ 

20 mm (Figure 4.11a). We compare this prediction to a 3D bio-heat transport model 

that was developed for tissues to include the effects of blood perfusion. Details of 

this model are available in previous studies [136], [137], and also in  
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Appendix C.4. Briefly, the bioheat transport model accounts for volumetric 

metabolic heat production (𝑄𝑚𝑒𝑡
′′′ ) at tissues and blood associated thermoregulation 

(𝑄𝑏𝑙𝑜𝑜𝑑
′′′ ). The blood perfusion rate is expressed as 𝜔𝑏 in s-1. The volumetric heat 

supplied or removed by the blood is then given by, 𝑄𝑏𝑙𝑜𝑜𝑑
′′′ = 𝜌𝑏𝜔𝑏𝐶𝑏(𝑇𝑏 − 𝑇 ), 

 

Figure 4.11. a) Average temperature of the stack of cells increases with the 

number of cells, 𝑁, and reaches ~2-4 K at a length-scale of ~20 mm. We 

extrapolated these curves from Figure 4.3. b) Average temperature change in 

the BAT deposit is shown for 5, 10, 15, 20, 25-fold increase in BAT 

metabolism. The x-axis shows the heat released in the tissue in nW per cell (of 

dimension 50 μm x 50 μm x 50 μm). The “no blood perfusion” case assumed 

𝜔𝑏 to be zero. More details on this bio-heat transport model can be found in 

Appendix C.4.  
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where 𝐶𝑏 is the specific heat capacity, 𝜌𝑏 is the density of the blood, 𝑇𝑏 is the arterial 

blood temperature, and 𝑇 is the local tissue temperature. In Figure 4.11b, we use 

the bio-heat transport model to predict the expected temperature changes in brown 

adipose tissue (BAT) deposits during a cold-induced (𝑇𝑎𝑚𝑏𝑖𝑒𝑛𝑡=15°C) 

thermogenesis. BAT volumes vary depending on age, location, and weight of the 

individual. Here, we choose a 2 cm3 ellipsoidal BAT as representative of 

supraclavicular region [137], [163], [164]. We used previously reported thermal 

and physical properties for blood, fat (BAT and WAT), and muscle, which we also 

summarize in Table C.1 in Appendix C. Our previous prediction of Δ𝑇𝑣−𝑎𝑣~2-3 K 

rise in a stack of cells (Figure 4.11a) is equivalent to a scenario in BAT (Figure 

4.11b, 𝑄=2-3 nW/cell) with no blood perfusion. Notably, we were able to predict 

the temperature change in tissues by using a framework built from single cells (with 

𝑘𝑚𝑒𝑑 and 𝑅𝑠
′′) each producing ~2.5 nW of heat. The Δ𝑇 from a stack of cells (Figure 

4.11a) did not include the effects of blood transport. Blood perfusion is responsible 

for the nutrient transport required to sustain the thermogenesis. Considering the 

effects of blood perfusion, we expect the tissue’s temperature to rise by ~1 K 

(Figure 4.11b). This is also consistent with previous experimental reports that 

studied thermoregulatory circuits to find a maximum temperature change in the 

order of ~1-2 K in BAT deposits [47], [48]. Therefore, what starts out as a few mK 

temperature change in an isolated cell (~50 μm), could result in a 1-2 K change at 

tissue length-scales of ~10 mm.   

 

4.5 Choosing the right thermometry technique 

In this section, we examine intracellular and extracellular temperature changes 

during endogenous biochemical reactions to explore when the temperature changes 

can be above the detection limits. We perform this analysis over a range of length-

scales 𝑙𝑒 by varying the number of cells 𝑁, as shown in Figure 4.12 and Figure 

4.13. We define Δ𝑇𝑖𝑛𝑡 as the maximum intracellular temperature that could be 

measured through intracellular probes (say nanoparticles or molecular probes) 

inside a single cell at the surface of a tissue of 𝑁 cells. We define Δ𝑇𝑒𝑥𝑡, as the 

temperature measured by an extracellular probe (say RTD or thermocouple) of 

50×50×50 μm3 size, which is at the surface of a tissue of 𝑁 cells.  We first compare 

the steady-state temperature changes (Δ𝑇𝑖𝑛𝑡 vs. Δ𝑇𝑒𝑥𝑡) across a range of length-

scales and heat release rates. We then compare the transient temperature changes 

(Δ𝑇𝑖𝑛𝑡 vs. Δ𝑇𝑒𝑥𝑡) across a range of length- and time-scales.  
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4.5.1 Steady-state temperature changes 

We compare the steady-state temperature changes expected to be measured by 

extracellular (Δ𝑇𝑒𝑥𝑡) and intracellular (Δ𝑇𝑖𝑛𝑡) probes, in Figure 4.13. We assumed 

a steady heat release of 10 nW per cell of size 50 μm, typical of brown adipose 

tissue cells under cold-induced thermogenesis. From Figure 4.13, we find that the 

Δ𝑇𝑒𝑥𝑡 and Δ𝑇𝑖𝑛𝑡 closely follow each other on the scale of 0 to 100 mK over a range 

of length-scales. However, if we observe the ratio Δ𝑇𝑖𝑛𝑡/Δ𝑇𝑒𝑥𝑡, it reaches a 

 

Figure 4.12  a) Schematic of an intracellular temperature measurement is 

shown, defining Δ𝑇𝑖𝑛𝑡 as the maximum intracellular temperature from a cell at 

the surface of 𝑁 number of cells. b) Schematic of a typical extracellular 

temperature measurement is shown, defining Δ𝑇𝑒𝑥𝑡 as the extracellular 

temperature measured at a location of size (50×50×50 𝜇m3), replacing one cell 

with the extracellular probe. 



68 

 

maximum of about 5.8 when 𝑁=1, or in an isolated cell. We find the ratio 

Δ𝑇𝑖𝑛𝑡/Δ𝑇𝑒𝑥𝑡 to remain under 2 for 𝑁>25 cells. This shows that using an intracellular 

probe to measure temperature changes is advantageous, especially if the number of 

 

Figure 4.13 a) The simulated extracellular (Δ𝑇𝑒𝑥𝑡, blue points) and intracellular 

(Δ𝑇𝑖𝑛𝑡, red points) temperature changes during endogenous thermogenesis (10 

nW, steady-state per cell) are plotted on the left y-axis. The ratio Δ𝑇𝑖𝑛𝑡/Δ𝑇𝑒𝑥𝑡 

(black points) are plotted on the right y-axis. b) The temperature changes over 

𝑁=1 to 1000 is plotted separately to clearly show the magnitude of temperature 

changes at small length-scales. Even though the intracellular temperature 

changes are up to 5.8 times higher than extracellular temperature changes in an 

isolated cell, the magnitude of temperature changes is sub-mK. We assumed 

the cell to have edge length 𝐿=50 μm. The ratio Δ𝑇𝑖𝑛𝑡/Δ𝑇𝑒𝑥𝑡 is independent of 

the magnitude of heat. 
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cells in the study is less than 10. In other words, intracellular probes could be useful 

for in vitro studies in a petri dish setting, where the temperature changes inside a 

cell could be up to 5.8 times higher than that outside of a cell. This is also evident 

from our stimulated mitochondrial proton uncoupling study reported in Chapter 3. 

 

Even though intracellular temperatures could be 5.7 times higher than 

extracellular temperatures in an isolated cell, the absolute magnitude of steady-state 

physiological temperature changes is in the order of 0.1 mK (Figure 4.13b). The 

absolute magnitude of temperature changes is strongly governed by the amount of 

heat released and local thermal resistances. For the temperatures reported in Figure 

4.13, we used a nominal resistance 𝑅′′~ 10-4 K.m2W-1, and a heat release per cell of 

~10 nW, which, for instance, corresponds to cold-induced thermogenesis in brown 

fat cells [137]. Since the temperature changes in < 10 cells are < 1 mK, they are 

typically not measurable, unless the cells are isolated and thermally insulated 

through multiple vacuum chambers [41], [42]. On the other hand, the temperature 

changes amplify with the length-scale as evident from Figure 4.13. At larger length-

scales, the extracellular probe could very well measure the maximum 

thermogenesis induced temperature changes, and there is little advantage to using 

intracellular probes at larger length-scales (> 1 mm). Therefore, extracellular 

 

Figure 4.14 For a single isolated cell in an infinite saline medium, the 

intracellular (Δ𝑇𝑖𝑛𝑡, red)  and extracellular (Δ𝑇𝑒𝑥𝑡, blue) temperature changes are 

plotted for various steady-state volumetric heat release rates, 𝑄. Typical 

physiologically epxected heat release rates are < 100 nW. Typical intracellular 

temperature measurement range is > 0.1 K, in an in vitro petri dish setting.   
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temperature probes could provide useful physiological information on 

thermogenesis-related activities at larger length-scales in the order of tissues that 

are > 1 mm. This is also evident from previous studies that utilized mm-scale 

thermometers to study thermoregulatory neuronal circuits [47], [48], and cancer 

metabolism [49]–[52].  

Under physiological and steady-state conditions, intracellular temperature 

changes are usually limited to sub-mK values, which are not directly measurable in 

a petri dish setting by intracellular probes, unless the cells are thermally isolated by 

vacuum chambers. However, if the intracellular heat release can be stimulated by 

external agents, the intracellular temperature changes can reach measurable limits, 

as we show in Figure 4.14. We plot the expected steady-state temperature changes 

(Δ𝑇𝑖𝑛𝑡 and Δ𝑇𝑒𝑥𝑡) in an isolated cell sitting in an infinite water bath, for a range of 

uniform volumetric heat release 𝑄 inside the cell. Conservatively, any 

physiological heat release rate is < 100 nW [41], [42], [137], [150] as marked in the 

Figure 4.14. To increase the expected temperatures to measurable limits 

(conservatively, 0.1 K), the intracellular heat release needs to be stimulated 

exogenously to > 10 μW.  Our stimulated mitochondrial proton uncoupling 

(reported in Chapter 3, and Appendix C.2) is one such example, where the heat 

release is stimulated by an external proton uncoupler. Only when the intracellular 

heat release is stimulated, such intracellular thermometry techniques can provide 

useful physiological information about the stimulated biochemical reaction. 

Therefore, intracellular temperature probes could be useful for steady-state 

measurements in vitro, especially if the intracellular heat release could be 

stimulated exogenously.  

 

4.5.2 Transient temperature changes: 

Biochemical reactions such as proton motive dissipation, action potential 

generation, synaptic transmission, etc. are transient reactions that occur over ≪ 1 

s. To observe the length-scale dependence of transient heat releases, we plot the 

maximum volumetric temperature change (Δ𝑇𝑉−𝑚) in Figure 4.15, for a transient 

release with a time constant, 𝜏~ 3 s. Typically, steady-state temperature changes 

increased with the number of cells as ~𝑁𝛾. However, we find that the transient 

temperature changes do not necessarily increase with length-scale beyond a few 

mm. We fit a logistic curve Δ𝑇𝑉−𝑚 =
−𝑎

1+
𝑁𝛾

𝑁0

+ 𝑏, shown in dashed lines, to the points 

plotted in Figure 4.15. We find that the Δ𝑇𝑉−𝑚 → 24 mK as 𝑁 → ∞. This is 
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expected since the heat diffusion length-scale (𝐿𝐷~√𝐷𝜏~ 1 mm) is finite and is 

dependent on the duration of the heat release (𝜏). The temperature changes may not 

increase beyond a length-scale 𝑙𝑒 ≫ 𝐿𝐷. Further, we observe that the time it takes 

to reach the maximum temperature also increases with the number of cells (Figure 

4.15b). Overall, we expect the transient temperature changes to be localized, limited 

to a region defined by the heat diffusion length-scale (𝐿𝐷).    

 

Given that the transient temperature changes are localized, we can expect 

the intracellular temperature changes to be more pronounced than the extracellular 

changes at smaller timescales of heat release (𝜏). In Figure 4.16, we plot the 

 

Figure 4.15 a) Maximum temperature in the volume (Δ𝑇𝑉−𝑚) is plotted for a 

transient heat release (𝜏=3 s) in cells across different length-scales. The inset 

shows the domain of simulations. Transient temperature changes saturate and 

do not monotonically increase with the number of cells 𝑁. The temperatures 

plotted here correspond to the maximum temperature change over a time 𝑡 =0 

to 20 s. b) The time 𝑡 at which the temperature Δ𝑇𝑉−𝑚 reaches a maximum is 

plotted for the same range of length-scales and 𝑅𝑆
′′. The length of a unit cell was 

𝐿 = 50 𝜇m.   
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intracellular (Δ𝑇𝑖𝑛𝑡) and extracellular (Δ𝑇𝑒𝑥𝑡) temperatures, defined as in Figure 

4.12, for a single isolated cell in an infinite medium, releasing heat 𝑄 at different 

timescales (𝜏). As expected, we find the ratio Δ𝑇𝑖𝑛𝑡/Δ𝑇𝑒𝑥𝑡 to increase from 5.8 (~for 

steady-state conditions) to up to 18 at a timescale of 𝜏=1 ms for the heat release. 

Therefore, intracellular thermometry could be useful in isolated cells in vitro, 

especially if the heat release is expected to be transient with a timescale ≪ 1 s.   

 

It is worthwhile to note here that we attempted to experimentally measure 

the transient temperature changes during an action potential in Aplysia neurons. We 

explain it in detail in Appendix B. Since the action potential generation is a 

recurring event, especially if stimulated by a depolarizing current, we collected the 

temperature data for over 20,000 action potentials from a single neuron. We 

repeated this for several neurons. Since the temperature measurements are noisy, 

we averaged the temperature changes from 20,000 action potentials by having a 

fixed window of time for averaging the data from an action potential. Upon 

averaging, we observed that the temperature changes were ~5 mK during an action 

potential. Even though we could obtain a signal to noise ratio of > 3 from a few 

neurons (n=2), for data from several other neurons (n=4), we could not measure 

any temperature change. Our data is likely obscured by the room temperature 

 

Figure 4.16: The intracellular (Δ𝑇𝑖𝑛𝑡, red) and extracellular (Δ𝑇𝑒𝑥𝑡, blue) 

temperature changes are plotted along the left y-axis for a transient heat release 

in an isolated cell in an infinite saline medium. The ratio Δ𝑇𝑖𝑛𝑡/Δ𝑇𝑒𝑥𝑡 (black 

points) are plotted along the right y-axis. The ratio Δ𝑇𝑖𝑛𝑡/Δ𝑇𝑒𝑥𝑡 is independent 

of the magnitude of heat. 
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fluctuations, as evident from a comparable-temperature change (~ 3 mK) even in 

control experiments. Overall, our attempt to measure transient temperature changes 

during an action potential shows us that the physiological intracellular temperature 

changes are < 10 mK and they are challenging to measure in vitro, and without any 

exogenous stimulation that could produce > μW of heat. 

In this section, we explored different thermometry techniques to see when 

the temperature changes can be measurable. By exploring a range of parameters 

such as length-scales, timescales, and expected heat release rates, we conclude the 

following: 

1. Intracellular thermometry could be useful in a petri dish setting for in 

vitro studies, especially if the expected intracellular heat release is 

stimulated exogenously and is transient in nature occurring over < 1 s. 

2. Extracellular thermometry could be useful to observe physiologically 

relevant and endogenous thermogenesis, especially in tissue scales (> 1 

mm length-scale). 

In this work, in Chapters 2-3, we developed an intracellular thermometry 

technique and observed a transient heat release due to stimulated mitochondrial 

proton uncoupling, which is consistent with scenario 1 mentioned above. The latter, 

extracellular thermometry, has been proven useful in previous studies to map the 

thermoregulatory neuronal circuits [47], [48] and cancer metabolism [49]–[52], 

through sutured mm-scale thermometers. In the rest of this work, we attempt to 

advance the latter – tissue-scale extracellular thermometry. To this end, in Chapter 

5, we develop a wireless thermometry technique using magnetostriction sensors to 

measure the temperatures at tissue-length scales. We highlight the advantages and 

limitations of using a magnetostriction-based technique, and in Chapter 6, we 

provide ways to advance this further to a tissue-scale temperature mapping.  

 

4.6 Conclusion 

In summary, we first theoretically explored the effective thermal conductivity 

approximation in a cellular medium to find that it may not be suitable if the local 

thermal interfacial resistances dominate. This is particularly true at sub-cellular 

length scales where local interfacial resistances can be in the order of 10-7-10-6 

K.m2W-1, which could result in an effective thermal conductivity (𝑘𝑒𝑓𝑓) 

substantially lower than the medium (𝑘𝑚𝑒𝑑) and proteins (𝑘𝑝). Subsequently, the 
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effective thermal conductivity (𝑘𝑒𝑓𝑓) becomes length-scale dependent owing to the 

interfacial resistances. We explained the reduction in thermal conductivity at lower 

length-scales using a cuboidal topology for the resistance network; the true 

functional relationship can be better elucidated if the true topology of the resistance 

network is known. We thus highlight the need for future studies to measure and 

map the thermal interfacial resistances in the cellular medium. Despite a high 

thermal interfacial resistance, we computationally predict the temperature changes 

in organelles to be less than 10 mK under physiological conditions generating few 

nanowatts of heat. By systematically increasing the number of cells, we show that 

even a few nanowatts of heat per cell can produce 1-2 K temperature change in 

tissues, which is typical in cold-induced thermogenesis. Through this work, we 

provide insight into the length-scale dependence of thermal properties and 

temperature changes that are vital for studies related to biocalorimetry, 

nanowarming, and ablation therapy. We also explored different thermometry 

techniques to identify the suitability for a given biochemical pathway. Specifically, 

we identified that intracellular thermometry under stimulated conditions, and 

extracellular tissue-scale thermometry could provide valuable physiological 

insight. To advance the latter – tissue-scale thermometry – we develop a wireless 

temperature measurement technique in the next Chapter.  
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CHAPTER 5  
 

MAGNETOSTRICTIVE SENSORS 

FOR WIRELESS TEMPERATURE 

SENSING 
 

This chapter is adapted in part from Rajagopal and Sinha, Design and analysis of 

magnetostrictive sensors for wireless temperature sensing, Review of Scientific 

Instruments, in review (2021) [165].  
 

In the previous chapter, we discussed how extracellular thermometry could be 

useful to observe physiologically relevant and endogenous thermogenesis, 

especially in tissue scales. Extracellular thermometry, has been proven useful in 

previous studies to map the thermoregulatory neuronal circuits [47], [48] and 

cancer metabolism [49]–[52], even using through sutured mm-scale thermometers. 

In this chapter, we advance extracellular thermometry by developing a wireless 

technique to avoid invasive suturing required for typical tissue-scale temperature 

sensing. We utilize magnetostrictive transducers that are commonly used as 

actuators, sonar transducers, and in long-range non-destructive evaluation. The 

temperature sensitivity of resonance frequency in magnetostrictive transducers has 

been reported in previous studies; however, the origin of the temperature sensitivity 

has not been fully explored. In this work, we identify the material properties that 

determine the temperature sensitivity, and we provide ways to improve the 

sensitivity and detection technique. Further, we demonstrate an alternate 

temperature sensing technique that does not use the resonance frequency 

measurement, which can reduce the instrument complexity. Overall, we provide 

modeling methods and a general framework to analyze magnetostrictive materials 

for temperature sensing at centimeter length-scales, which can be suitably adapted 

for tissue-scale temperature sensing.  

 

5.1 Introduction 

Magnetostrictive sensors have a wide array of applications ranging from fluid 

property measurements such as pressure [166], [167], velocity [166], [168], 
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viscosity [169], [170], humidity [166], [171], etc. to industrial applications such as 

positioning actuators [172], sonar transducers [173], torque sensors [174], etc. 

Typical fluid properties such as pressure, viscosity, etc. affect the loading and/or 

damping of a resonating magnetostrictive sensor, which changes its resonance 

frequency [175]. On the other hand, temperature changes affect the intrinsic 

material properties, especially the Young’s modulus of the magnetostrictive 

material [175]. There has been a growing interest in understanding the temperature 

dependence of the Young’s modulus in magnetostrictive materials [176]–[180]. 

Previous work [176] used a simplified constitutive model to propose that the 

temperature-dependent anisotropy field could be the cause for the temperature 

dependence of Young’s modulus. However, the anisotropy field’s temperature 

dependence has neither been quantified nor been used to demonstrate any 

improvement to the sensitivity. Recent studies [177]–[180] have provided more 

detailed non-linear constitutive models that utilize fundamental material properties 

to model the Young’s modulus as a function of temperature and bias fields. Such 

studies [177]–[180] report on thermo-magneto-mechanical modeling of 

magnetostrictive materials, but they lack direct experimental validation. Therefore, 

it still remains unclear how to identify new materials or new detection techniques 

that could improve the sensitivity of magnetostrictive sensors to temperature 

changes.  

In this work, we modify previously reported non-linear constitutive 

equations [177], and use them to both analytically and computationally model a 

magnetostriction-based temperature sensor. We perform a sensitivity analysis, and 

experimentally demonstrate a 5-fold improvement to the temperature coefficient of 

resonance frequency (TCF). Such a wireless temperature measurement can be 

integrated into existing magnetostriction based actuators or transducers, which are 

currently used in applications such as high-pressure pipelines [181], drilling rigs 

[182], food packaging [183], [184], anti-theft tags [185], etc. This chapter is 

organized as follows. In Section 5.2, we describe our experimental setup, which we 

use to measure the TCF of Metglas. In Section 5.3, we report the thermo-magneto-

mechanical constitutive equations that can capture the Young’s modulus variation 

with bias field and temperature. Using the constitutive equations, we perform a 

sensitivity analysis to identify the material properties that determine temperature 

sensitivity. In Section 5.4, we use finite element simulations and a lumped circuit 

model to study the influence of sensor dimensions on the overall measurement. In 

Section 5.5, we demonstrate an improvement to the TCF using Terfenol. We also 

discuss an alternative sensing technique that does not require measuring the 
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resonance frequency to measure temperature changes. Overall, our work provides 

ways to improve the sensitivity and explores alternate measurement techniques for 

temperature sensing through new or repurposed existing magnetostrictive sensors.  

 

5.2 Experimental setup 

Figure 5.1 shows the schematic of the experimental setup to measure the 

magnetostrictive sensor response at different bath temperatures. We use Metglas 

2605 TCA magnetostrictive strips (38 mm x 4 mm x 30 μm) taken from 

commercially available Sensormatic anti-theft tags. The Metglas strip is placed 

inside a sensing coil (𝜙17 mm x 25 mm) by vertically suspending the strip using a 

thread attached to the center. Keithley 6221 supplies the ac current to the sensing 

coil at a set frequency, whereas the Lock-in amplifier measures the ac voltage 

across the coil at the same frequency. In this configuration, the sensing coil is used 

to provide the actuation ac magnetic field, and also to measure the induced emf due 

to the sensor, simultaneously. The sensing coil is placed inside a bias coil (𝜙40 mm 

 

Figure 5.1: Schematic of the measurement setup used to measure the voltage 

response of magnetostrictive sensors at different bath temperatures. 
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x 70 mm), which provides the dc magnetic field. The coils and the sensor are placed 

inside a water beaker, which is attached with a flexible silicone heater to provide 

circumferential heating.  The heater is controlled by a PID controller fitted with a 

thermocouple to control the temperature within the bath. Any temperature gradients 

axially across the heated water bath are typically less than 1 K at steady state.  We 

use a fluxgate magnetometer (TI DRV425EVM) to measure the magnetic field. 

 

 

Figure 5.2: a) Voltage response of the ac coil housing the Metglas sensor in air 

at room temperature. b) Voltage response in water at room temperature. The 

resonance frequency and the voltage amplitude at resonance are a function of 

the dc magnetic field (bias). An ac sensing current of 100 μA was used for 

actuation. 
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Figure 5.2 shows a typical voltage response of the magnetostrictive sensor 

in air and water at room temperature (25°C). We discuss the characteristics of the 

voltage response curve in detail in Section 5.4. Briefly, the voltage response during 

a frequency sweep shows a peak, followed by a trough near the resonance 

frequency. The resonance frequency and the voltage amplitude at resonance are a 

function of the dc magnetic field (bias) as shown in Figure 5.2 and Figure 5.3. The 

resonance frequency and 𝑄 factor decrease with the bias field for fields <0.18 A, 

 

 

Figure 5.3 a) The resonance frequency of the magnetostrictive sensor at 

different dc bias fields at room temperature. b) 𝑄-factor of the magnetostrictive 

sensor in air and water at different bias fields. 𝑄-factor was calculated using the 

ratio of resonance frequency to the full-width half maximum of the resonance 

curve.   
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but they increase at higher bias magnetic fields (Figure 5.3). On the other hand, the 

voltage amplitude initially increases with the bias field but decreases at higher bias 

magnetic fields. When the entire setup is placed in a water bath as shown in Figure 

5.1, the 𝑄 factor of the sensor reduces, especially at very low and very high bias 

field (Figure 5.3). We changed the temperature of the water bath to observe the 

resonance frequency shifts with temperature as shown in Figure 5.4. We denote the 

resonance frequency at 𝑇0=30°C as 𝑓0. The shift in resonance frequency (Δ𝑓) due 

to temperature change is bias-dependent. At low bias fields, the resonance 

frequency decreases with temperature, whereas at high bias fields it increases with 

temperature. At intermediate and very high bias fields, the resonance frequency 

does not change significantly with temperature. We note that to extract the 

resonance frequency, we used the trough in the voltage response (Figure 5.2) 

throughout this work for consistency, and the analysis does not change significantly 

if the peak is used instead. To characterize the temperature dependence of the 

resonance frequency, we define the temperature coefficient of resonance frequency 

(TCF) as Δ𝑓 /(Δ𝑇. 𝑓𝑜), where Δ𝑓  is the change in resonance frequency from 𝑓0 due 

to a change in temperature Δ𝑇 from 𝑇0. From the data in Figure 5.4, we find that 

the maximum TCF for the Metglas strip we used is ~0.03 %K-1 at 30°C.  

 

 

 

Figure 5.4: Shift in resonance frequency (Δ𝑓/𝑓0) in Metglas 2605 due to a 

temperature change in the water bath. 𝑓0 corresponds to the resonance frequency 

at temperature 𝑇0=30°C. The y-error bars correspond to 1𝜎 fitting error in 

estimating the resonance frequency. The x-error bars correspond to the 1𝜎 in 

temperatures measured in the heated water bath during measurement. 
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5.3 Thermo-magneto-mechanical model (static analysis) 

In this section, we provide thermo-magneto-mechanical constitutive equations that 

can capture the experimentally observed variation in the resonance frequency of 

magnetostrictive sensors due to changes in bias fields and temperatures. The 

resonance frequency of our magnetostrictive sensor can be approximated to that of 

a free-standing slender beam, and is given by [186], 

𝑓𝑟𝑒𝑠 =
1

2𝐿
√

𝐸

𝜌(1 − 𝜈)
 

(4) 

where, 𝐿 is the length of the beam, 𝜌 is the density, 𝜈 is the Poisson’s ratio, and 𝐸 

is the Young’s modulus. The Young’s modulus of magnetostrictive materials are 

typically a function of the applied magnetic field (𝐻), the film stress (𝜎), 

temperature, and the magnetostrictive strain (𝜆). The relationship between the 

induced strain (𝜖), magnetization (𝑀), and the applied magnetic field (𝐻) has been 

analytically modeled in 1D in previous work [177]. We use a modified version of 

this analytical model, which we describe in Appendix D. We show in the Appendix 

Figure D.1 that this analytical model can predict the experimentally measured 

magnetostrictive strain (𝜆) due to an applied magnetic field (𝐻) for a variety of 

magnetostrictive materials such as Terfenol, Metglas 2605, 2801, etc. We extend 

this model as shown in Eqns. (5)-(6) to predict the Young’s modulus of the 

magnetostrictive material under an applied dc magnetic field (𝐻) and for small 

temperature changes Δ𝑇 from room temperature.   

 

1

𝐸
 =

1

𝐸𝑠 (1 + 𝛾Δ𝑇)
+ (1 −

𝑀2

𝑀𝑠
2
)
𝜆𝑠
𝜎𝑠
sech2 (

2𝜎

𝜎𝑠
)  

+ (2 − tanh (
2𝜎

𝜎𝑠
))
𝜆𝑠𝑀

𝑀𝑠
2

𝜕𝑀

𝜕𝜎
 

(5) 
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𝜕𝑀

𝜕𝜎
=  3𝜒𝑀𝜆𝑠 (1 − 𝛽Δ𝑇

−
1

2
tanh (

2𝜎

𝜎𝑠
)) 

(

 
 
 
 
 

𝜇𝑜𝑀𝑠
2

((
𝑀𝑆
𝑇

3𝜒𝐻𝑒𝑓𝑓
)
2

− cosech2 (
3𝜒𝐻𝑒𝑓𝑓
𝑀𝑆
𝑇 ))

− 6𝜒𝜎𝜆𝑠 (1 − 𝛽Δ𝑇 −
𝜎𝑠
4𝜎
ln (cosh (

2𝜎

𝜎𝑠
)))

)

 
 
 
 
 

−1

 

 

(6) 

 

where, 

𝑀 is the magnetization of the magnetostrictive material, 

𝑀𝑆 is the saturation magnetization at room temperature, 

𝑀𝑆
𝑇 is the saturation magnetization at a temperature 𝑇, 

𝜆𝑆 is the saturation magnetostrictive strain at room temperature, 

𝐻𝑒𝑓𝑓 is the effective applied magnetic field, 

𝜒 is the magnetic susceptibility of the magnetostrictive material, 

𝜎 is the compressive film stress, 

𝜎𝑆 is the stress at which magnetostrictive strain 𝜆=𝜆𝑆 [187], 

Δ𝑇 is the change in temperature from a room temperature of 25°C, 

𝛽 is the temperature coefficient of the magnetostrictive strain (𝜆), which is given 

by 𝛽 = −
1

𝜆

𝑑𝜆

𝑑𝑇
, 

𝛾 is the temperature coefficient of the Young’s modulus at magnetic saturation (𝐸𝑆), 

𝜇0 is the vacuum permeability.  
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We implemented the static thermo-magneto-mechanical model for 

magnetostrictive materials through analytical and finite element simulations, 

separately. Analytically, we use the Appendix Eqns. (15)-(18) to estimate the 

induced magnetization (𝑀) using the applied magnetic field (𝐻). Since the effective 

applied magnetic field (𝐻𝑒𝑓𝑓) is also coupled to the magnetization (𝑀), we iterate 

the Appendix Eqns. (15)-(18) to obtain the magnetization 𝑀 for a given applied 

field 𝐻. We then use Eqns. (4)-(7) to predict the Young’s modulus (𝐸) and the 

resonance frequency (𝑓𝑟𝑒𝑠) of the magnetostrictive sensor for different bias fields 

(𝐻) and temperatures.  

 

For finite element modeling, we use a computational domain shown in 

Figure 5.5. We model 1/8th of the system utilizing the symmetry in the 

computational domain. The boundary conditions are shown in Figure 5.5. A 

magnetic conductor (𝒏 ×𝑯 = 0, where 𝒏 is the normal vector) boundary condition 

is applied to the bottom face of the domain, where the magnetic field is expected to 

be normal to the face. Magnetic insulator boundary condition (𝒏 × 𝑨 = 0) is 

applied to the remaining five faces of the domain where the magnetic field normal 

to the faces are expected to vanish. 𝑨 is the magnetic vector potential. We applied 

symmetry boundary condition (𝒖.𝒏 = 0, where  𝒖 is the displacement vector) at 

the magnetostrictive sensor’s two outer surfaces, which were cut to exploit the 

symmetry in the system. The dimensions of the coils and the sensor correspond to 

 

Figure 5.5: Computational domain of the finite element simulations. We model 

1/8th of the system utilizing the symmetry. MS – magnetostrictive sensor. The 

dimensions and relative positions of the coils and sensor correspond to our 

experimental setup shown in Figure 5.1. 
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the experimental setup we used, which is shown in Figure 5.1. We use COMSOL 

Multiphysics to solve Maxwell’s equations and mechanical constitutive relations. 

We incorporated the Eqns. (5)-(6) and Appendix Eqns. (15)-(18) in the finite 

element model to capture the temperature and magnetic field dependence of 

Young’s modulus (𝐸) of the magnetostrictive sensor. We then used eigenfrequency 

analysis to extract the resonance frequency (𝑓𝑟𝑒𝑠) of the magnetostrictive sensor.  

 

We plot the results of the thermo-magneto-mechanical models in Figure 5.6. 

The experimental data points are shown as dots. The lines in Figure 5.6 are 

representative of the results from both the analytical calculations and finite element 

simulations. The results from the finite element simulations do not differ from that 

of the analytical model. We fit our model to our experimental data using 

𝛾, 𝛽, 𝜒, 𝜎, 𝜎𝑆, 𝐸𝑆, 𝑀𝑆 , 𝜆𝑆 as fitting parameters, where the initial values for some of 

the material properties (𝛾, 𝛽, 𝜒, 𝐸𝑆, 𝑀𝑆, 𝜆𝑆) were taken from literature [188]–[196]. 

We provide the fitting parameters in Appendix D. Small modifications within an 

order of magnitude to the literature values [188]–[196] resulted in a good fit for the 

experimental data as shown in Figure 5.6. At low bias magnetic fields, the 

resonance frequency is a strong function of the temperature. However, there is a 

 

Figure 5.6: Resonance frequency of the Metglas 2605 strip at different 

temperatures and dc bias fields. The dots represent experimental data points. 

The solid lines are representative of the fitting from both the analytical model 

and finite element simulations separately. The fitting parameters are provided in 

Appendix D. 
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cross-over in the temperature dependence of the resonance frequency at a bias field 

of ~0.75 mT. At the cross-over point (~0.75 mT), the resonance frequency is 

essentially temperature independent, as also evident from Figure 5.4. Similarly, 

there is a second cross over at ~1.1 mT, where the resonance frequency is again 

temperature independent. We explain in the following Section 5.3.1. the 

significance and the reason behind these cross-over points. Overall, the thermo-

magneto-mechanical model could qualitatively capture the experimentally 

observed resonance frequency variation with temperatures and bias fields.  

 

5.3.1 Sensitivity to temperature 

We use the thermo-magneto-mechanical model (Eqns. (5)-(6)) to find the material 

properties that influence the temperature coefficient of resonance frequency (TCF). 

The resonance frequency is a function of the length of the sensor (𝐿) and the 

Young’s modulus (𝐸), both of which vary with the temperature. The thermal 

expansion coefficient (𝛼), defined as 𝛼 =
1

𝐿

𝑑𝐿

𝑑𝑇
 is typically small, in the order of 10-

6 K-1, and hence does not contribute significantly to the change in the resonance 

frequency when Δ𝑇~10 K. The temperature dependence of the Young’s modulus 

 

Figure 5.7: The change in temperature coefficient of Young’s modulus (TCE) 

is plotted against the change in various material parameters at high magnetic 

fields (when 𝑀~𝑀𝑆/2). 𝑥 corresponds to one of the material and fitting 

parameters: 𝜒, 𝜎, 𝛽, 𝛾, 𝜆𝑠, 𝜎𝑠. Initial values for 𝑥 were: 𝜒=1, 𝛾=10-4 K-1, 𝛽= 10-4 

K-1, 𝜆𝑠=10-6, 𝜎𝑠=10 MPa, 𝜎=1 MPa. The inset shows the variation in TCE’/TCE 

for material parameters other than 𝛽. 
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is therefore more dominant in causing a change in the resonance frequency. We 

define the temperature coefficient of Young’s modulus as 𝑇𝐶𝐸 =
1

𝐸

𝜕𝐸

𝜕𝑇
. The 

magnitude of the temperature coefficient of resonance frequency (TCF) is then 

directly proportional to TCE. As evident from Eqns. (5)-(6), 𝐸 is a function of 

several material properties such as 𝛾, 𝛽, 𝜒, 𝜎,𝑀𝑆, etc. in addition to the applied field 

(𝐻) and temperature (𝑇). To analyze the temperature dependence of 𝐸 with respect 

to these material properties, we look at three regimes: (1) low applied magnetic 

field, when 𝑀 → 0, (2) high applied magnetic field, when 𝑀~𝑀𝑆/2, and (3) at 

saturation magnetic fields, when 𝑀 → 𝑀𝑠. 

At low magnetic fields, when 𝑀 →  0, the temperature coefficient of 

Young’s modulus can be approximated as 𝑇𝐶𝐸 =
1

𝐸

𝜕𝐸

𝜕𝑇
= 𝛾 from Eqn. (5). Even 

though 𝛾 is the temperature coefficient of Young’s modulus at magnetic saturation 

(𝐸𝑆), 𝛾 directly influences the temperature coefficient of Young’s modulus (TCE) 

and hence TCF even at low magnetic fields (when 𝑀 → 0).  

At high magnetic fields, when 𝑀~𝑀𝑆/2, the temperature coefficient of 

Young’s modulus can be written as, 

𝑇𝐶𝐸 = (
1

𝐸

𝜕𝐸

𝜕𝑇
)
𝑀~𝑀𝑠/2

= −
𝜕 (
𝜕𝑀
𝜕𝜎
)

𝜕𝑇

1

(
𝜕𝑀
𝜕𝜎
)
2 (
𝜕𝑀

𝜕𝜎
)
ΔT=0

 

(7) 

For a change in a given material property from 𝑥 (say) to 𝑥’, we plot in Figure 5.7, 

the change in the corresponding temperature coefficient of Young’s modulus from 

TCE to TCE’, when the other material properties are kept constant. Here, 𝑥 

represents one of the material properties: 𝜒, 𝜎, 𝛽, 𝛾, 𝜆𝑆. We find from Figure 5.7 that 

the temperature coefficient of magnetostriction, 𝛽, dominates the other properties 

in influencing the temperature coefficient of Young’s modulus. The inset in Figure 

5.7 shows that the compressive film stress 𝜎 could reduce the temperature 

coefficient of Young’s modulus by up to ~20%. Other material properties or fitting 

parameters do not influence the temperature sensitivity significantly (<10%) at high 

magnetic fields. Therefore, at high magnetic fields (when 𝑀~𝑀𝑆/2), the 

temperature coefficient of magnetostriction strain, 𝛽, directly influences the 

temperature coefficient of resonance frequency (TCF), whereas the film stress, 𝜎, 

negatively influences the TCF.   
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At saturation magnetic fields (when 𝑀 → 𝑀𝑆), the temperature coefficient 

of Young’s modulus is given by 𝑇𝐶𝐸 =
1

𝐸

𝜕𝐸

𝜕𝑇
= 𝛾 from Eqn. (5), which is similar to 

regime 1 (when 𝑀 →0) for low applied magnetic fields. We discussed three 

different regimes, and they can be observed in Figure 5.6 from the two cross-over 

points because 𝛾 and 𝛽 have opposite signs in Metglas (see Appendix D). The 

temperature coefficient of resonance frequency (TCF) for bias fields from 0 mT to 

~0.75 mT is governed by 𝛾; TCF for bias fields from ~0.75 mT to ~1.1 mT is 

governed primarily by 𝛽; and TCF for bias fields ≫ 1.1 mT is governed by 𝛾. We 

discuss in Section 5.5 how we can use these material properties to identify 

magnetostrictive materials that could have higher TCF. 

 

5.4  Lumped circuit model (dynamic analysis) 

In the previous section, we performed a static thermo-magneto-mechanical analysis 

to predict the material property variation with bias fields and temperatures. In this 

section, we model the vibrating magnetostrictive sensor using a lumped circuit 

model that couples the magnetic and kinematic circuits. Consider a 

magnetostrictive rod of area 𝐴 and length 𝑙 wrapped with a current-carrying coil 

(Figure 5.8). An ac current of 𝐼 is supplied to the coil and the output voltage 𝑉 is 

measured. We consider the kinematic circuit to be a parallel RLC network. Spring 

constant is modeled as an equivalent resistance (𝑅), mass of the rod is modelled as 

an equivalent inductor (𝑀), and compliance (𝐶𝐻) is modelled as an equivalent 

capacitance. Compliance at a constant magnetic field is defined as 𝐶𝐻 = 𝑠𝐻 𝑙/𝐴, 

where 𝑠𝐻 is the elastic compliance defined as 𝑠𝐻 =
𝜕𝜖

𝜕𝜎
 at a constant field 𝐻. We 

perform our analysis using the mobility representation of magnetostriction [197], 

where 𝜃: 1 acts as the turns ratio of an electromechanical transformer relating the 

mechanical force 𝐹 to the electric current 𝐼, and the velocity 𝑣 to the voltage in the 

circuit, 𝑉.  

The measured output voltage 𝑉 in the magnetic circuit can be written as, 

𝑉 = 𝐼𝑅𝑒 + 𝑗𝜔𝐿
𝑆𝐼 +

𝐴𝑁𝑑

𝑠𝐻𝑙
𝑣 

(8) 
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Where, 𝑅𝑒 is the electrical resistance of the coil, 𝐿𝑆 is the inductance of the coil, 𝜔 

is the frequency of the ac current, 𝑁 is the number of turns in the coil, 𝑣 is the net 

velocity of the magnetostrictive rod’s end surface, and 𝑑 is the magnetostrictive 

constant defined as 𝑑 =
𝜕𝜖

𝜕𝐻
 at a given stress.  The net force in the magnetostrictive 

rod is given by, 

𝐹 =
−𝑣

1
𝑅 + 𝑗𝜔𝐶

𝐻 +
1

𝑗𝜔𝑀

+
𝐴𝑁𝑑

𝑠𝐻𝑙
𝐼 

(9) 

 

Since the magnetostrictive sensor is not constrained (𝐹 = 0), we can 

combine Eqns. (8) and (9), to get the measured output voltage 𝑉 as, 

𝑉 = 𝐼𝑅𝑒 + 𝑗𝜔𝐿
𝑆𝐼 +

𝜃2𝑅𝑗𝜔𝑀𝐼

𝑗𝜔𝑀 + 𝑅(1 − 𝜔2𝐶𝐻𝑀)
 

(10) 

 

 

Figure 5.8: a) Equivalent circuit diagram of the electromechanical coupling 

between the ac coil and the magnetostrictive sensor. b) Schematic of the 

magnetostrictive material wrapped with a coil shown along with an equivalent 

free body diagram. 
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Where, 𝜃 =
𝐴𝑁𝑑

𝑠𝐻𝑙
 is the electromechanical coupling factor. We can also represent 

the output voltage as 𝑉 = 𝑉𝑛𝑠 + 𝑉𝑖𝑛𝑑, where 𝑉𝑛𝑠 is the voltage across the coil when 

there is no magnetostrictive strip inside (corresponding to the first two terms in 

Eqn. (10)), and 𝑉𝑖𝑛𝑑 is the induced voltage due to the vibrating magnetostrictive 

strip (corresponding to the last term in Eqn. (10)).  

 

We implemented the lumped circuit model analytically and using finite 

element simulations. First, we fit the analytical lumped circuit model (Eqn. (10)) to 

our experimental data as shown in Figure 5.9 using the terms in Eqn. (10) as fitting 

parameters. From Figure 5.9, we find that the analytical lumped circuit model could 

capture the voltage response of the magnetostrictive sensor during a frequency 

sweep. We then use the analytically estimated fit parameters 𝑅𝑒 and 𝐿𝑆 for the 𝑉𝑛𝑠 

term in the finite element model. For the finite element model, we model the output 

voltage as 𝑉 = 𝑉𝑛𝑠 + Θ𝑉𝑖𝑛𝑑, where 𝑉𝑛𝑠 = 𝐼𝑅𝑒 + 𝑗𝜔𝐿
𝑆𝐼 uses the analytically 

estimated fit parameters 𝑅𝑒 and 𝐿𝑆; induced voltage 𝑉𝑖𝑛𝑑 due to the 

magnetostrictive sensor is obtained from the Maxwell solver as 𝑉 = ∮𝐸. 𝑑𝑙 across 

the coil, and Θ is the fitting parameter. We use a frequency domain solver to 

estimate the induced voltage for a range of frequencies. The Young’s modulus of 

the material was estimated for the applied dc field using the static thermo-magneto-

 

 Figure 5.9: Voltage response of the ac coil housing the Metglas sensor in 

water at room temperature (25°C) at a dc bias field of 0.6 mT. Experimental data 

points are shown as black dots. The red solid line is representative of the results 

from both the analytical model and finite element simulations. The fitting 

parameters are provided in Appendix D. 
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mechanical model described in section 5.3. The red line in Figure 5.9 is 

representative of the fitting from both the analytical lumped circuit model and that 

of the finite element simulation. We provide details on the fitting parameters in 

Appendix D. Overall, both the lumped circuit model and the finite element 

simulations can capture the coupling between the magnetic and kinematic circuits. 

 

5.4.1 Length-scale dependence of induced voltage 

In this section, we study the influence of the dimensions of the magnetostrictive 

sensor on the induced voltage in the coil. This could be useful in determining the 

minimum size of the sensor that can be used, and the number of sensors required. 

We use the validated finite element model that captured electromechanical 

coupling, shown in Figure 5.9. Using the same configuration of coils that we used 

in our experimental setup and the finite element simulations, we change the 

dimensions of the magnetostrictive sensor and observe the change in the peak 

induced voltage (denoted by 𝑉𝑖𝑛𝑑
𝑃 ) using simulations. We used the same Rayleigh 

damping coefficients for all the simulations. In Figure 5.10, we plot the ratio of 𝑉𝑖𝑛𝑑
𝑃  

over 𝑉𝑛𝑠, which is representative of the signal-to-background ratio, for different 

lengths 𝑙 and widths 𝑤𝑟 of the sensor. The no-strip voltage, 𝑉𝑛𝑠, is the baseline 

voltage that is present even without a magnetostrictive sensor. From Figure 5.10, 

 

Figure 5.10: Signal-to-background ratio at the ac coil for different Metglas 

sensor dimensions are plotted along the left y-axis. The data points shown in 

dots are from simulations. The dashed lines are straight-line fits to the simulated 

data. The solid red line connects the corresponding data points. The coil 

dimensions correspond to that of the experimental setup shown in Figure 5.1 
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we find that the signal-to-background ratio (𝑉𝑖𝑛𝑑
𝑃 /𝑉𝑛𝑠) reaches zero when the length 

of the magnetostrictive sensor is ~10 mm. Similarly, the signal (𝑉𝑖𝑛𝑑
𝑃 ) drops 

roughly by half when the width 𝑤𝑟 of the sensor is reduced by half. Therefore, for 

the current configuration of measurement (Figure 5.1, Figure 5.5), we expect the 

signal-to-background ratio to vary linearly with the length and width of the sensor, 

especially when 𝑙:10-40 mm, 𝑤𝑟:2-4 mm.   

 

The signal-to-background ratio (𝑉𝑖𝑛𝑑
𝑃 /𝑉𝑛𝑠) drops to zero (in Figure 5.10) 

primarily because the background (𝑉𝑛𝑠) increases at high frequencies. The 

background signal is given by 𝑉𝑛𝑠 = 𝐼𝑅𝑒 + 𝑗𝜔𝐿
𝑆𝐼, where, 𝑗𝜔𝐿𝑆, the self-inductance 

component, is directly proportional to the frequency of operation, 𝜔. When the 

sensor length 𝑙 is reduced, the resonance frequency increases as shown in Figure 

5.10, which in turn increases the background signal (𝑉𝑛𝑠, Figure 5.11), obscuring 

the signal-to-background ratio. The background signal (𝑉𝑛𝑠) increases 4-fold from 

9.5 mV to 38 mV (Figure 5.11), when the sensor length is decreased from 38 mm 

to 14 mm. On the other hand, the peak induced voltage (𝑉𝑖𝑛𝑑
𝑃 ) decreases ~2-fold 

from 2.8 mV to 1.8 mV. Therefore, when using a small sensor, the reduction in the 

signal-to-background (𝑉𝑖𝑛𝑑
𝑃 /𝑉𝑛𝑠) ratio is primarily due to the self-inductance of the 

ac coil at high frequencies.  

 

Figure 5.11: The peak induced voltage (𝑉𝑖𝑛𝑑
𝑃 ) at the ac coil is plotted for different 

Metglas sensor dimensions on the left y-axis. The voltage at the ac coil with no 

magnetostrictive strip (𝑉𝑛𝑠) is shown on the right y-axis. The data points shown 

in dots are from simulations. The solid lines connect the shown data points. The 

coil dimensions correspond to that of the experimental setup described in Figure 

5.1. 
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5.5 Discussions 

In this work, we first experimentally measured the shift in the resonance frequency 

of a magnetostrictive sensor due to temperature changes. We then analytically and 

computationally analyzed the material properties responsible for the shift in 

resonance frequency due to temperature changes. We also analyzed the influence 

of the sensor size on the overall measurement. In this section, we extend our 

analysis and provide ways to improve the sensitivity to temperature changes. We 

also discuss potential applications and limitations.  

In Section 5.3.1, our sensitivity analysis revealed that the temperature 

coefficient of resonance frequency (TCF) is directly dependent on (1) 𝛾 – 

temperature coefficient of 𝐸𝑆, at low (𝑀 → 0) and saturation (𝑀 → 𝑀𝑆)  bias 

magnetic fields, and (2) 𝛽 – temperature coefficient of magnetostriction strain (𝜆), 

at high bias magnetic fields (when 𝑀~𝑀𝑆/2).  From the analytical fitting in Figure 

5.6, we determined 𝛾 for the Metglas sensor to be 3.6×10-4 K-1. Among other 

magnetostrictive materials, Terfenol was previously reported [179] to have a higher 

𝛾~ 4.2×10-3 K-1. We repeated our experiments using Terfenol (Figure 5.12) and 

found the temperature coefficient of resonance frequency (TCF) to be ~0.14% K-

1, which is almost 5-fold higher than that of the Metglas sensor (~0.03% K-1) for a 

 

Figure 5.12: Shift in the resonance frequency (Δ𝑓/𝑓0 ) for a Terfenol rod (53 

mm × 17 mm × 1.2 mm) due to a temperature change in the water bath. 𝑓0 

corresponds to the resonance frequency at temperature 𝑇0=25°C. 
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Δ𝑇~10 K. Even though the coefficient of magnetostriction (𝛽) for Terfenol is 

comparable to that of Metglas, a higher 𝛾 potentially resulted in a higher TCF for 

Terfenol. Further, our thermo-magneto-mechanical model could capture the 

resonance frequency shifts in Terfenol as shown in Figure 5.13. We note that a 

previous work [176] on Fe40Ni40B20 alloy reported a TCF~0.15% K-1, which is 

comparable to the TCF we report for Terfenol. The TCF from Fe40Ni40B20 is higher 

than the Metglas sensor we report, possibly because of a higher 𝛽, which is also 

evident from a wider spread in their resonance frequencies at higher magnetic fields 

[176]. Even though Terfenol has a higher TCF (~0.14% K-1), the susceptibility 

𝜒~80 is much lower than that of Metglas (𝜒~50,000). Thus, Terfenol requires 

higher bias magnetic fields (~5-10 mT) than that required for Metglas (~0.2-0.6 

mT). Future work can focus on identifying materials with a high susceptibility (𝜒) 

that also have high 𝛾 and/or 𝛽 to have a higher temperature coefficient of resonance 

frequency (TCF) at low bias fields (<1 mT).  

 

 

Figure 5.13. The resonance frequency of Terfenol rod at different temperatures 

and dc bias fields. The dots represent experimental data points. The solid lines 

are representative of the fitting from both the analytical model and finite 

element simulations separately.  
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Throughout this work, we focused on the shift in resonance frequency as a 

potential sensing parameter to measure temperatures. However, an alternative 

temperature sensing technique can be developed by measuring the voltage across 

the ac coil at a fixed frequency near the resonance frequency of the magnetostrictive 

sensor. We explain it using a Metglas sensor in the same experimental setup (Figure 

5.1). In Figure 5.14a, we plot the ratio Δ𝑉/𝑉0, where 𝑉0 is the voltage measured at 

30°C and Δ𝑉 corresponds to the difference in the measured ac voltage amplitude 

between 60°C and 30°C bath temperatures. The magnitude of Δ𝑉/𝑉0 reaches a 

maximum at 55.7 kHz, at a bias field of 0.89 mT. At this frequency (55.7 kHz) and 

bias field (0.89 mT), we plot the Δ𝑉/𝑉0 in the inset (Figure 5.14b). We find that 

the Δ𝑉/𝑉0 directly increases with temperature. If we define a temperature 

coefficient of the measured ac voltage as 𝑇𝐶𝑉 =
Δ𝑉

𝑉0

1

Δ𝑇
 , the TCV is roughly 0.8% 

K-1.  The TCV can be maximized by choosing a frequency and a bias field where 

the magnitude of Δ𝑉/𝑉0 is the highest across the temperature range desired (Figure 

5.14). Measuring the TCF can be time-consuming and require sophisticated 

equipment such as network analyzers, whereas TCV can be easily measured using 

 

Figure 5.14: a) Shift in the voltage (Δ𝑉/𝑉0) at the ac coil due to a change in the 

temperature of the water bath plotted for different bias fields over a range of 

frequencies. Δ𝑉 corresponds to the change in the measured voltage due to a 

temperature change from 30°C to 60°𝐶.  𝑉0 is the measured voltage at 30°C. A 

Metglas sensor was used in a setup similar to Figure 5.1. b) Inset plots the 

voltage shifts for different temperatures at a frequency of 55.7 kHz and a bias 

field of 0.89 mT.  
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digital multimeters or lock-in amplifiers. The TCV can be used for temperature 

sensing only when the frequency shift (Δ𝑓) due to a temperature change (Δ𝑇) is less 

than the width of the resonance curve. In other words, the 𝑄-factor of the sensor 

must be smaller than (𝑇𝐶𝐹. Δ𝑇)−1. For the Metglas sensor, the 𝑄-factor in water is 

~30, whereas (𝑇𝐶𝐹. Δ𝑇)−1 is ~ 110 for a Δ𝑇= 30°C, thus allowing us to use TCV 

for temperature sensing. Further, the TCV could be a function of the position and 

orientation of the sensor with respect to the ac sensing/transmit coil. Therefore, the 

temperature coefficient of the voltage (TCV) of the ac coil can be used for 

temperature sensing, especially in places where the relative position and orientation 

of the magnetostrictive sensor remains constant with respect to the coil.  

 A wireless temperature sensing technique using a magnetostrictive sensor 

could be useful in applications requiring remote temperature measurements such as 

in high-pressure pipelines [181], food packaging [183], [184], core body 

temperature measurements [198], etc. It could also be useful for potential 

concurrent temperature and fouling measurements in industrial pipelines [181], 

especially in low-temperature heat exchangers [149], [199], [200] to ensure 

profitable heat recovery. In this work, we used a concentric coil configuration to 

serve as proof-of-concept experiments. Helmholtz coils and/or permanent magnets 

can also be used instead. For instance, the bias coil can be replaced by a ferromagnet 

that is magnetized to provide the appropriate bias field. The magnetostrictive sensor 

strip can be packaged along with the ferromagnet in a manner similar to the 

commercially available anti-theft tags [201]. Further, the commercially available 

anti-theft tags can also be repurposed to measure temperatures either using the 

TCF- or TCV-based method. We discussed in Section 5.4.1. that the signal-to-

background ratio (𝑉𝑖𝑛𝑑
𝑃 /𝑉𝑛𝑠) drops when the sensor dimensions are reduced. This 

can be overcome by two possible methods. First, two separate transmit and receive 

coils can be placed perpendicular to each other to decouple them and remove any 

self-inductance effects [196]. Second, multiple thin-film magnetostrictive sensors 

can be packaged together to increase the signal-to-background ratio [202]. Overall, 

magnetostrictive sensor packages can be suitably adapted to measure temperatures 

at remote locations, using either the TCF- or TCV- based technique.  

 Throughout this chapter, we discussed magnetostriction-based temperature 

sensing at remote locations for general purpose applications. For applications in 

biomedical sensing, magnetostriction-based sensors have previously been used in 

arterial stents for sludge detection [203], biliary stents for occlusion detection [196], 

orthopedic implants for stress detection [204], [205], etc. One of the notable 
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advantages of using magnetostriction-based sensors is that they are passive in 

nature and do not require active power sources such as batteries. This makes 

magnetostriction-based sensors an ideal implantable device for long-term usage. As 

discussed in this chapter, any existing magnetostriction-based sensor for any 

biomedical application [196], [203], [206], [207] can be potentially repurposed to 

measure temperatures using the TCF- or TCV- based techniques.  Such existing 

magnetostrictive-based sensors for biomedical applications are typically 1 mm to 1 

cm in length-scales [196], [203], [206]–[208]. Given the typical dimensions (mm-

cm), magnetostriction-based sensors are not injectable-type sensors, but they are 

potentially implantable. Implantable type sensors can provide data only from 

locations where they are placed, whereas, injectable type sensors could potentially 

diffuse anywhere and provide data from multiple spatial locations. In the next 

chapter, we discuss how magnetostriction-based sensing technique (which are 

implantable) can be extended in future work through magnetic nanoparticles or 

MRI-based temperature sensing (which use injectable contrast agents).  

 

5.6 Conclusion 

In summary, we modeled and analyzed magnetostrictive materials for use in 

potential wireless temperature sensing systems. We first experimentally measured 

the temperature coefficient of resonance frequency (TCF) in a Metglas 2605 TCA 

strip to be ~0.03%K-1. We then implemented thermo-magneto-mechanical 

constitutive equations using both analytical and finite element methods to model 

the magnetostriction-based sensing system. The analytical and computational 

models developed in this work provide a general framework for the sensitivity 

analysis of magnetostriction-based temperature sensing, and they can be suitably 

adapted to any configuration of the sensing scheme. Through our sensitivity 

analysis, we identified the material properties of interest and demonstrated a 5-fold 

improvement to the TCF by using Terfenol. We also explored an alternate 

temperature sensing scheme that reduces instrument complexity by using the 

temperature coefficient of ac voltage (TCV) at the coil, which could be used if the 

sensor and coil locations are fixed relative to each other. Overall, we provide ways 

to use new or repurposed existing magnetostrictive sensor packages to enable 

temperature measurements at remote locations. In the next chapter, we discuss how 

the magnetostriction-based temperature sensing forms the basis for developing 

future thermometry using MRI-based techniques that has the potential to provide 

tissue-scale spatiotemporal temperature maps. 
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CHAPTER 6  
 

CONCLUSION AND FUTURE WORK 
 

This dissertation broadly explored thermogenesis in biological systems, ranging 

from intracellular to tissue length-scales. We developed two thermometry 

techniques: 1) using a micro-thermocouple probe to invasively measure 

intracellular temperatures and 2) using magnetostrictive sensors for remotely 

measuring temperatures at tissue length-scales. We provided experimental and 

theoretical investigation of cellular-level temperatures changes and understood how 

to choose the right thermometry technique. In this chapter, we first summarize the 

main results of this dissertation, and then we discuss potential avenues for future 

explorations.    

 

6.1 Summary 

First, we developed an intracellular thermometry technique using a semiconductor-

based fabrication technique. We used a 5 μm wide silicon nitride platform to 

support a micro-thermocouple probe with a thermocouple junction diameter of 1 

μm. Since the suspended nitride platform is ~400 μm in length from the silicon 

substrate, the thermocouple junction is thermally isolated from the substrate 

temperature changes. By devising a solid-state calibration technique using micro-

fabricated heater and thermistor lines, we achieved a calibration accuracy of ~1% 

for the micro-thermocouple probe. Numerically, we estimated the thermal time 

constant of the probe to be ~32 μs. Since the thermocouple leads were covered with 

silicon nitride, the probe is rendered chemically and electrically inert to a typical 

cellular environment. Such characteristics enabled the micro-fabricated 

thermocouple probe to be used for transient intracellular thermometry.  

 Using the micro-thermocouple probe, we experimentally investigated 

stimulated mitochondrial thermogenesis in Aplysia neurons. Non-shivering 

thermogenesis is stimulated at the mitochondria to increase the temperatures in 

homeotherms when exposed to cold climatic conditions. The metabolic pathway 

responsible for the temperature increase has widely been considered to be steady-

state substrate oxidation. In this work, we analyzed a less explored mechanism – 
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mitochondrial proton motive force dissipation – that can potentially release 

transient heat during mitochondrial thermogenesis. We exogenously stimulated the 

mitochondria in Aplysia neurons using a chemical proton uncoupler BAM15. 

During proton uncoupling, which occurs endogenously in other cell lines, the 

protons are shuttled across the mitochondrial inner membrane. This proton current 

typically lasts for about < 1 s. By measuring the transient intracellular temperature 

changes during a stimulated proton uncoupling, we measured temperature changes 

of about ~4.7 K that lasted over 1 s, corresponding well to the expected proton 

current duration. Our measurements thus show the utility of intracellular 

thermometry in elucidating the thermochemistry of mitochondrial metabolism.  

 We then theoretically explored the expected temperature changes at cellular 

and tissue length-scales. To model the heat transfer in cellular medium, we 

highlighted the need to critically examine the role of thermal interfacial resistances 

of biomolecular complexes in the cytosol. We provided a general framework for 

the thermal resistance network modeling that can capture the temperature changes 

in both intracellular and tissue length-scales. Using this model, we predicted that 

the intracellular temperature changes in organelles are less than 10 mK under 

endogenous conditions in an isolated cell. The sub-mK intracellular temperature 

changes increase with the length-scale, reaching up to 1 K at ~ 1 cm long tissues. 

Based on these results, we concluded that the following combination of 

thermometry and biochemical pathways could provide useful insights:  

1) Intracellular thermometry could be useful to monitor transient 

temperature changes over < 1 s, especially when stimulated 

exogenously to produce higher temperatures that may not otherwise 

occur endogenously.  

2) Extracellular thermometry could be useful to monitor endogenously 

thermogenic reactions over length-scales > 1 mm, such as tissues or 

organs.  

Since we previously performed intracellular thermometry on transient 

mitochondrial proton uncoupling, the rest of the work focused on the latter – 

extracellular thermometry.  

 We developed a magnetostriction-based temperature sensing technique that 

can remotely measure temperature changes at tissue length-scales. Traditionally, 

magnetostrictive materials have been used for a variety of fluid property 

measurements (such as pressure, viscosity, density, etc.) using the changes in the 

resonance frequency of the sensor. Through systematic theoretical and 
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computational analysis, we identified the material properties that influence the 

temperature coefficient of resonance frequency (TCF). Accordingly, we 

demonstrated a 5-fold improvement to the TCF by choosing a better material. We 

also identified a different mode of operation, where the temperature coefficient of 

ac coil voltage (TCV) can be calibrated against temperatures. Magnetostrictive 

sensors have been used in applications ranging from high-pressure pipelines to anti-

theft tags to biomedical instrumentation. By repurposing or repackaging existing 

magnetostrictive sensors, we can enable temperature measurement at remote 

locations through the TCF- or TCV-based techniques.   

 

6.2 Future work 

We attempted to measure the temperature changes during an action potential as 

described in Appendix B. We explained the challenges we faced and highlighted 

potential ways to overcome them (in Appendix B). Such an experiment could help 

to identify the contribution of individual ions (Na+, K+, Ca2+) and the ion pump 

(Na+/K+-ATPase) in the overall energy exchange during an action potential. The 

contribution of individual ions can be determined through exogenous blocking 

agents. For instance, cobalt chloride [209] could block the Ca2+ channels, and 

tetrodotoxin [209] could block the Na+ component. Similarly, ouabain [210] could 

be used to block the ion pump Na+/K+-ATPase. The use of such toxins could 

increase the complexity and PPE requirements for the experiments. On the other 

hand, changing the concentration of the ions in the buffer solution [209], [211], 

[212] is a simpler way to identify the contribution of individual ions to the total 

energy change. For instance, in a Na+-free (or Na+ reduced) buffer solution, the 

action potential energy changes would include all ions except Na+.  

 Temperature changes across synaptic clefts have been hypothesized to 

assist synaptic transmission [12], [27], [213], [214]. Specifically, in the 

hypothalamus neurons of mice, Ghrelin activates the uncoupling protein (UCP2) 

[213], which is found to be in abundant quantity near the synaptic clefts of 

hypothalamus neurons [27]. Similarly, previous studies have reported that the 

synaptic delay  – the latency between pre- and post-synaptic membrane currents – 

decreases at high temperatures [215]. Together, these reports warrant an 

investigation of the thermochemistry of synaptic transmission. This can be 

experimentally established indirectly by measuring the excitatory postsynaptic 

potentials between two neurons under circumstances such as high/low ATP 
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concentration, exogenous BAM15 supply to stimulate local heat production, and 

high/low bath temperatures.  

 The metabolic pathway of tumor progression can be probed using 

intracellular thermometry through intermittent mitochondrial stimulation. For 

instance, MCF10A are normal breast epithelial cell lines.  When they undergo 

HRAs oncogenic transformation to MCF10-AT, the flux through the pentose 

pathway and TCA cycle is increased [216]. After metastasis (MCF10-CA), the flux 

through glycolysis and pentose pathway is further increased [216], producing more 

lactate and proline. Such changes in the metabolic pathway during the tumor 

progression can be observed through intracellular thermometry by the use of 

exogenous mitochondrial proton uncoupling. Similarly, thermometry can be used 

to probe the mechanical regulation of glycolysis in cancer-associated fibroblasts. 

Such fibroblasts release activin A in a substrate stiffness-dependent manner [217]. 

Intermediate-stiffness substrates typically result in higher levels of activin A, which 

in turn leads to epithelial to mesenchymal transition (EMT), which is the hallmark 

of metastasis. On a similar note, a recent study [218] reported that the mechanics 

of cellular microenvironment can modulate glycolysis during tumor progression. 

Consequently, we can expect intracellular thermometry using stimulated proton 

uncoupling to identify the mechanical regulation of metabolic pathways during 

tumor progression.  

 Recently, there have been several reports of noninvasive intracellular 

thermometry [4], [21]–[23], [74], [135], [219]–[223]. However, some of the 

upconverting nanoparticles have also been known to have apparent self-heating 

effects [63]. One of the notable noninvasive thermometry studies utilized 

nanodiamond based sensors, using which the study reported the intracellular 

thermal conductivity [135]. The measured intracellular thermal conductivity ranges 

from 0.07 to 0.13 Wm-1K-1 [135], which is less than that of typical proteins. This 

warrants an investigation of the intracellular thermal interfacial resistances from 

the various intracellular biomolecular complexes, as we discussed in Chapter 4. On 

the other hand, extracellular tissue-scale temperature mapping can be advanced by 

extending the magnetostriction-based techniques that we discussed in Chapter 5. 

We observed that the signal amplitude drops with the length-scale of the sensor. To 

overcome the signal reduction, the number of sensors can be increased [202]. 

Extending this further, we find that the magnetostriction based technique has 

similarities with nuclear magnetic resonance imaging (MRI). In MRI, the nucleus 

of the hydrogen atom acts as the sensor, which is present in large enough quantities 

in a given voxel to overcome the signal-to-noise ratio. Future work can extend the 
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magnetostriction-based temperature measurement technique to small length-scales 

through magnetic nanoparticle based thermometry [224]–[226] or through lab-scale 

MRI [227] based temperature measurement [228] using contrast agents [229] that 

can be injected into tissues for a spatiotemporal temperature map.  
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APPENDIX A  
 

FABRICATION RECIPE FOR THE 

MICRO-THERMOCOUPLE PROBE 
 

Preparing the wafer 

1. Use 300 μm thick silicon wafer, which is double side polished and p-doped. 

Resistivity must be 10-20 Ω.cm. KOH etch rate highly depends on this 

doping concentration.  

2. RCA SC-1 clean for 10 min. Keep the temperature of the hotplate to about 

100 deg C. It should result in a bath temperature of 75 deg C 

3. Oxygen plasma descum at 1 kW for 4 min.  

4. Deposit PECVD nitride approximately 1 μm thick. Typical deposition rate 

is 12.1 nm/min, when the recipe “SINHA_MF” is used.  

a. Use dummy silicon samples, preferably big to stop the wafer from 

sliding inside the PECVD chamber. 

5. Then, cut the wafer into individual pieces. Diced samples should be 9 cm X 

2.5 cm.  

 

Photolithographically patterning electrodes, and heater lines 

6. Use the mask shown schematically in Figure A.1 for the electrodes and 

heaters.  

7. Start with gold electrode patterning. Photolithography recipe follows 

a. Acetone, methanol, IPA, DI, IPA, N2 blow dry.  

b. Dehydration bake: 140 deg C for 1 min. 

c. Oxygen plasma 1 kW, 4 mins.  

d. For spin-coating PR, use the 2” wafer chuck.  

i. Recipe for spin-coating: HMDS, PR: 3000 rpm 5s, 6000 rpm 

50 s. Followed by 100 deg C soft-bake for 1 min. 
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e. Clean mask with a tissue soaked in IPA.  

 

f. While setting up the mask aligner, blow-dry the samples to prevent 

the sample from sticking to the mask. 

g. This is the first photolithography pattern. Align the mask to roughly 

match the crystallographic orientation of the sample.  

h. 13 seconds of exposure in MJB3 to reach 120 mJ/cm2.  

i. Develop for 24 seconds in AZ 400K 5:1. 

i. Wash with DI 

ii. Develop again for 4 seconds 

iii. Wash with DI 

j. Oxygen plasma descum for 45 seconds at 500 W.  

 

Figure A.1 Mask design for the electrodes and heater lines. 
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k. Load the sample onto the E-beam metal deposition carrier wafer. 

Place Kapton tape on unnecessary borders. There should be no metal 

deposition in the unwanted borders of the sample.  

 

8. E-beam evaporation – metal deposition recipe: 

a. Deposit 7 nm Cr/ 70 nm Au. 

b. To remove the sample from the carrier wafer, place it inside an 

acetone bath, and soak it overnight.  

c. Then, sonicate it in acetone for 2-3 s. 

9. Thorough clean: acetone, methanol, IPA, DI, IPA, oxygen plasma 1 kW 4 

mins. 

10. Photolithography recipe for patterning Palladium:  

a. Repeat the spin-coating recipe. During mask alignment, ensure that 

the mask is aligned well to the previously deposited alignment 

markers. 

b. Check for alignment and adjust it using 5x, 10x, 20x objectives one-

by-one.  

11. E-beam metal evaporation of Palladium. Same recipe as above. Use 7 nm 

Cr/ 70 nm Pd 

12. Photolithography pattering of the heater and thermometer lines:  

a. Clean the sample: Acetone, Methanol, IPA, DI, IPA, oxygen plasma 

1kW 4 mins. 

b. Align the mask using previously deposited patterns. Use the 

alignment marks on the farthest ends of the sample to get the best 

alignment throughout.  

c. 13 seconds exposure in MJB3 at 9mW/cm2 giving about 

120mJ/cm2 

d. Just under 20 seconds of development. At 5:1 DI:400K. 

e. Clean with DI repeatedly. 

f. Oxygen plasma. 250 W 30 s.  
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g. Check under a microscope to confirm the alignment. Map the image 

onto the KLayout drawing to ensure that the patterns are in the right 

location. 

13. E-beam metal evaporation for heater and thermometer lines.  

a. Cover the regions where metal should not be deposited, using 

microscope glass slides. 

b. Recipe: 10 nm of Cr and 300 nm of Au  

c. Lift-off will be difficult since the heater lines are very close to each 

other. Use AZ 400T at 130 deg C for 1 min. 

14. Dice the samples into individual pieces (2.5 cm x 1 cm). 

 

E-beam lithography to pattern the thermocouple junction 

15. Spin coat PMMA 950A4: 

a. 500 rpm 5s, 2200 rpm 70s. Bake at 180 deg C for 10 mins 

16. Map the optical image onto the KLayout file to draw the thermocouple 

junctions as shown in Figure A.2. 

 

Figure A.2 E-beam lithography layout must ensure that the distance 𝑑 between 

the thermocouple junction and the heater is the same as the distance 𝑑 between 

the heater and thermometer lines. Every sample image must be mapped to a 

KLayout drawing and the Au/Pd line must be drawn accordingly.  
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17. E-beam lithography (Raith) recipe; first for gold electrode: 

a. Scratch at the corner close to the clip. 

b. 20 kV, 30-micron aperture, 100-micron write-field.  

c. Start with the faraday cup, measure current, it should be around 0.30 

nA. 

d. Go to a clip position, find an alignment marker diamond to focus on. 

e. Focus and correct stigma up to 100 nm or less scale bar. 

f. Align UVW axes to the GDS file.   

i. Choose markers separated > 2mm  

g. Start a position-list, move, expose 63, layer 2, layer 21. Dose – 1, 

1.3, 1.1 respectively.  

18. PMMA development: 

a. Developer: MIBK: DI at 5:1. 

b. Development time: 1 min 50 s.  

c. Rinse with IPA. 

19. Metal deposition step – same as above 

20. Liftoff: 

a. Acetone + sonication not more than 5 mins. 

b. Use remover PG, heat at 110 deg C in hotplate. 

c. Sonicate it after heating. 

21. Clean using acetone, methanol, IPA, DI, IPA, oxygen plasma 4 mins at 1 

kW. 

22. Repeat it for the palladium electrode.  

23. Verify the connection using a multimeter. The probe should be roughly 1 

kΩ. 

 

Calibrating the thermocouple on-chip 

24. Wire bond the sample for calibration and load it into the cryostat 

25. Calibration details: 
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a. The resistance of heater ~ 50 Ω. The resistance of thermometer ~30 

Ω.  

b. Use a 10 kΩ HPR to send 10 μA of ac current to the 4pp line. Use 

the ground of sine out from lock-in by splitting it.  

c. First, calibrate the TCR of the resistor.  

d. Then, ramp the heating current from 0 to 35 mA, multiple times. 

26. Repeat calibration for each sample. 

27. Remove the ball bonds by using the wire bond capillary. Gently scratch it 

out. This is to ensure that the sample remains flat.  

28. Deposit 200-400 nm of PECVD nitride for protecting the electrodes. 

a. Use photolithography and Freon RIE to remove the nitride from 

contact pads of the thermocouple. 

 

 

Suspending the micro-thermocouple probe 

29. Photolithography to pattern the probe profile. 

a. Use the same spin coating recipe. 

b. Use a mask aligner to align the probe profile with the sample 

electrodes.  

c. Development: under-develop it. Do it for 24 seconds. 

d. Then manually remove the undeveloped PR to ensure PR is removed 

from unwanted regions.  

e. Wash with DI multiple times.  

f. Hard bake at 120 deg C for 2 mins. 

30. Freon RIE: 

a. 70% flow, 35mTorr CF4 only. Do gas evacuation 

b. Process time of 17.8 mins to remove the nitride from everywhere 

except the probe.  
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31. KOH etching recipe: 

a. Use a Pyrex beaker, fill 60 ml of DI water, add 49.09 g of KOH 

pellets. Roughly 45% KOH. 

b. The total solution will be ~ 82 ml. 

c. Use a secondary container to catch any spills.  

d. Keep the hot plate to about 220 deg C. 

e. Using forceps lock down the bottom portion of the probe making an 

angle of 20 -30 deg between the probe and forceps axis. A 

photograph of the setup is shown in Figure A.3. 

f. Place the support stand to hold the forceps that has the sample. 

g. The probe should be inclined sufficient enough to let the bubbles 

near the forceps go away from the sample. Make an angle of 5-10 

degree from vertical, to assist the breaking Si substrate to curve 

away from the cantilever, 

 

Figure A.3. Optical photograph of the setup used for KOH bulk-Si etching during 

probe suspension. The relative angles between the forceps, sample, and beaker 

were optimized to ensure that the products of the KOH etching, especially 

hydrogen bubbles, escape out without damaging the probe tip. 
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h. For these conditions, the KOH bath temperature could be around 80 

deg C. 

i. At about 30 mins, the solution level will be a little less than 80 ml. 

j. Use a transfer pipette to add DI to increase the solution level to 

above 80 ml. 

k. It takes about 45 mins to completely etch away the substrate which 

is around 300 microns thick.  

l. Add 2 more fillers of DI water. Increase the temp to 225 deg C 

momentarily and decrease again. 

m. Remove the forceps from the KOH bath the moment all the Si is 

etched away, and the probe is completely suspended. This happens 

at around 45-50 min of KOH etching.  

n. Gently transfer the probe into a pre-prepared package. The package 

is explained in detail below.   

 

 

Packaging the micro-thermocouple probe 

32. Package details (Figure A.4): 

a. Use a 3D printed mount that can be easily fixed into any micro-

manipulator stage. 

b. Affix two dummy silicon chips at the tip. 

c. Use a gold deposited dummy silicon as a contact pad for soldering 

external wires directly onto it.  

d. Place the fabricated probe onto adjacent dummy silicon.  

e. Wire bond the probe’s contact pad onto the gold deposited dummy 

silicon, which is also soldered to the external connections.  

33. Wire bonding: 

a. Use the micromanipulator to hold the probe and its 3D printed 

mount. 

b. Increase the force, time, power for the second contact. 

c. Use a dummy probe to check and adjust the height of the stage 
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d. Before wire bonding, stick an insulation tape across the probe and 

contact pad edges to avoid contact with silicon edges, which are 

conductive in nature. 

e. Once the probe contact pads are connected, verify the connection 

using a Lock-in amplifier with 150 nA of current. The resistance of 

the probe should be roughly 1 kΩ. 

 

 

 

 

  

 

Figure A.4. Photograph of a packaged micro-thermocouple on its mount.  
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APPENDIX B  
 

TEMPERATURE MEASUREMENT 

OF ACTION POTENTIALS IN 

APLYSIA NEURONS 
 

The presence of small temperature gradients over large distances within the brain 

is essential for its functional activities. For instance, a recent MRSI scan of the brain 

temperature map [26] shows a maximum temperature difference of around 3 K 

between the frontal and parietal lobes. Moreover, small temperature gradients at the 

axon terminals have been understood to influence pre- and post-synaptic events 

[12]. Any external disturbances can lead to coupled changes in temperature, ion 

concentrations, and the resulting action potentials. Subsequently, the motivation for 

the proposed work is to measure and understand the coupling between temperature 

and the action potential generation in a single neuron. This requires simultaneous 

measurement of temperature and electrical activity of a single neuron. Since the 

expected temperature rise during an action potential is in the order of ~1 mK, we 

statistically average the temperature data over > 10,000 action potentials to 

overcome the room temperature fluctuations.   

B. 1.  Experiment details 

We used neurons from the abdominal ganglion of Aplysia californica. The ganglion 

was first proteased to assist in de-sheathing. The abdominal ganglion was then 

placed in a culture dish filled with room-temperature saline (composition, in mM: 

420 NaCl, 10 KCl, 25 MgCl2, 25 MgSO4, 10 CaCl2, 10 HEPES buffer, pH = 7.5) 

and secured using insect pins. After microdissection and de-sheathing, the cells 

were accessible to the electrodes. The ventral aspect of the ganglion was carefully 

dissected to provide access to the neurons of interest. Intracellular voltage 

recordings were made using borosilicate microelectrodes filled with 3 M KCl and 

pulled to a resistance of 11–16 MΩ. Intracellular microelectrodes were connected 

to an intracellular amplifier (Model 1600, A-M Systems, Sequim, WA), which were 

in turn connected to a data acquisition system (PowerLab 8/30, ADInstruments, 

Dunedin, New Zealand). To measure intracellular temperature changes, we first 

penetrated the target neuron with a voltage electrode. We then placed the thermal 
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Figure B.1 Schematic of the experimental setup used for measuring the 

temperature changes during action potential generation.  

 

Figure B.2 Representative action potential and temperature measurement from 

a neuron. The temperature data corresponds to the Seebeck voltage from the 

micro-thermocouple (Seebeck coefficient = 1.18 𝜇V/K). 
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probe on the surface of the same neuron. We used a low noise preamplifier (SR 

850), whose output was connected to the same data acquisition system (PowerLab 

8/30, ADInstruments). We show the schematic of the measurement setup in Figure 

B.1. Real-time voltage and temperature recordings were digitized and recorded in 

LabChart 7.3 (ADInstruments) at a sampling rate of 20 kHz. 

 

B. 2.  Results and discussion 

The micro-thermocouple’s Seebeck voltage (open circuit voltage) across the metal 

lines is calibrated against temperature changes. Given that the calibration constant 

(the Seebeck coefficient) is ~1.18 μV/K, we expect voltage changes in the order of 

nano-volts if the temperature oscillations are in the milli-Kelvin range. At high 

bandwidths, the open-circuit voltage measurement is subject to Johnson-Nyquist 

noise, given by 𝑣𝑛 = √4𝑘𝐵𝑇𝑅Δ𝑓, where T is the temperature, R is the resistance of 

the probe, and 𝛥𝑓 is the bandwidth. For our measurements, 𝑣𝑛 is on the order of ~1 

μV. Therefore, the temperature measurement at 20 kHz is typically dominated by 

Johnson-Nyquist noise as also evident from Figure B.2.   

 Temperature signal can be extracted mathematically using bandpass filters 

or lock-in techniques if the frequency of the action potentials is known and periodic. 

However, the neurons in our experiments are either naturally firing or the spiking 

activity is induced by a constant depolarizing current. We do not use extracellular 

(nerve) stimulation to avoid high voltages (~1 V) in close proximity to the thermal 

probe. The depolarizing current generates a train of action potentials that are 

aperiodic as shown in Figure B.2. To extract the temperature signal during one 

action potential, we used a data-driven approach using the corresponding time-

synchronized electrical data as shown schematically in Figure B.2. We used a 

sliding window to average temperature data.   

We performed simultaneous measurement of temperature and voltage of 

action potentials over 4 hours from a neuron, resulting in data from 20,000 spikes. 

The voltage and temperature readings are individually averaged. Statistically, this 

is expected to change the power of noise by 1/N, where N is the number of action 

potential windows that were averaged. However, this statistical signal extraction 

process is dependent on the noise floor in the temperature signal. Given that we do 

not know the expected signal magnitude, we cannot directly determine the signal-

to-noise ratio. We instead perform a simulation in MATLAB to estimate the 

improvement we can expect for a given noise floor. We begin with a known signal 
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(𝑠, say 5 Hz) that is added to a random noise (𝑛⃑⃑) from both white and pink (1/f) 

sources. The new resultant signal, 𝑟, simulates our raw temperature data. We then 

average this resultant signal N times. We define a parameter 𝑃𝑁/𝑃𝑁=0, as the ratio 

of the power of the signal 𝑟 after the Nth average, to its initial power (N=0). Results 

from simulated data are shown in Figure B.3a, and data from neurons are shown in 

Figure B.3b. From Figure B.3b, we see that the signal-to-noise ratio in our 

experiments can be greater than 3 if we average > 10,000 action potentials. Further, 

by comparing the noise from simulated data, we see that the noise in our 

experiments is roughly 36 dB.  

 

In Figure B.4, we show the results of averaging the temperatures from 𝑁 

action potentials of a neuron. The left-panel in Figure B.4 corresponds to the 

temperature taken at the surface of a neuron, and the right-panel corresponds to a 

 

Figure B.3 a) Simulated statistical averaging to improve the signal. b) Statistical 

averaging improves the experimental temperature data from neurons. N 

represents the number of action potentials that were averaged. 
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separate control experiment where the temperature probe was placed farther away 

from the firing neuron. The window of averaging was chosen based on the action 

potential data (not shown). The number on the top-right corner of each figure shows 

the number of action potentials averaged to obtain the corresponding plot. We see 

that the temperature fluctuations (for the positive data) are about 40 mK from 50 

averaged action potentials. However, the magnitude of temperature fluctuations 

 

Figure B.4. The left-panel shows a series of averaged temperature data during 

an action potential. The number on the right corner represents the number of 

action potentials 𝑁 that were used to generate the plot. The right-panel shows 

temperature data from a separate control experiment, during which the 

temperature probe was placed farther away (> 1 cm) from the actively firing 

neuron.  
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reduces as we average a greater number of action potentials. The magnitude of Δ𝑇 

starts to saturate beyond 10,000 to about ~ ± 5 mK, especially near the center of 

the window of time-averaging, which corresponds to the peak in the action 

potential. On the other hand, the control data starts with about 60 mK fluctuations 

at 𝑁=50, and reduces to around 3 mK, in an incoherent manner, in the sense that 

 

Figure B.5. The left-panel shows a series of averaged signal convolution data 

during an action potential. The number on the right corner represents the number 

of action potentials 𝑁 that were used to generate the plot. The right-panel shows 

convolution data from a separate control experiment, during which the 

temperature probe was placed farther away (> 1 cm) from the actively firing 

neuron. For these plots, we performed signal convolution between the action 

potential voltage data and the corresponding temperature data. The units for x- 

and y-axis are arbitrary. 
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there is no similarity in the temperature fluctuations from N=1,000 to 20,000 

averages. To further analyze the data, we use signal convolution between the action 

potential voltage (say, 𝑓) and the corresponding temperature (say, 𝑇). The signal 

convolution between 𝑓  and 𝑇 is defined as: ∫ 𝑓(𝑡 − 𝜏)𝑇(𝜏)𝑑𝜏
∞

−∞
. Signal 

convolution will help to identify features of the impulse response (𝑓) on the signal 

(𝑇). The higher the magnitude of the signal convolution, the higher is the effect of 

𝑓 on 𝑇. We performed signal convolution between the action potential voltage and 

the corresponding temperature data. The results of signal convolution are shown in 

Figure B.5. For the positive data, we find that the magnitude of signal convolution 

is around 5×10-4 near the mid-point of the time window, whereas the control data 

has a maximum convolution magnitude of ~3×10-4. Even though both the 

temperature data and the signal convolution suggest that the temperature changes 

during an action potential are slightly higher than that of control, the overall data is 

not statistically significant enough. We were able to obtain a similar result only for 

a total of n=2 biologically independent neurons, out of n=12 neurons.   

Our data may have been obscured by some of the following issues. We 

briefly discuss the issues and some ways to overcome them for future experiments. 

The room temperature fluctuations and vibrations need to be minimized. To this 

end, we typically performed all the experiments in the night. However, it may be 

helpful to perform the experiments in an air-floated experimental bench, in a 

basement. Further, we’re able to get a maximum of 20,000 action potentials over 4 

hours from a neuron before it depolarized permanently. If we could sustain a neuron 

to elicit >20,000 action potentials over a short period (~6 hours), it will help to 

better overcome the noise in the data. Last but not least, the hum noise (60 Hz), 

which is a dominant noise source in our data, can be electrically suppressed in real-

time by using a humbug noise eliminator.  
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APPENDIX C  
 

CELLULAR- AND TISSUE-SCALE 

HEAT TRANSFER SIMULATIONS 
 

Throughout this work, especially in Chapter 4, we use finite element analysis using 

COMSOL Multiphysics. Here, we first validate the finite element analysis for a 

generalized scenario involving transient heat release from a cell placed in an infinite 

medium. We then use the validated model to fit our previously published 

experimental results to obtain the fitting parameters 𝑅𝑠
′′ and 𝑄.  

C. 1.  Validation 

 

 

Consider a transient heat 𝑄′′′𝑒−𝜆𝑡 (W/m3) diffusing from a cell (represented by 1) 

of radius 𝑎, in an infinite medium (represented by 2), shown schematically in Figure 

 

Figure C.1. Validating the finite element model for a generalized transient heat. 

The transient temperature change (Δ𝑇) at the center of the cell is plotted. The 

temperature changes for two different combinations of cell (𝑘1) and medium 

(𝑘2) thermal conductivity are shown. The inset schematically depicts the 

domain of analysis, which is a cell of radius 𝑎, dissipating heat in an infinite 

medium. 
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C.1.  The heat diffusion equation in spherical coordinates at a radius 𝑟 < 𝑎 is given 

by: 

1

𝑟2
𝜕

𝜕𝑟
(𝑟2𝑘1

𝜕𝑇 
𝜕𝑟
) +   𝑄′′′𝑒−𝜆𝑡 = 𝜌1𝐶1

𝜕𝑇 
𝜕𝑡

 
(11) 

where, 𝑇 is the temperature, 𝜌1 is the cell’s density, 𝐶1 is the cell-specific heat 

capacity, 𝑡 is the time and 𝑟 is the distance from the center of the cell. At a radius 

𝑟 > 𝑎, the heat diffusion equation is: 

1

𝑟2
𝜕

𝜕𝑟
(𝑟2𝑘2

𝜕𝑇 
𝜕𝑟
) = 𝜌2𝐶2

𝜕𝑇 
𝜕𝑡

 

 

(12) 

where, 𝜌2 is the medium’s density, 𝐶2 is the specific heat capacity of the 

surrounding medium. The temperature boundary condition at a radius 𝑟 = 𝑎, is 

given by,   

𝑘1 |
𝜕𝑇 
𝜕𝑟
|
𝑟=𝑎−

= 𝑘2 |
𝜕𝑇 
𝜕𝑟
|
𝑟=𝑎+

 
(13) 

 

We use the Laplace transformation technique described in a similar previous work 

[230] to solve equations (11)-(13) to obtain the temperature distribution inside the 

cell (𝑟 < 𝑎) as: 

𝑇 (𝑟, 𝑡)

=
𝑎2𝑄′′′

𝑘1
 {(

1

3

𝑘1
𝑘2
+
1

6

−
𝑟2

6𝑎2
) 𝑒−𝜆𝑡 −

2𝑎𝑏

𝑟𝜋
 ∫

𝑒
−
𝑦2𝑡
𝛾1

(𝑦2 − 𝜆𝛾1)

(sin 𝑦  − 𝑦 cos 𝑦) sin
𝑟𝑦
𝑎  𝑑𝑦

[ (𝑐 sin 𝑦  − 𝑦 cos 𝑦)2 + 𝑏2𝑦2 sin2 𝑦]
 

∞

0

} 

(14) 

Where, 𝑎 is the radius of the cell, 𝑏 =
𝑘2

𝑘1
√
𝛼1

𝛼2
, 𝛼 is the thermal diffusivity, 𝑐 = 1 −

𝑘2/𝑘1. We compare the results of the analytical model with that of a 3D finite 

element model in Figure C.1. The specific heat capacity for the cell and medium 

were taken to be 2900 J.kg-1K-1 and 4100 J.kg-1K-1, respectively [114], [231]. The 
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density of the cell and medium were 1000 kg.m-3 and 1010 kg.m-3, respectively. 

We considered a cell of radius 30 μm dissipating 300 𝑒−𝑡/10 μW of heat. For 

different combinations of 𝑘1 and 𝑘2, we show in Figure C.1Figure  that the finite 

element model matches the analytically predicted temperature change at the center 

of the cell. This validated finite element model is representative of all the 

simulations reported in this work. We also performed mesh convergence tests to 

identify the required mesh density such that all the results shown in this work are 

independent of the mesh.  

 

 

 

 

Figure C.2. Transient temperature change during BAM15 stimulated proton 

uncoupling is fit using finite element analysis to extract 𝑄 and 𝑅𝑠
′′. a) 

Intracellular data is representative of the temperature measured at the point I, 

as shown in the schematic. b) Extracellular temperature is representative of the 

temperature measured at the point E. c) Heat of mixing is the temperature 

change in the absence of cells due to the mixing of BAM15 and saline.  

Experimental data [Rajagopal et al., Comms. Bio. 2019] are shown with s.d. as 

error bars; only a few error bars are shown for clarity. The curves bounding the 

shaded regions are the upper and lower bound predictions from the 

computational model. N- nucleus, C- cytosol, I-intracellular, E-extracellular. 
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C. 2.  Obtaining fitting parameters from our previous 

experiments 

We use the validated finite element model to analyze our previously published 

experimental data [20]. Specifically, we use finite element models to fit three 

experimental temperature measurements: (1) heat of mixing (2) extracellular, and 

(3) intracellular. First, we use the temperature rise due to the heat of mixing BAM15 

with saline to estimate the volumetric heat (𝑄𝐻𝑂𝑀
′′′ ) that is released everywhere 

during the process. To this end, we use a 1 mm x 1 mm x 1 mm domain with no 

cells, but with 4 adiabatic boundaries and 2 isothermal (𝑇 = 𝑇𝑎𝑚𝑏𝑖𝑒𝑛𝑡= 25°C) 

boundaries to match the measured Δ𝑇 and obtain a range of 𝑄𝐻𝑂𝑀
′′′ .  The temperature 

fit is shown as black shaded region in Figure C.2c. Next, we use the obtained range 

of 𝑄𝐻𝑂𝑀
′′′  in the following models (Figure C.3) as a uniform volumetric heat source 

throughout the domain, since they are always present whenever BAM15 is used to 

stimulate the mitochondrial heat production.  

 

 

 

Figure C.3. The computational domains that were used to model the 

experiments. a) For intracellular analysis, the temperature probe is placed near 

the nucleus (N), where the temperature change is the highest. The mitochondrial 

heat production is modeled as a surface heat (𝑄) around the nucleus. b) For 

extracellular analysis, the probe is placed roughly 15 μm away from the cell. 

The measured temperatures are assumed to be an averaged temperature from a 

5 μm3 volume at the tip of the probe. We only model a 5×1×100 μm3 volume 

of the micro-thermocouple probe since the probe is predominantly made of a 

thermally insulating suspended silicon nitride cantilever. The cells are placed in 

saline, which is not shown in the schematic. N-nucleus, C-cytosol. 
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The computational domains are schematically represented in Figure  C.3. Below, 

we first list the assumptions involved in this computation model. We later discuss 

the validity and influence of these assumptions. We assumed the cells to be of ~100 

μm diameter, representative of the Aplysia cells we used in the previous work. The 

nucleus (N) was assumed to be ~50 μm in diameter, roughly consistent with the 

proportion for a ~100 μm cell based on previous reports [108]. We also assumed 

that the mitochondria, the primary heat source in our experiments, to be uniformly 

distributed along the surface of the nucleus (N) [108]. We therefore use a surface 

heat flux boundary to introduce a heat 𝑄 at the surface of the nucleus, representing 

the heat release from proton-uncoupled mitochondria stimulated by BAM15. Our 

experimental measurements are representative of an averaged temperature 

measured at the probe’s tip over a volume of 5×1×1 μm3, which houses the 

thermocouple junction of ~1 μm diameter in a tip of width 5 μm and thickness ~1 

μm [46]. The cells are assumed to be in a medium of 1 mm x 1 mm x 1 mm (not 

shown in Figure C.3) with 4 adiabatic boundaries and 2 isothermal (𝑇 = 𝑇𝑎𝑚𝑏𝑖𝑒𝑛𝑡= 

25°C) boundaries. We fixed the thermal conductivity of the cell to be 0.58 Wm-1K-

1. The boundary of the cell is assumed to have an equivalent surface resistance 𝑅𝑠
′′.  

 We iteratively fit the extracellular (point: E) and intracellular (point: I) 

temperatures simultaneously to obtain the fitting parameters: surface heat 𝑄 and 

resistance 𝑅𝑠
′′, for the data in Figure C.2. Since we use two temperatures measured 

at two spatially separated locations, our fitting could provide a unique solution for 

𝑄 and 𝑅𝑠
′′.  We used the following thermal properties. Probe: 𝑘𝑝𝑟𝑜𝑏𝑒=0.8 Wm-1K-1, 

𝐶𝑝𝑟𝑜𝑏𝑒=370 J.kg-1K-1, 𝜌𝑝𝑟𝑜𝑏𝑒=3100 kg.m-3; cell: 𝑘𝑐𝑒𝑙𝑙=0.58 Wm-1K-1, 𝐶𝑐𝑒𝑙𝑙=2900 

J.kg-1K-1, 𝜌𝑐𝑒𝑙𝑙=1000 kg.m-3; saline: 𝑘𝑠𝑎𝑙𝑖𝑛𝑒 = 0.6 Wm-1K-1, 𝐶𝑠𝑎𝑙𝑖𝑛𝑒= 4100 J.kg-1K-

1, 𝜌𝑠𝑎𝑙𝑖𝑛𝑒=1010 kg.m-3 [114], [231]. The fitted temperatures are shown in Figure 

C.2 using the shaded regions. For each experimentally measured temperature, we 

computational fit both the upper and the lower limit of the measured temperatures. 

Thus, we obtain a range for the fitted surface heat 𝑄, with a lower limit of 

140 𝑒(−
𝑡

4
)  + 75𝑒(−

𝑡

19
) μW and an upper limit of 160 𝑒(−

𝑡

3
)  + 200𝑒(−

𝑡

19
) μW. For 

these of range of 𝑄, we assumed a fixed 𝑅𝑠
′′, which from fitting was 7×10-4 K.m2W-

1 for a length-scale 𝐿~ 100 μm. A conservative upper limit for 𝑅𝑠
′′ can be estimated 

from the fact that a weak cell produced an intracellular Δ𝑇~2.31 K [20] which can 

be assumed to be from a uniform volumetric heat 𝑄𝐻𝑂𝑀
′′′  but with a mitochondrial 

heat 𝑄 ~ 0. This provides an upper limit for 𝑅𝑠
′′ as 1.4×10-3 K.m2W-1 at a length-

scale 𝐿~ 100 μm. It is a conservative upper limit since the surface heat 𝑄 may not 

be zero even for a weak cell, in which case the extracted 𝑅𝑠
′′ can be lower than 
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1.4×10-3 K.m2W-1. The Aplysia cells used in our previous work were typically 100 

μm; however, typical BAT cells that were the focus of the Chapter 4 are about ~50 

μm. Since the resistance 𝑅𝑠
′′ (defined in Chapter 4) scales with the length-scales, 

the extracted equivalent surface resistance 𝑅𝑠
′′ at a length-scale of ~50 μm is 3×10-

4 K.m2W-1 - 7×10-4 K.m2W-1. 

 We fit our experimentally measured intracellular and extracellular 

temperatures separately to extract a lower and upper limit, respectively, for the 

effective thermal conductivity, 𝑘𝑒𝑓𝑓, of the cell. We use the heat release 𝑄 

estimated above (using 𝑘𝑚𝑒𝑑 and 𝑅𝑠
′′) to extract a range of possible equivalent 

effective thermal conductivity. As discussed in Chapter 4, a single thermal property 

(𝑘𝑒𝑓𝑓) cannot capture both the surface maximum (≈extracellular) temperature and 

volume maximum (≈intracellular) temperature of a cell. Therefore, we separately 

fit the extracellular and intracellular temperatures using the same heat 𝑄, to extract 

a range of the possible effective thermal conductivity for the cell, 𝑘𝑒𝑓𝑓= 0.05 – 0.07 

Wm-1K-1. The fact that a single 𝑘𝑒𝑓𝑓 cannot capture the intracellular and 

extracellular temperature changes simultaneously further supports the assumption 

of using a combination of 𝑘𝑚𝑒𝑑 and surface resistance 𝑅𝑠
′′, suggesting that the local 

interfacial resistances cannot be ignored. 

We now discuss the influence and validity of other assumptions used in this 

computational model. The size of the cell and the nucleus influences the extracted 

heat 𝑄, but its effect on the equivalent resistance 𝑅𝑠
′′ is negligible, since it scales 

with the length-scale. We assumed that the mitochondria are uniformly distributed 

around the nucleus based on previous reports. However, if the mitochondria were 

concentrated at locations closer to the probe, then the true 𝑅𝑠
′′ could have been lower 

than that extracted from our model. We assumed that the equivalent resistance 𝑅𝑠
′′ 

is independent of temperature. However, it is known that the lipid layer undergoes 

a phase change at room temperature [152], [153]. Phase changes at cellular and 

organelle membranes could have increased the estimated resistance 𝑅𝑠
′′ by 

absorbing some of the heat without a corresponding temperature change. Given 

these assumptions, the extracted resistance 𝑅𝑠
′′ may be representative of the cellular 

resistance in experiments within an order of magnitude and possibly represents an 

upper bound. Similarly, the extracted effective thermal conductivity 𝑘𝑒𝑓𝑓 is 

representative of a lower bound. Further, our experiments were performed on 

Aplysia neurons, which were modeled as spheres in the computational domain; 

however, throughout Chapter 4, we focused on BAT cells with a cuboidal resistance 

network. Therefore, the 𝑅𝑠
′′ and 𝑘𝑒𝑓𝑓 extracted from our previous experiments with 
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Aplysia serve to provide an order of magnitude comparison to the results presented 

in this work, especially in Chapter 4.  

 

C. 3.  Length-scale dependent thermal properties 

 

 

C. 4.  Bio-heat transport model for tissues 

The bio-heat transport model is useful to study heat transport in tissues that are far 

from large blood vessels. In such tissues, the blood flow is assumed to result in 

uniform volumetric heat production, 𝑄𝑏
′′′ = 𝜌𝑏𝜔𝑏𝐶𝑏(𝑇𝑏 − 𝑇 ), where 𝜌𝑏 is the 

density, 𝐶𝑏 is the specific heat of the blood, 𝑇𝑏= 37.1°C is the arterial blood 

temperature, 𝑇 is the local tissue temperature, and 𝜔𝑏 is the blood perfusion rate at 

the tissue [136], [137]. Physiologically, the blood perfusion sustains the nutrient 

supply to the tissue to maintain a metabolic heat, 𝑄𝑚𝑒𝑡
′′′  at the tissue, and also 

functions to stabilize the temperature (thermoregulation) in the tissue. We model 

the BAT deposit near the skin of the supraclavicular region. The physical and 

 

Figure C.4. The equivalent resistance 𝑅𝑠
′′ that is responsible for reducing the 

effective thermal conductivity 𝑘𝑒𝑓𝑓 is plotted for different 𝑘𝑒𝑓𝑓. The 𝑅𝑠
′′ 

shown here corresponds to a length-scale 𝐿=50 nm and 𝑘𝑚𝑒𝑑=0.58 Wm-1K-

1. The shaded region corresponds to a 𝑘𝑒𝑓𝑓: 0.07 – 0.13 Wm-1K-1, which was 

recently reported [135] to be the range of effective thermal conductivity at 

intracellular regions. 
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thermal properties of the tissues are summarized in Table C.1. We used the 

following blood properties: density (1043 kg.m-3), and specific heat (3825 J.kg-1K-

1) [232].  

 

Table C.1: List of thermal and physical properties of the tissues. Refer [137], [151] 

for more details.  

Tissue 
Density 

(kg.m-3) 

Specif

ic heat 

(J.kg-

1K-1) 

Thermal 

conductivity 

(Wm-1K-1) 

Metabolic 

heat, 

𝑸𝒎𝒆𝒕
′′′  

(W.m-3) 

Blood 

perfusion 

rate, 

 𝝎𝒃 (s-1) 

Size 

Skin 1109 3391 0.37 1827 1.97×10-3 1.5 mm 

(t) 

WAT 911 2127 0.18 462 4.98×10-4 10 mm 

(t) 

BAT 911 2503 0.26 2579 1.17×10-3 2 cm 

(a) 

1 cm 

(b) 

Muscle 1090 3421 0.49 1052 7.15×10-4 0.2 cm 

(t) 

 

 Figure C.5a shows the computational model representative of the 

supraclavicular region BAT deposits. BAT volumes vary depending on age, 

location, and weight of the individual. Here, we use a 2 cm3 BAT as an example to 

identify the typical temperature changes expected in a tissue of length-scale ~20 

mm [137], [163], [164]. Under cold stimulation (𝑇𝑎𝑚𝑏𝑖𝑒𝑛𝑡=15°C), the BAT 

metabolism can be expected to increase by up to 25-fold in humans [233], [234]. 

In Figure C.5b, we show the temperature contour for a 25-fold increase in BAT 

metabolism. Figure 4.11 in Chapter 4 shows the temperature change for 5, 10,15, 

20, 25-fold increase in BAT metabolism. The blood perfusion rate (𝜔𝑏) is also 

correspondingly increased, since it is the source of nutrients to sustain the 
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metabolism. Further, we assume that the blood perfusion is reduced by 60% due to 

cold exposure [235]. A convective heat transfer boundary condition (ℎ=5 Wm-2K-

1) is used at the skin. The remaining boundaries are treated as adiabatic. Additional 

details on this bio-heat transport model can be found in other studies [136], [137].  

 

 

 

 

 

 

 

 

  

 

Figure C.5. a) A schematic of the computational domain used for the bio-heat 

transport model of the supraclavicular region. The dimensions and physical 

properties are given in Table C.1. b) A cross-sectional temperature contour of the 

tissues under cold stimulation with a 25-fold increase in BAT metabolism. 
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APPENDIX D  
 

THERMO-MAGNETO-

MECHANICAL MODEL FOR 

MAGNETOSTRICTIVE 

MATERIALS 
 

The following equations represent the 1D constitutive relations between the strain 

(𝜖), magnetization (𝑀), and the applied magnetic field (𝐻). We modify previously 

reported constitutive relations [177] to include the temperature dependence of 

Young’s modulus at magnetic saturation (𝐸𝑠). 

 

𝜖 =
𝜎

𝐸𝑠(1 + 𝛾Δ𝑇)
+ 𝛼Δ𝑇 −

𝜆𝑠𝛽Δ𝑇𝑀
2

𝑀𝑆
2

+

{
 
 

 
 
𝜆𝑆 tanh (

𝜎

𝜎𝑠
) +

(1 − tanh (
𝜎
𝜎𝑠
)) 𝜆𝑆𝑀

2

𝑀𝑆
2 ,

𝜎

𝜎𝑠
≥ 0

𝜆𝑆
2
tanh (

2𝜎

𝜎𝑠
) +

(2 − tanh (
2𝜎
𝜎𝑠
)) 𝜆𝑆𝑀

2

2𝑀𝑆
2 ,     

𝜎

𝜎𝑠
< 0 

 

(15) 

 

𝑀 = 𝑀𝑆
𝑇  (coth (

3𝜒𝐻𝑒𝑓𝑓

𝑀𝑆
𝑇 ) −

𝑀𝑆
𝑇

3𝜒𝐻𝑒𝑓𝑓
)    

(16) 

 

𝑀𝑆
𝑇 = 𝑀𝑆√

(1 −
Δ𝑇 + 𝑇𝑟
𝑇𝐶

)

(1 −
𝑇𝑟
𝑇𝐶
)

 
(17) 
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𝐻𝑒𝑓𝑓 = 𝐻 −
2𝜆𝑆𝛽Δ𝑇𝜎𝑀

𝜇0𝑀𝑆
2 +

{
 
 

 
 [2𝜎 − 2𝜎𝑆 ln (𝑐𝑜𝑠ℎ (

𝜎
𝜎𝑆
))] 𝜆𝑆𝑀

𝜇0𝑀𝑠
2

,      
𝜎

𝜎𝑆
≥ 0

[4𝜎 − 𝜎𝑆 ln (𝑐𝑜𝑠ℎ (
2𝜎
𝜎𝑆
))] 𝜆𝑆𝑀

2𝜇0𝑀𝑠
2

,      
𝜎

𝜎𝑆
< 0 

 (18) 

 

 

Where, 

𝜖 is the strain in the magnetostrictive material, 

𝑀 is the magnetization of the magnetostrictive material, 

𝑀𝑆 is the saturation magnetization at room temperature, 

𝑀𝑆
𝑇 is the saturation magnetization at a temperature 𝑇, 

𝜆𝑆 is the saturation magnetostrictive strain at room temperature, 

𝐻 is the applied magnetic field, 

𝐻𝑒𝑓𝑓 is the effective applied magnetic field, 

𝜒 is the magnetic susceptibility of the magnetostrictive material, 

𝜎 is the compressive film stress, 

𝜎𝑆 is the stress at which magnetostrictive strain 𝜆=𝜆𝑆 (ref), 

Δ𝑇 is the change in temperature from a room temperature of 25°C, 

𝑇𝑟 is the reference or room temperature, 

𝑇𝐶 is the Curie temperature, 

𝛼 is the thermal coefficient of expansion, which is given by 𝛼 =
1

𝐿

𝑑𝐿

𝑑𝑇
, 

𝛽 is the temperature coefficient of the magnetostrictive strain (𝜆), which is given 

by 𝛽 = −
1

𝜆

𝑑𝜆

𝑑𝑇
 , 

𝛾 is the temperature coefficient of the Young’s modulus at magnetic saturation (𝐸𝑆), 

𝜇0 is the vacuum permeability. 
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Figure D.1. a) Magnetostrictive strain (𝜆) of Terfenol rods are shown for different 

bias fields and compressive stresses. The solid lines correspond to previous 

experimental data, whereas the dashed lines represent the analytical fit. No fitting 

parameters were used. The material properties and experimental data we used can 

be found in Ref. [177], [236], [237]. b) Magnetostrictive strain (𝜆) of Metglas rods 

are shown for different bias fields. Dots represent experimental points from 

previous reports [192], [193], [238]. Solid lines represent the analytical fits. The 

extracted susceptibility (𝜒) values are shown in the graph. The corresponding fitted 

stress (𝜎) values were 18 MPa, 28 MPa, 25 MPa for 2826, 2605SA, 2605CO, 

respectively. Other material properties can be found in [188]–[196]. The magnetic 

susceptibility (𝜒) is dependent on the annealing conditions [239]–[241], and the 

obtained susceptibilities from the fit are within the expected order of magnitude 

based on previous reports [188]–[196]. 
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Fitting parameters: 

For Figure 5.6: 

Fit parameters: 

𝐸𝑠=84 MPa,  

𝛾=-3.6×10-4 K-1, 𝛽=1.4×10-3 K-1,  

𝜆𝑠=18 ppm,  

𝜎=17 MPa, 𝜎𝑆=17 MPa,  

𝑇𝐶= 395°C,  

𝑀𝑆=1 T,  

𝜒=50000, 

𝜌=7900 kg/m3. 

The fit material parameters (𝐸𝑠, 𝛾, β, λS, 𝑇𝐶 , 𝑀𝑆, 𝜒, 𝜌) are in good agreement within 

an order of magnitude of previously reported values [188]–[196]. The stress values 

(𝜎, 𝜎𝑠) were the only other fit parameters, and they strongly depend on the sensor 

strip fabrication process. They are typically measured through a stress (𝜎) vs. 

magnetostrictive strain curve (𝜆) [187] and are not known a priori for our 

magnetostrictive samples. 

For Figure 5.9: 

Electrical circuit fit parameters: 𝑅𝑒=1 Ω, 𝐿𝑆=0.27 mH (these are in good agreement 

with the measured values for the ac coil used in the experiment) 

Kinematic circuit fit parameters: 𝑅=5400 N.m-1s, 𝑀=0.3 N.m-1s2, 𝐶𝐻=28 N-1m, 

𝜃=0.09 N.A-1; for finite element simulations: Θ=26, 𝜉= 0.018 (damping factor). 

For Figure 5.13: 

The extracted fitting parameters were: 𝐸𝑠=72 MPa, 𝛾=4.2×10-3 K-1, 𝛽=10-3 K-1, 

𝜆𝑠=800 ppm, 𝜎=1 MPa, 𝜎𝑆=30 MPa, 𝑇𝐶= 380°C, 𝑀𝑆=1.2 T, 𝜒=25, 𝜌= 9200 kg/m3. 

The material parameters used for fitting are in close agreement within an order of 

magnitude of previously reported values [177], [236], [237]. Any deviation could 

be attributed to the use of a thin layer (5 μm) of Parylene that we deposited on the 

Terfenol laminates to prevent corrosion. 
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