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ABSTRACT

In hydraulic fracturing, the proppant-filled fracture length at the end of pumping strongly in-

fluences the fluid conductivity of natural oil and gas. Therefore, it is very important to regulate

proppant bank height and suspended proppant concentration across the fracture to increase the re-

covery of shale hydrocarbon. From a control engineering viewpoint, hydraulic fracturing has been

traditionally viewed as an open-loop problem. Well logs and mini-frac test results are interpreted

prior to operation in order to obtain petrophysical and rock-mechanical properties of the formation.

The operation is designed based on the properties and then is conducted accordingly. However, the

open-loop operation may lead to poor performance if there are large disturbances and plant-model

mismatch.

In this research, a model predictive control framework is developed for the design of pumping

schedules to regulate the spatial variation of proppant concentration across the fracture at the end

of pumping for both of conventional and unconventional reservoirs. To this end, we initially focus

on the development of a first-principle model of hydraulic fracturing process to obtain fundamen-

tal understanding of the proppant bank formation mechanism and its relationship to manipulated

input variables such as proppant concentration and flow rate of the injected fracturing fluids by

considering a single fracture. Then, a model-based feedback controller is developed to achieve

the uniform proppant bank height and suspended proppant concentration along the fracture at the

end of pumping for both of conventional and unconventional reservoirs by explicitly taking into

account the desired fracture geometry, type of the fracturing fluid injected, total amount of injected

proppant, actuator limitations, and safety considerations.

Then, we extend this study to multi-stage hydraulic fracturing, where in each stage, multi-

ple simultaneously propagating fractures are generated. In multi-stage hydraulic fracturing treat-

ments, simultaneously propagating multiple fractures with close spacing often induce non-uniform

fracture development due to “stress shadow effects”. In order to mitigate these undesired stress-

shadow effects, we propose a model-based design technique by utilizing the limited entry design
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technique to compute the flow rate of fracturing fluids and the perforation conditions which will

promote equal distribution of fracturing fluids to achieve uniform growth of multiple fractures.

Then, a model-based feedback controller is developed to achieve a uniform proppant bank height

in simultaneously propagating multiple fractures at the end of pumping by handling the undesired

stress-shadow effects using the optimal perforation conditions.

In hydraulic fracturing, higher fracturing fluid injection rates can trigger increased stress,

thereby creating more microseismic events; particularly, simultaneously occurring multiple mi-

croseismic events can reduce measurement errors. This suggests a new state and output estimation

scheme that utilizes the dependence between the fracturing fluid injection rate (i.e., manipulated

input) and measurement errors. Motivated by this, we improve our control framework for mea-

surement uncertainty reduction while achieving the original control task of proppant bank height

control in hydraulic fracturing. Specifically, the developed model-based feedback control system

regulates the uniformity of proppant bank height along the fracture length and achieve accurate

state and output estimation by manipulating the fracturing fluid pumping schedule that includes

the fracturing fluid injection rate and proppant concentration at the wellbore.

In some of the unconventional reservoirs, natural fractures (discontinuities in shale rock forma-

tions) are commonly observed using advanced fracture diagnostic techniques such as microseismic

monitoring, core samples and outcrops. In naturally fractured unconventional reservoirs, naturally

present fractures will interact with hydraulic fractures and divert fracture propagation. Because

of complex fracture growth, the ultimate goal of hydraulic fracturing operation in naturally frac-

tured unconventional reservoirs should be changed from achieving a desired fracture geometry to

maximizing the total fracture surface area (TFSA) for given fracturing resources, as it will allow

more drainage area available for oil recovery. To further consider the interaction between hydraulic

fractures and natural fractures, we develop a model-based pumping schedule that maximizes the

TFSA by utilizing a recently developed unconventional complex fracture propagation model called

Mangrove describing complex fracture networks in naturally fractured unconventional reservoirs.
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1. INTRODUCTION

1.1 Hydraulic fracturing

Typically, the term shale gas refers to natural gas trapped in rock of low porosity (2% or less)

and ultra-low permeability (0.01 to 0.0001 md or even less) [6]. Because of the low permeability

(interconnected spaces between the rocks) of the shale formations, if a well were drilled into such a

rock, the production rate would be so low that extracting gas from such a well would be considered

to be economically infeasible. The shale boom in the U.S. has been triggered by directional drilling

[7] and hydraulic fracturing [8] technologies. As a result, the total natural gas reserves in the U.S.

was about 175 trillion cubic feet (tcf) in 1998, but after about 250 tcf of production over the next

11 years, the total gas reserves increased to 285 tcf [6].

One of most commonly used completion techniques in unconventional reservoirs for horizon-

tal wells is the plug-and-perforation completion technique. Using this technique, multiple isolated

fracturing stages are created along the horizontal wellbore from the wellbore toe to the heel, where

each stage consists of three to six perforation clusters with spacing of 10 to 30 m (Fig. 1.1). Each

perforation cluster will create a single dominant fracture to connect the wellbore to the rock for-

mation; typically 6 to 20 perforations are created per cluster, and the cluster length is between 0.5

and 1 m [9]. Specifically, hydraulic fracturing treatment starts with perforation, in which stage,

explosions along the wellbore are used to create initial fracture paths at spaced intervals along the

well (Fig. 1.2). A viscous fluid is pumped inside the wellbore, inducing a steep rise in the pres-

sure level which eventually leads to the initiation of fractures at the perforated sites. A clean fluid

(called pad) is usually pumped first to initiate the fracture opening for the introduction of the sub-

sequent fracturing fluid. Then, proppant (sand) particles are injected in the form of a suspension at

a sufficiently high pressure and flow rate for further fracture propagation. The suspended proppant

travels into the fracture along the fluid as the fracture propagates. The treatment usually takes place

on a time-scale of tens of minutes to a few hours, depending on the fracture size and mass of prop-
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pant to be injected. After pumping is stopped and the remaining fluid leaks off to the reservoir,

the natural stress by the formation closes the fracture, trapping the proppant inside the fracture

walls. The trapped proppant will form a conductive packed conduit that helps extracting the oil

and gas inside the reservoir more effectively, and the large amount of leak-off fluid enhances the

permeability of the stimulated volume of the formation. After generating simultaneously growing

multiple fractures with a stage, another plug-and-perforation gun can be used to work on the next

stage.

Stage 1Stage 2

A cluster of perforations 

Horizontal 

wellbore

Perforation

Fracture

Fluid

ToeHeel

Bridge plug

Figure 1.1: Illustration of multi-stage hydraulic fracturing operation in a horizontal wellbore.

1.2 Background and challenges

1.2.1 Pumping schedules for hydraulic fracturing treatment

There have been many efforts by researchers using optimization techniques to determine the

number of fracturing stages, the distance between adjacent stages, and the total amount of the frac-

turing fluid to be introduced and its injection rate for well completions. For a given amount of

proppant, a unified fracture design (UFD) that provides the practically optimal design has been ad-
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Figure 1.2: Illustration of three stages in hydraulic fracturing.

dressed for conventional (high-permeability) oil and gas reservoirs [10, 11, 12], and the approach

has been recently extended to unconventional (low-permeability) resources [13]. By taking into

account reservoir properties, design objectives, and design constraints, the maximization of net

present value (NPV) was presented in [14, 15, 16]. Additionally, optimization techniques have

been applied to a variety of applications such as resource scheduling [17], field development under

uncertainty [18], automated history matching of reservoir parameters [19], optimal well location

and spacing [20], production parameter settings [21, 22, 23, 24, 25], and optimization of the dis-

placement efficiency or recover factor [26, 27].

To produce a fracture with desired features determined by the aforementioned optimization-

base approaches and to have a desired distribution of proppant across the fracture at the end of

pumping, it is also important to develop a technique to generate an optimal pumping schedule.

One of the most commonly used approaches for generating the pumping schedule is developed by

Nolte [28]. He provided a pumping schedule based on the following assumptions: 1) no proppant

settling, 2) pumping schedule in the pre-defined form as a power-law, 3) the final fluid efficiency
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is known a priori, and 4) a constant leak-off coefficient is considered. The approach is based on

the conservation of fluid volume, particularly estimating the amount of fluid that leaks off during

the hydraulic fracturing treatment, and the approach is not tied to a particular fracture geometry.

Hence, this pumping schedule can be applied to a variety of fracture models, however it notably

underestimates the pad size, which causes premature tip screen-out leading to a shorter propped

fracture length than which is required to maximize the productivity of a stimulated well.

Another alternative to generate an optimal pumping schedule is to develop a pumping sched-

ule generator that uses a detailed forward numerical simulator. The forward simulator requires

an initial pumping schedule to run a simulation in the beginning, which is normally obtained by

dividing the pumping schedule into multiple constant-concentration sub-stages. As the simula-

tion proceeds, based on the obtained forward simulation results, proppant concentration of the

sub-stages in the pumping schedule is iteratively adjusted until the desired fracture geometry and

fracture conductivity are achieved. Typically, this type of approaches requires many iterations, and

thus, it is a highly computationally expensive task. For example, Gu and Desroches [29] used a

proppant transport model to solve an inverse problem to generate a pumping schedule iteratively.

In the inverse problem, the desired fracture geometry and spatial proppant concentration at the end

of pumping are the inputs, whereas the duration and proppant concentration of each stage in the

pumping schedule are the outputs to be determined iteratively. Because of the iterative nature of

this scheme, we can obtain the results with good accuracy but the computational requirement is

significant. In an effort to develop a pumping schedule which is more accurate than Nolte [28],

but at the same time, less computationally challenging than the iterative procedure described by

Gu and Desroches [29], a new pumping schedule generation technique was proposed by Dontsov

and Peirce [30]. However, they did not consider the explicit dependence of fracture propagation

on proppant concentration level by assuming that the proppant particles have a weak impact on

the fracture propagation. The accuracy of this method deteriorates for high concentration lev-

els, which limits the applicability of the method to relatively low concentration levels where the

viscosity (thereby, the fracture propagation) does not change much with proppant concentration.

4



The aforementioned pumping schedules viewed hydraulic fracturing processes as an open-loop

problem, which may lead to poor process performance if there are large disturbances and plant-

model mismatch. Over the last ten years, the oil and gas production industries have applied model

predictive control (MPC) theory to drilling processes to enhance pressure control flexibility and

process safety [31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42], however its application to hydraulic

fracturing, particularly in the context of regulating the proppant distribution across the fracture,

has not received much attention because of the following reasons: (1) limited access to real-time

measurements, (2) presence of uncertainties in the measurement data, and (3) large computational

requirements due to dynamic simulation of multiple highly-coupled PDEs defined over a time-

dependent spatial domain. While some attempts to employ model-based control schemes have

been made by [43, 44], these studies did not explicitly take into account practical considerations

such as the desired fracture geometry, optimality and safety considerations, and uniformity in final

proppant distribution across the fracture.

1.2.2 Multi-stage hydraulic fracturing

In multi-stage hydraulic fracturing treatments, simultaneously propagating multiple fractures

with close spacing often induce non-uniform fracture development, resulting in one or two domi-

nant fractures due to the uneven distribution of fracturing fluids [45, 46]. Miller et al. [47] analyzed

the production log data obtained by applying state-of-the art diagnostic technologies to multiple

basins; the conclusion was that one third of all perforation clusters contribute to two thirds of gas

production, and approximately another one third of the clusters are ineffective and do not con-

tribute to production. One underlying reason for this uneven distribution is the non-uniformity of

reservoir properties such as spatial heterogeneity in the in-situ stress along the well [48, 49]. An-

other contributing factor for the uneven distribution is the well-known phenomenon called “stress-

shadowing” [50, 51, 52]. In general, fracturing fluids are distributed to multiple fractures inversely

proportional to their flow resistances, which is a function of perforation friction, wellbore friction,

and fracture propagation. The problem with stress-shadow effects is that it exerts extra compres-

sional stresses on the interior fractures and increases the flow resistance within interior fractures,
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resulting in fluid diverting into the exterior fractures. Therefore, to achieve uniform growth of si-

multaneously propagating multiple fractures and facilitate more fracturing fluids entering into the

interior fractures, stress-shadow effects should be balanced or mitigated.

1.2.3 Microseismic measurement uncertainty

In hydraulic fracturing, among a variety of available measurement technologies, microseismic

monitoring (MSM) is the most commonly used one to determine the geometry and location of cre-

ated hydraulic fractures because it provides the most comprehensive picture of hydraulic fracture

growth [53, 54, 55]. In general, the measurement uncertainty associated with geophones in MSM

technique is very high due to the remote nature of hydraulic fracturing taking place in an under-

ground environment. Using these measurements with high uncertainty may lead to incorrect state

and output estimation and thereby to a poor controller performance. However, unlike other indus-

trial applications, in hydraulic fracturing the occurrence of measurement depends on the fracturing

fluid injection rate at the wellbore [53]. More microseismic events can take place due to increased

stress triggered by higher fracturing fluid injection rates. Therefore, creating more microseis-

mic events can reduce measurement errors using MSM. Considering the inaccurate nature of the

microseismic sensors, it is very important to accurately estimate states and unmeasurable output

variables during the hydraulic fracturing process by taking advantage of the relationship between

the fracturing fluid injection rate and measurement noise covariance in MSM technique.

1.2.4 Naturally fractured unconventional reservoirs

Field observations using advanced fracture diagnostic techniques of outcrops, core samples,

and image logs show that discontinuities in shale such as natural fractures are commonly pre-

sented in unconventional reservoirs, acting as planes of weakness that divert hydraulic fracture

propagation and generate complex fracture geometry [56, 57]. Natural fractures will interact with

the hydraulic fractures and consequentially affect fracture fluid flow and proppant transport, which

is critical for predicting the ultimate fracture geometry [58, 59]. The complex fracture geometry

plays an important role in affecting well performance in unconventional oil and gas reservoirs.
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Therefore, it is very important to consider the interactions with natural fractures to optimize hy-

draulic fracturing treatment in naturally fractured unconventional reservoirs.

1.3 Research objectives

The primary objective of this dissertation is to develop a model predictive control framework

for the design of a pumping schedule to regulate the spatial variation of proppant concentration/

proppant bank height across the fracture at the end of pumping for conventional and unconventional

reservoirs. The unifying theme is to develop a first-principle model of hydraulic fracturing process

and to design a control framework to optimize the fracture geometry for enhanced productivity

from shale formations. The specific objectives of this dissertation are to:

1. Develop a first-principle model of hydraulic fracturing process to obtain fundamental un-

derstanding of the proppant bank formation mechanism and its relationship to manipulated

input variables such as the proppant concentration and flow rate of the injected fracturing

fluids.

2. Design a model-based feedback controller to achieve the uniform proppant bank height and

suspended proppant concentration along the fracture at the end of pumping for both of con-

ventional and unconventional reservoirs by explicitly taking into account the desired fracture

geometry, type of the fracturing fluid injected, total amount of injected proppant, actuator

limitations, and safety considerations.

3. Study the physical mechanisms of simultaneously propagating multiple fractures and de-

velop a model-based feedback controller to achieve a uniform proppant bank height by han-

dling undesired stress-shadow effects.

4. Study the effect of microseismic measurement uncertainty on the performance of the prop-

pant bank control in the hydraulic fracturing process and improve the control framework

by taking advantage of the relationship between the fracturing fluid injection rate and the

measurement noise covariance in MSM technique.
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5. Analyze the interaction of hydraulic fractures with natural fractures and develop a model-

based pumping schedule to maximize the total fracture surface area (TFSA) in naturally

fractured unconventional reservoirs.

1.4 Dissertation layout

Following this chapter, Chapter 2 describes the development of a dynamic hydraulic fracturing

model for the simulation of proppant transport, fracture propagation and proppant settling by con-

sidering single fracture propagation. Using this model, we then present a novel design framework

for developing an optimal and practical pumping schedule in open-loop to achieve a uniform prop-

pant concentration across fracture at the end of pumping. Finally, we apply the generated pumping

schedule to the high-fidelity hydraulic fracturing model, and the performance is compared with

Nolte’s pumping schedule.

In Chapter 3, using the model developed in Chapter 2 for single fracture propagation, we

design an online pumping schedule to achieve a uniform proppant concentration in conventional

oil reservoirs by explicitly taking into account the desired fracture geometry, type of the fracturing

fluid injected, total amount of injected proppant, actuator limitations, and safety considerations.

In Chapter 4, we improve the model developed in Chapter 2 for unconventional reservoirs

to describe the dominant proppant settling behavior during hydraulic fracturing by considering

single fracture propagation. Then, we design a real-time model-based feedback control system

to compute an optimal pumping schedule leading to a uniform proppant bank height along the

targeted fracture length for enhanced productivity.

We extend this study to multi-stage hydraulic fracturing in Chapter 5. First, we present a dy-

namic model of hydraulic fracturing process to describe stress-shadow effects in simultaneously

propagating multiple fractures. Then, we design a model-based design technique that computes

the flow rate of fracturing fluids and perforation conditions to achieve uniform growth of simulta-

neously propagating multiple fractures by explicitly handling stress-shadow effects.

In chapter 6, we incorporate the proppant transport model into the dynamic model of hydraulic

fracturing process to describe stress-shadow effects in simultaneously propagating multiple frac-
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tures. Then, we design a real-time model-based feedback control system to compute online fractur-

ing fluid pumping schedules to generate a uniform proppant bank height in simultaneously propa-

gating multiple fractures.

Chapter 7 presents the effect of microseismic measurement uncertainty on the developed prop-

pant bank control in Chapter 4. Using the the relationship between the fracturing fluid injection

rate and the measurement noise covariance in MSM technique, we then improve the model-based

feedback control system to regulate the uniformity of the proppant bank height along the fracture

length and achieve accurate state and output estimation.

Chapter 8 primarily studies the interaction between hydraulic fractures and natural fractures

to optimize hydraulic fracturing treatments in naturally fractured unconventional reservoirs. We

propose a model-based feedback control system to determine the fracturing fluid pumping sched-

ule that maximizes the TFSA, which will lead to an enhanced oil production rate from naturally

fractured unconventional reservoirs. We demonstrate that by using the proposed control scheme,

the TFSA can be greatly enhanced which will lead to an oil production rate greater than those of

the existing pumping schedules which were developed without considering natural fractures.
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2. MODELING OF HYDRAULIC FRACTURING AND DESIGN OF AN OPEN-LOOP

OPTIMAL PUMPING SCHEDULE TO ACHIEVE A UNIFORM PROPPANT 

CONCENTRATION LEVEL IN CONVENTIONAL RESERVOIRS*

2.1 Introduction

In this chapter, we propose a theoretical framework to provide an open-loop practical pumping

schedule. Unlike other pumping schedules [28, 29, 30], the proposed pumping schedule design

technique explicitly takes into account the practical constraints such as the limit on the change of

proppant concentration between pumping stages and the desired fracture geometry that has to be

satisfied at the end of pumping to maximize the productivity of a stimulated well for a given amount

of proppant particles. More importantly, motivated by many studies devoted to proppant transport

[60, 61, 62, 63, 64, 65], the proposed pumping schedule design technique directly incorporates the

effect of proppant concentration on the fracturing fluid viscosity.

This chapter is organized as follows: First, we present a dynamic model of hydraulic fracturing

by taking into account elasticity theory, mass balance on local fluid, lubrication equation, pressure-

width relationship, leak-off model and Stokes’ law. Then, a simulator is developed to describe the

spatiotemporal evolution of fracture geometries, suspended proppant concentration and proppant

bank formation across the fracture, effectively handling the computational requirement attributed

to coupling of multiple equations over the time-dependent spatial domain. Using the developed

simulator, we propose a new methodological framework to design the optimal pumping schedule

that can incorporate practical constraints while achieving a uniform proppant concentration level

across the fracture at the end of pumping. Lastly, we present a series of results that demonstrate

the performance of the generated pumping schedule compared to one of the most widely used

pumping schedules, proposed by Nolte [28].

∗Reprinted with permission from “Optimal pumping schedule design to achieve a uniform proppant concentration
level in hydraulic fracturing” by Yang et al., 2017. Computers & Chemical Engineering, 101, 138-147, Copyright
2017 by Elsevier.
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2.2 Dynamic modeling of hydraulic fracturing processes

In this work, a hydraulic fracturing process is characterized by the following two sub-processes:

(1) fracture propagation, and (2) proppant transport.

2.2.1 Modeling of fracture propagation

The fracture propagation is modeled based on the following standard assumptions: (1) in ultra-

low permeability formations, the fracture length is greater than its height; hence, the fracture prop-

agation is described by using the Perkins, Kern, and Nordgren (PKN) model (Fig. 2.1), and the

fluid pressure along the vertical direction is constant; (2) the fracture is confined within a single

horizontal rock layer (with a constant height) as the formation layers above and below have suf-

ficiently large stresses that the fracture cannot grow to the neighboring rock layers; (3) the rock

properties such as Young’s modulus and Poisson ratio remain constant with respect to time and

space, and the fracturing fluid is assumed to be incompressible; and (4) because the fracture length

is much greater than its width, the fracture propagation and proppant advection in the width direc-

tion are neglected. Since the bi-wing PKN model is mirror symmetric, we focus on the modeling

of the one-wing fracture as presented in Fig. 2.1.

The PKN model is often used when the fracture length is significantly larger than the height and

the height can be considered constant along the fracture. It results in an elliptical cross-sectional

area available for flow. In this model, please note that the fracture shape is rectangular and the

fracture cross-sectional area is elliptical.

2.2.1.1 Fluid momentum (lubrication theory)

The coordinate axes are defined as follows: x is the spatial coordinate in the fracture propaga-

tion direction and z is the spatial coordinate in the vertical direction. Thus, the unit vectors aligned

with the x and z axes are denoted by x̂ and ẑ, respectively. The flow of the fracturing slurry is

assumed to be steady and fully developed, and it is driven by a sustained pressure gradient, −dP
dx
x̂,

assuming no pressure gradient along the z-coordinate. Additionally, assuming that neither exter-

nal forces nor instantaneous acceleration affecting the flow, the local flow rate into the horizontal
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Figure 2.1: The PKN fracture model [1, 2].

direction, Qx, for a Newtonian fluid is obtained by integrating the superficial fluid velocity into

the horizontal direction, V (x)x̂, over the cross-sectional area of an elliptic fracture, dA, which is

presented below [2, 8]:

Qx =

∮
ellipse

V (x)dA = −πHW
3

64µ

dP

dx
(2.1)

where P is the net pressure that only depends on the x-coordinate, µ is the fracturing fluid viscosity,

H is the fracture height and W is the fracture width.

2.2.1.2 Rock deformation (elasticity equation)

For a crack under constant normal pressure, the fracture shape is elliptical as presented in

Fig. 2.1. The relationship between the maximum fracture width (i.e., the minor axis of the ellipse)

and the net pressure loaded by fracturing fluids is given by the following equation [66, 67]:

W =
2PH (1− ν2)

E
(2.2)

where ν is Poisson ratio of the formation and E is Young’s modulus of the formation.
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2.2.1.3 The conservation of local fluid mass

The local mass conservation of an incompressible fluid inside the fracture along the horizontal

direction is given by [2]:
∂A

∂t
+
∂Qx

∂x
+HU = 0 (2.3)

whereA = πWH/4 is the cross-sectional area of the elliptic fracture [2], t is the elapsed time since

the hydraulic fracturing process was initiated, and U is the rate of fluid leak-off into the formation.

The two boundary conditions and an initial condition for Eq. (2.3) are formulated as follows:

Qx(0, t) = Q0 and W (L(t), t) = 0 (2.4a)

W (x, 0) = 0 (2.4b)

where Q0 is the injection rate of fracturing fluids at the wellbore (i.e., the manipulated input)

and L(t) is the fracture length. Substituting Eqs. (2.1) and (2.2) into Eq. (2.3) will generate the

following nonlinear parabolic PDE model with the moving boundary:

πH

4

∂W

∂t
− πE

128µ(1− ν2)

[
3W 2

(∂W
∂x

)2
+W 3∂

2W

∂x2

]
+HU = 0 (2.5)

2.2.1.4 Carter’s fluid leak-off model

The model that describes the rate of fluid leak-off into the rock formation per unit height in the

direction orthogonal to the elliptic fracture plane during the fracture propagation is presented as

follow [8, 68]:

U =
2Cleak√
t− τ(x)

(2.6)

where Cleak is the overall fluid leak-off coefficient, and τ(x) is the time at which the fracture

propagation has arrived at the location x for the first time.
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2.2.2 Modeling of proppant transport

In this work, the modeling of proppant transport in both the horizontal and vertical directions

is considered. In the horizontal direction, it is assumed that the injected proppant will travel at

the fracturing fluid’s velocity while in the vertical direction, the suspended proppant is assumed to

have a settling velocity relative to the fracturing fluid due to the gravitational force.

2.2.2.1 Proppant advection

The advection of suspended proppant can be expressed by the following equation:

d (WC)

dt
+ ∆ · (WCVp) = 0 (2.7)

C(0, t) = C0(t) and C(x, 0) = 0 (2.8)

where C is the proppant volumetric concentration, C0(t) is the volumetric concentration of prop-

pant injected at the wellbore, and Vp is the velocity with which the proppant particles are advected.

Proppant particles are assumed to be sufficiently large so that the diffusive flux is neglected while

the convective flux is considered. Therefore, the diffusive flux is neglected compared to convective

flux. The interactions between the individual proppant particles are assumed to be negligible be-

cause of the low proppant concentration, and the drag and gravitational forces acting on proppant

particles are considered. The relationship between the velocity of an individual proppant particle,

Vp, the velocity of the fluid, V , and gravitational settling, Vs, is given by [69]:

Vp = V − (1− C)Vs (2.9)

2.2.2.2 Proppant settling

The gravity-induced proppant settling velocity in a slurry, Vs, is computed by [60],

Vs =
(1− C)2

101.82C

(ρsd − ρf ) gd2

18µ
(2.10)
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where ρsd is the proppant particle density, ρf is the pure fluid density, g is the gravitational acceler-

ation constant, d is the proppant diameter, and µ is the fracture fluid viscosity where its relationship

with C can be modeled through the following empirical expression [70]:

µ(C) = µ0

(
1− C

Cmax

)−α
(2.11)

where µ0 is the pure fluid viscosity, α is an exponent in the range of 1.2 to 1.8, and Cmax is the

theoretical maximum concentration, which is determined by Cmax = (1− φ) ρsd where φ is the

proppant bank porosity. The particles settle out of the flow to the fracture bottom and forms a

proppant bank. The evolution of proppant bank height, δ, by the settling flux at the boundary is

described by [43, 71],

(1− φ)
d (δW )

dt
= CVsW (2.12)

The proppant bank is initially of vanishing thickness (δ(x, 0) = 0). Because of the dilute

suspension, the proppant bank height will remain much smaller than the fracture height (δ � H)

unless the hydraulic fracturing operation continuous for a long period of time.

In order to describe the spatiotemporal evolution of important variables in hydraulic fractur-

ing, there are challenges associated with coupling of nonlinear dynamic equations defined over

the time-dependent spatial domain. For example, (1) rock deformation, fluid flow, and proppant

transport are described by a set of highly coupled nonlinear equations; (2) leak-off rate has to be

determined via iterations; (3) considering proppant settling and advection requires fine meshes;

(4) the spatial domain changes with time; and (5) the number of discretized nonlinear algebraic

equations to be solved for accurate solutions grows with time, significantly increasing the compu-

tational requirements [72, 73, 74, 75, 76, 77].

2.3 Numerical simulation

Motivated by these challenges, a novel numerical scheme is developed for efficiently solving

these equations defined over the time-dependent spatial domain. In order to capture the detailed

process dynamics of the system that has a boundary condition associated with the time-dependent
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spatial domain, a fixed-mesh strategy is selected. Additionally, the size of integration time step

is adopted on the basis of Courant-Friedrichs-Lewy (CFL) condition to handle the computational

requirement effectively.

2.3.1 Numerical solution procedure

The steps of the proposed numerical algorithm are explained below:

1. At time step tk, the fracture length, L(tk+1), is obtained by elongating the fracture tip by ∆x.

2. The coupled equations of lubrication theory and elasticity equations (Eqs. (2.1)–(2.6))

are solved to calculate the fracture width, W (x, tk+1), net pressure, P (x, tk+1), flow rate,

Q(x, tk+1), and the fluid velocity field, V (x, tk+1).

3. Calculate τ(xk+1) in Eq. (2.5) iteratively by repeating Steps 2 and 3.

4. Advection and proppant settling equations (Eqs. (2.7)–(2.12)) are solved using the proppant

solver with the updated fluid velocity field, V (x, tk+1), to obtain suspended proppant con-

centration, C(x, tk+1), settling velocity, Vs(x, tk+1), and proppant bank height, δ(x, tk+1),

across the fracture.

5. The time interval ∆tk is determined. For computational efficiency, the size of a numerical

integration time step can be adapted based on the CFL condition.

6. Set k ← k + 1 and go to Step 1.

The schematic diagram of the above numerical algorithm is shown in Fig. 2.2. In this work,

the fracture width changes more rapidly near the fracture tip compared to that near the wellbore,

which provides room for improvement in the computational efficiency by increasing ∆t near the

wellbore according to the CFL condition. This technique has been widely accepted to improve the

computational efficiency [78].
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Figure 2.2: Schematic flow diagram of the numerical simulator.

2.4 Design of optimal pumping schedule

In hydraulic fracturing, the same propped volume may lead to different fracture productivity.

For example, in a high-permeability formation, a wide and short fracture is preferred while in a

low-permeability formation a narrow and long fracture is preferred [10]. Therefore, producing

fractures with desired width and length are essential for productivity improvement, which can be

explicitly considered through the UFD scheme explained in the following section.

2.4.1 Unified fracture design

UFD is an offline optimization-based technique to find a set of optimal values for the fracture

width and length that maximizes the productivity of a stimulated well. For a given mass of prop-

pant, Mprop (equivalently, for a given propped volume Vp = Mprop/((1− φ) ρsd)), to be injected

to a reservoir well with a volume Vr and of a formation permeability k, there exists the optimal

fracture conductivity Cfd at which the productivity index JD becomes maximum. For the optimal

Cfd value, a set of corresponding values for the fracture length and width is determined, which has

to be satisfied at the end of pumping [11, 12]. More specifically, the steps for the UFD scheme are
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as follow:

1. Determine the amount of proppant to be injected, Mprop (or equivalently, Vp).

2. Calculate the proppant number, Np, which is given by the following expression:

Np =
2kfVp
kVr

(2.13)

where kf is the fracture permeability which depends on the type of the proppant.

3. Determine the optimal fracture conductivity,Cfd, from the proppant number,Np (please refer

to Figs. 2 and 3 in [11]).

4. Calculate the optimal fracture length and width through the following formula:

Lopt =

(
kfVp

2Cfdkh

)0.5

and Wopt =

(
CfdkVp
2kfh

)0.5

(2.14)

When the generated fractures are being closed because of the surrounding natural stress after

the pumping is stopped, which is known as fracture closure, the fracture width will decrease and

eventually reach the optimal fracture width, Wopt, while the fracture length will remain identical.

Therefore, the desired fracture length, Lopt, and fracture width, Wopt, have to be satisfied at the

end of hydraulic fracturing treatment to achieve maximum productivity of a stimulated well.

Additionally, it is also very important to achieve a uniform proppant concentration level across

the fracture at the end of pumping for effective extraction of oil and gas inside the reservoir. One

of the most commonly used pumping schedules is developed by Nolte [28] where he provides a

power-law type pumping schedule φ(t), which is formulated as follows:

φ(t) =


φd

(
t−tp
te−tp

)ε
for t ≥ tp

0 for t < tp

(2.15)

where φd is the target concentration, ε = (1− η) / (fa + η) is an exponent calculated based on
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the proppant mass balance equation for a given efficiency η, te is the total pumping time, fa is

the aggressiveness of the pad selection (total amount of pad) and tp = faεte is the time at which

proppant injection is started. The amount of pad to be injected will depend on the value of fa.

For example, if fa > 1, the pad amount will be higher than required (called conservative pumping

schedules), while if fa < 1, the pad amount to be injected will be less than required (called

aggressive pumping schedules).

Another approach is proposed by Gu and Desroches [29], which suggests using an iterative

scheme together with a detailed forward simulator to solve an inverse problem. One additional

effort has been made by Dontsov and Peirce [30] based on the assumption that the proppant par-

ticles have a weak impact on the fracture propagation to generate a pumping schedule which is

more accurate than Nolte [28] and less computationally challenging than Gu and Desroches [29].

However, the accuracy of this method deteriorates for high concentration levels, which limit its

applicability to low proppant concentration regimes. We want to note that, none of these three

pumping schedules explicitly consider the practical constraints for the design of optimal pumping

schedules, which has motivated the design of the following pumping schedule.

2.4.2 Optimal pumping schedule

In this section, we introduce a novel methodology to design a practical yet optimal pumping

schedule to achieve a uniform proppant concentration level across the fracture at the end of pump-

ing. We consider the practical constraints such as the limit on the change of proppant concentration

between pumping stages and the optimal fracture geometries which have to be satisfied at the end

of pumping. The proposed methodology consists of two parts, (A) and (B). Part A is to achieve

the desired fracture geometry at the end of pumping, which is described below:

1. Select the amount of proppant to be injected, Mprop.

2. Obtain the optimal fracture length, Lopt, and width, Wopt, from UFD.

3. Provide an initial guess for the fracture width at the end of pumping, Weop, which should be

greater than the optimal fracture width (Weop > Wopt).
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4. Calculate the average viscosity, µavg, using the following equation:

µavg =
µ(0) + µ(Ctarget)

2
(2.16)

where µ(0) and µ(Ctarget) are the viscosity of the fluid at C = 0 (i.e. no proppant) and

C = Ctarget (i.e. target concentration at the end of pumping), respectively. Ctarget can be

obtained through the following formula:

Ctarget =
Mprop

LoptWeopH
(2.17)

5. Fix the flow rate,Q0, and run the forward simulator by using µavg to obtain the total treatment

time, te, pad time, tp = faεte, and the fracture width at the end of pumping, Weop, to reach

Lopt at the end of pumping.

6. Using the updated Weop, repeat Steps 4 to 5 until the simulation result converges.

After determining the pad and total treatment times (tp and te), we focus on designing a practi-

cal pumping schedule to achieve a uniform proppant concentration level across the fracture at the

end of pumping (Part B). The main idea of Part B of the proposed methodology for the pumping

schedule design is the following: The target concentration profile can be approximated by lin-

ear combinations of multiple spatial concentration profiles, each of which is generated using the

constant-concentration pumping schedules with the viscosity at the average concentration level. As

a result, a practically-feasible target concentration profile is obtained (see Fig. 2.3.b). By assuming

that there is no fluid backmixing, the amount of proppant particles injected between ti and ti+1 in

the pumping schedule (the area in red on Fig. 2.3.a) with the fixed proppant concentration φstage,i

will be identical to the amount of proppant particles located between xstage,i and xstage,i+1 (the area

in red on Fig. 2.3.b) at the end of pumping. It will lead to an inverse problem which can be solved

for the duration of each stage in the pumping schedule. The concentration unit used in this work is

1 pound of proppant added to the gallon of fluid (ppga), which is not a standard concentration def-
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inition in chemical engineering, but it is popular in petroleum engineering. The detailed procedure

for Part B of the proposed pumping schedule design technique to achieve a uniform concentration

level is described below:

ti ti+1

Q0�stage,i∆tstage,i

xstage,i  xstage,i+1

∫HW(x,te)Ci(x,te)dx

t

�stage,i
C(x,te)

tp x

(a) (b)

Figure 2.3: (a) proppant pumping schedule, and (b) practically-feasible target concentration profile.

1. For the fixed flow rate, Q0, and pad time, tp, run multiple forward simulations with constant-

concentration pumping schedules, φstage,i(t) = i, where i ∈ {1, 2, 3, ...} in ppga.

2. For each constant-concentration pumping schedule, φstage,i, obtain the corresponding spatial

proppant concentration profiles at the end of pumping, Ci(x, te).
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3. Find the following piecewise practically-feasible target concentration profile

C(x, te) =



C1(x, te) if 0 ≤ x < xstage,1

C2(x, te) if xstage,1 ≤ x < xstage,2

...

Cn(x, te) if xstage,n−1 ≤ x < xstage,n = Lopt

(2.18)

where xstage,1, ..., xstage,n should be determined to minimize (C(x, te)− Ctarget)
2 whereCtarget

is the ideal target concentration.

4. With identified xstage,i and xstage,i+1, determine the time interval, ∆tstage,i, of the correspond-

ing stage i, by solving the following inverse problem based on a mass balance equation on

proppant:

Q0 × φstage,i ×∆tstage,i =

∫ xstage,i+1

xstage,i

HW (x, te)Ci(x, te)dx (2.19)

The generated pumping schedule uses the average viscosity to consider the effect of proppant

particles on fracture propagation. We can further improve the performance of the generated pump-

ing schedule by iteratively adjusting the pad time, tp, and the total treatment time, te, from the

simulation results. A flowchart for the proposed methodological framework to design an optimal

pumping schedule is presented in Fig. 2.4.

Remark 1. The plant-model mismatch and the uncertainties in process model parameters (fracture

height and leak-off coefficient) can be an issue in implementing the proposed pumping schedule,

which can be handled through the design of a feedback control system that uses a set of real-time

measurements as a feedback from the system. In practice, we have very limited access to real-time

measurements such as the fracture width at the wellbore and the fracture length.

Remark 2. The whole problem of pumping schedule design can be formulated as an optimization
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problem including the practical considerations such as the amount of proppant to be injected,

limit on the range of proppant concentration inside the fracture, optimal fracture geometry as

constraints. To avoid a high computational requirement, a reduced-order model can be derived

to describe the spatiotemporal evolution of the important variables of the hydraulic fracturing

process.

Remark 3. The operation of hydraulic fracturing can be viewed as a ‘batch’ process. A system

identification method can be applied to obtain, for example, a state-space model, which will be

used within the optimization problem that can be solved to obtain an optimal pumping schedule.

2.5 Simulation results

In this section, we initially obtained the optimal fracture geometry using the UFD scheme

which will maximize the productivity of a stimulated well for a given amount of proppant particles.

Then, we applied the proposed methodology for the design of an optimal yet practical pumping

schedule to achieve a uniform proppant concentration level across the fracture at the end of the

pumping. The values of the model parameters used in our simulations are listed in Table 2.1.

Specifically, we injected a total amount of 48000 kg proppant over the entire hydraulic fracturing

treatment. For this fixed amount, we obtained the corresponding optimal fracture length Lopt =

135 m and width Wopt = 5.4 mm as per Steps 1-2 in Part A of the proposed methodology, which

are used as constraints that have to be satisfied at the end of pumping.

To achieve the above optimal fracture geometry, we subsequently followed Steps 3-6 in Part

A of the proposed methodology. In particular, we used a constant flow rate of Q0 = 0.03 m3/s

throughout the entire hydraulic fracturing treatment. With this flow rate, the simulation was carried

out to determine the total treatment time, te, pad time, tp, and fracture width at the end of pumping,

Weop, in order to reach the desired fracture length of Lopt = 135 m. The spatiotemporal evolution

of the fracture width and length is shown in Fig. 2.5. It is observed that the growth rate of the

fracture width is initially very high, but it slows down with time, while the fracture length grows

steadily with a constant flow rate. Additionally, Fig. 2.6 shows how the fracture width changes
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Figure 2.4: Flowchart for the optimal pumping schedule design procedure.

with time at the wellbore. Both Figs. 2.5 and 2.6 clearly indicate that the system never reaches

steady-state.

We now continue with the design of the optimal pumping schedule as per Steps 1-4 in Part B

of the proposed methodology using the calculated average viscosity, total treatment time, te, and

pad time, tp. With the average viscosity and developed dynamic model, we executed a total of 6

forward simulations using the constant-concentration pumping schedules: 4, 5, 6, 7, 8, 9 ppga. The

difference between the values are selected to account for a limit on the change of proppant concen-
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Parameter Symbol Value
Leak-off coefficient Cleak 6.3× 10−5 m/s1/2

Maximum concentration Cmax 0.64

Young’s modulus E 0.5× 1010 Pa

Proppant permeability kf 60000 mD

Formation permeability kr 1.5 mD

Vertical Fracture height H 20 m

Proppant particle density ρsd 2648 kg/m3

Pure fluid density ρf 1000 kg/m3

Fracture fluid viscosity µ 0.56 Pa · s
Poisson ratio of formation ν 0.2

Table 2.1: Model parameters used for the simulation.

tration between pumping stages, which is 1 ppga/stage. For each constant-concentration pumping

schedule, the spatial proppant concentration distribution along the fracture at the end of pumping

is obtained, and they are plotted altogether in Fig. 2.7 with the ideal target concentration, Ctarget.

It is observed that due to leak-off of the fluid mixture, proppant concentration level increases along

the fracture length. Motivated by this, a practically-feasible target concentration was obtained by

linear combinations of the generated spatial concentration profiles as shown in Fig. 2.8. Then,

we applied mass balance, Eq. (2.19), to each piece of the practically-feasible target concentration

profile to determine the duration of the corresponding constant-concentration stage in the pumping

schedule. The generated pumping schedule, which is based on the average viscosity, was applied

to the high-fidelity model, and te and tp are adjusted to improve its performance, which is pre-

sented in Fig. 2.9. As a result, the spatial proppant concentration obtained at the end of pumping

is presented in Fig. 2.10 along with ideal target concentration. The difference between the two

profiles increases along the fracture and it reaches maximum particularly at the fracture tip, which

is attributed to the extra time during which more leak-off can take place.

We also studied the effect of fa to the spatial concentration profile at the end of pumping. The

value of fa will affect the total amount of pad to be injected. Pumping the sufficient amount of

pad to create the fracture with the selected length, Lopt, is important. An ideal schedule for a
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Figure 2.5: Spatiotemporal evolution of the fracture width.

fracture treatment is the one where the pumping stops as soon as the proppant front reaches the

fracture tip at the specified fracture length, Lopt, to prevent a premature tip screenout behavior. To

study the effect of fa, we carried out the simulations with the high-fidelity model for the proposed

pumping schedule with three different fa values (fa = 0.3, 0.6 and 0.9), which will directly affect

the pumping schedule through tp = faεte. The spatial proppant concentrations at the end of

pumping for different fa values are shown in Fig. 2.11. It is observed that for fa = 0.9, the spatial

concentration profile at the end of pumping is close to the target concentration but the propped
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Figure 2.6: The evolution of the fracture width at the wellbore with time.

length is short. In this case, the amount of pad injected is more than required, leaving a large,

unpropped region near the fracture tip. On the other hand, for fa = 0.3, the concentration profile

deviates from the target, particularly at the fracture tip. However, it produces a longer propped

fracture length as the pad size is close to the ideal amount. Therefore, depending on the fa value,

the generated pumping schedule can create a fracture with the desired propped length and the

spatial proppant concentration profile at the end of pumping.

After the role of fa on pad size is investigated, we compare the proposed pumping schedule
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Figure 2.7: Spatial proppant concentration profiles obtained at the end of pumping for different
constant-concentration pumping schedules.

with Nolte’s pumping schedule [28]. The spatial proppant concentration profiles obtained from the

proposed method and Nolte’s pumping schedule are shown in Fig. 2.12. It can be observed that

the spatial concentration obtained at the end of pumping using the proposed method is closer to the

target concentration compared to that of Nolte’s pumping schedule. Fig. 2.9 compares the pump-

ing schedules of the two methods. It is observed that the schedule generated using the proposed

method introduces proppant very aggressively in the beginning and levels off to Nolte’s pumping

schedule. The total treatment time is similar in the both schedules. Therefore, we can view the

generated pumping schedule as the projection of Nolte’s pumping schedule onto the feasible space
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constructed by considering operational constraints to achieve a uniform concentration level at the

end of pumping across the fracture.

Specifically, the developed dynamic model is used to describe the spatiotemporal evolution

of proppant settling because of gravity and thereby proppant bank formation using the proposed

pumping schedule design technique. Fig. 2.13 shows the proppant bank height at the end of

pumping. It is observed that the maximum proppant bank height is only 0.2% of the total fracture

height, and it decrease along the fracture. Under the operating condition of interest, the degree of

proppant bank formation is negligible, which is attributed to the high flow rate and high viscosity
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Figure 2.9: Pumping schedules generated using the proposed design technique and Nolte’s method.

of the fluid mixture which prevents fast proppant settling. Therefore, the effect of proppant settling

is not explicitly considered in the design of proppant pumping schedules.

Overall, the proposed methodological framework will offer a systematic approach for the de-

sign of pumping schedule to achieve a uniform proppant concentration level across the fracture at

the end of pumping by directly taking into account the effect of proppant concentration to the fluid

viscosity. Therefore, it can be applied to a broad range of proppant concentrations while the sched-

ule developed by Dontsov and Peirce [30] is limited to low concentrations where the concentration
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Figure 2.10: Spatial proppant concentration profile obtained at the end of pumping using the gen-
erated pumping schedule.

dependence of viscosity can be negligible. Furthermore, it requires fewer iterations compared to

Gu and Desroches [29], which used a proppant transport model to solve an inverse problem itera-

tively, because we start with a guided initial guess (i.e. pumping schedule). Last but not least, the

generated pumping schedule is more practical compared to other pumping schedules as it directly

considers operating constraints such as the limit on the change of proppant concentration between

pumping stages and the desired fracture geometry that maximizes the productivity of a stimulated

well for a given amount of proppant.
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2.6 Conclusions

In this work, we developed a dynamic hydraulic fracturing model for the simulation of prop-

pant transport, fracture propagation and proppant settling. Using the developed dynamic model,

we proposed a new methodological framework for the design of an optimal and practical proppant

pumping schedule to achieve a uniform proppant concentration level across the fracture at the end

of pumping. First, the effect of proppant particles on fracture propagation was approximated by us-
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Figure 2.12: Spatial proppant concentration profiles obtained at the end of pumping using the
proposed method and Nolte’s pumping schedule.

ing the viscosity at the average proppant concentration level during the entire hydraulic fracturing

treatment. With the average viscosity, a set of multiple spatial concentration profiles was generated

by using the developed dynamic model with different constant-concentration pumping schedules.

Second, the target concentration was approximated by linear combinations of the generated spatial

concentration profiles to obtain the practically-feasible target concentration profile. Third, mass

balance was then applied to calculate the time interval of each pumping stage with constant prop-

pant concentration in the pumping schedule. The generated pumping schedule was applied to the
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Figure 2.13: Proppant bank height along the fracture length at the end of pumping.

high-fidelity model, and the obtained spatial concentration profile at the end of pumping was very

close to the target concentration, compared to Nolte’s pumping schedule, which is one of the most

commonly used pumping schedules. Therefore, the proposed methodology was able to generate

an optimal pumping schedule with a small computational requirement, while taking into account

practical constraints such as the limit on the change of proppant concentration between pumping

stages and the desired fracture geometry that has to be satisfied at the end of pumping to maximize

the productivity of a stimulated well for a given amount of proppant particles.
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3. DESIGN OF ONLINE PUMPING SCHEDULES TO ACHIEVE UNIFORM PROPPANT

CONCENTRATION IN CONVENTIONAL OIL RESERVOIRS*

3.1 Introduction

In Chapter 2, we presented a novel design framework for developing an optimal and practical

pumping schedule. However, we viewed hydraulic fracturing processes as an open-loop problem,

which has motivated this work that considers the closed-loop operation of a hydraulic fracturing

process utilizing the available real-time measurements as feedback to adjust the pumping sched-

ule online. We focus on the development of a model predictive control framework to regulate

the spatial variation of proppant concentration across the fracture at the end of pumping. Unlike

other pumping schedules [28, 29, 30, 79], the proposed control framework will generate an op-

timal pumping schedule by utilizing the real-time measurements to estimate unmeasurable states

as well as considering the fact that a pumping schedule consists of multiple substages where the

concentration can vary and the desired fracture geometry that has to be satisfied at the end of

pumping.

This chapter is organized as follows: First, available open-loop pumping schedule design tech-

niques are presented. Next, a reduced-order model is developed using the simulator results, based

on which a Kalman filter is designed to estimate unmeasurable states such as the proppant con-

centration inside the fracture. Lastly, a model predictive controller that uses the available state

estimates is designed to achieve uniform proppant concentration across the fracture at the end of

pumping.

3.2 Dynamic modeling of hydraulic fracturing processes

The dynamic model presented in Section 2.1 is used to simulate hydraulic fracturing process.

∗Reprinted with permission from “Modeling of hydraulic fracturing and designing of online pumping schedules
to achieve uniform proppant concentration in conventional oil reservoirs” by Siddhamshetty et al., 2018. Computers
& Chemical Engineering, 114, 306-317, Copyright 2018 by Elsevier.
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3.3 Open-loop pumping schedule

In hydraulic fracturing, it is very important to achieve uniform proppant concentration across

the fracture at the end of pumping for effective extraction of oil and gas inside the reservoir. One

of the most commonly used pumping schedules is developed by Nolte [28] where he provided a

power-law type pumping schedule C0(t), which is formulated as follows:

C0(t) =


Ctarget

(
t−tp
te−tp

)ε
for t ≥ tp

0 for t < tp

(3.1)

where Ctarget is the target concentration, ε = (1− η) / (1 + η) is an exponent calculated based on

the proppant volume balance for a given efficiency η, te is the total pumping time, and tp = εte is

the time at which proppant injection is started.

Fig. 3.1 shows the obtained spatial proppant concentration profile using multiple pumping

schedules along with the target concentration profile. In this case, we injected a total amount

of 48000 kg proppant over the entire hydraulic fracturing treatment. For this amount of prop-

pant, the optimal fracture length calculated using UFD is 135 m, which will be discussed later

in Section 3.4.1. The concentration unit used in this work is 1 pound of proppant added to the

gallon of fluid (ppga), which is not a standard concentration unit in chemical engineering, but it

is popular in petroleum engineering. First, it was observed that the constant-concentration pump-

ing schedule was not able to achieve uniform proppant concentration. This is due to the leak-off

of the fracturing fluid during the hydraulic fracturing operation, which will increase the proppant

concentration along the fracture length. Second, Nolte’s pumping schedule was able to generate

uniform proppant concentration near the wellbore, but the discrepancy from the target concentra-

tion increases with the fracture, leading to a short propped length compared to the target length

of 135 m. This is because the predefined formula did not estimate the leak-off amount accurately,

due to the process-model mismatch, leading to the early termination of the hydraulic fracturing

process.
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Figure 3.1: Comparison of spatial proppant concentration profiles obtained at the end of pumping
under different pumping schedules.

Additionally, there are other pumping schedules proposed by Gu et al. and Dontsov et al.

[29, 30] where the former is computationally expensive while the application of the latter is lim-

ited to low proppant concentration. It is important to point out that the above-mentioned pumping

schedule design techniques viewed the hydraulic fracturing operation as an open-loop problem,

which may lead to poor performance if there is a plant-model mismatch and uncertainties in the

process model parameters. Motivated by these considerations, in this work, we focus on the devel-

opment of a control strategy that is able to regulate the spatial variation of proppant concentration

across the fracture at the end of pumping, which will be further discussed in the following section.

3.4 Model predictive control for hydraulic fracturing systems

In this section, we first use the multivariable output error state-space (MOESP) algorithm to

regress a linear time-invariant state-space model of the hydraulic fracturing process using the simu-

lation results from the high-fidelity model. Typically, a set of real-time measurements readily avail-
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able from the hydraulic fracturing system is limited to the wellbore pressure and microseismic data

[80], which will be further analyzed to determine the fracture width at the wellbore (through the

elasticity equation, Eq. (2.2)) and the fracture length, respectively. Based on the developed time-

invariant state-space model, we will design a Kalman filter that uses the real-time measurements to

estimate unmeasurable states such as the proppant concentration across the fracture. Then, we will

present a model predictive control formulation that will compute a proppant pumping schedule to

achieve uniform proppant concentration across the fracture at the end of pumping while explicitly

taking into account practical, safety, and optimality considerations.

3.4.1 Unified fracture design

In hydraulic fracturing, depending on the geological condition of the rock formation, the same

propped volume may lead to different fracture productivity. For example, in a high-permeability

formation, a wide and short fracture is preferred while in a low-permeability formation, a narrow

and long fracture is preferred [10]. Therefore, producing fractures with the desired width and

length is essential for the high productivity of a stimulated well, which can be achieved through an

optimization-based technique called UFD.

The UFD scheme is an offline technique that calculates a set of optimal values for the fracture

width and length that maximizes the productivity index JD when the amount of the proppant to

be injected, the proppant permeability, the reservoir permeability, the pay-zone thickness, and the

dimension of the fracture drainage volume are available [11, 12, 81]. The steps for the UFD scheme

are briefly presented below:

1. For the amount of proppant to be injected,Mprop, calculate the proppant number,Np, through

the following expression:

Np =
2kfMprop

(1− φ) ρsdkVr
(3.2)

where kf is the proppant permeability, and Vr is the reservoir volume.

2. Determine the optimal fracture conductivity, Cfd, which depends on the proppant number,

Np (please refer to Figs. 2 and 3 in [11]).
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3. Calculate the optimal fracture length and width through the following formula:

Lopt =

(
kfMprop

2CfdkH (1− φ) ρsd

)0.5

and Wopt =

(
CfdkMprop

2kfH (1− φ) ρsd

)0.5

(3.3)

When the pumping is stopped, the suspended proppant will be settled and the natural stress

imposed by the surrounding rock formation will close the fracture opening all the way to the area

already occupied by the proppant. Therefore, it is very important for the desired fracture length,

Lopt, and width, Wopt, to be satisfied at the end of pumping to achieve the maximum productivity

of a stimulated well, which will be introduced to the MPC formulation as a terminal constraint

(Section 3.4.4). Additionally, a target concentration is calculated as follows:

Ctarget =
Mprop

HLoptWopt

(3.4)

3.4.2 System Identification

Due to the infinite-dimensional nature of the models of Eqs. (2.1)–(2.12), they cannot be

directly used for the purpose of controller design. While there are a variety of linear [82, 83, 84] and

nonlinear [85, 86, 87, 88] model order-reduction techniques available, in this work, we developed

a reduced-order model by applying the MOESP algorithm to regress a linear time-invariant state-

space model of the hydraulic fracturing process, which is presented in the following form:

x(tk+1) = Ax(tk) +Bu(tk) (3.5a)

y(tk) = Hx(tk) (3.5b)

where y(tk) = [W0(tk), L(tk), C(x1, tk), C(x2, tk), C(x3, tk), C(x4, tk), C(x5, tk), C(x6, tk)]
T de-

notes the vector of output variables, W0(tk) is the fracture width at the wellbore, L(tk) is the frac-

ture length, C(x1, tk), ..., C(x6, tk) are the proppant concentration at 6 different locations across

the fracture, and u(tk) = [C0(tk), C0(tk − θx1), C0(tk − θx2), C0(tk − θx3), C0(tk − θx4), C0(tk −
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θx5), C0(tk − θx6)]T is the inlet concentration at the wellbore (i.e, the manipulated input variable),

and θxi is the input time-delay due to the time required for the proppant to travel from the wellbore

to a particular location xi. We want to note that the model identification is performed once and

offline using the data obtained from the high-fidelity process model or field experiments.

In the hydraulic fracturing system, the available real-time measurements are limited to the

fracture width near the wellbore and fracture length. This leaves many important state variables,

including the proppant concentration across the fracture, to be estimated through the design of a

Kalman filter, which will be discussed in the following section.

Remark 4. The linear discrete-time state space model is good for the purpose of this study. Specif-

ically, we varied the input profile so that we can cover the entire range of operating conditions that

are being considered in the field. As the reviewer mentioned, nonlinear MPC will definitely help

because the governing equation is indeed a nonlinear parabolic PDE with the moving boundary.

Recently, we have developed a local model order-reduction technique which will generate a non-

linear reduced-order model. Nonlinear MPC theory will be applied to this reduced-order model.

3.4.3 State estimator design using Kalman filter

The process and measurement noise is added to the reduced-order model presented in Eq. (3.5)

as follows:

x(tk+1) = Ax(tk) +Bu(tk − θ) + w(tk) (3.6a)

y(tk) = Hx(tk) + v(tk) (3.6b)

where w is the process noise which is assumed to be drawn from a zero mean multivariate normal

distribution with covariance Q, and v is the measurement noise which is assumed to be zero mean

gaussian white noise with covariance R.

The algorithm works in a two-step process: prediction and measurement update. Combining

the prediction and measurement update steps, the Kalman filter equations are presented in the
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following form:

x̂(tk+1) = Ax̂(tk) +Bu(tk − θ) +M(tk)(ym(tk)− ŷ(tk)) (3.7a)

M(tk) = P (tk)H
T (R(tk) +HP (tk)H

T )−1 (3.7b)

P (tk+1) = (I −M(tk)H)P (tk) (3.7c)

where the operator (̂·) is used to denote the estimated variables, M(tk) is the Kalman filter gain,

and P (tk) denotes the covariance of the state estimation error.

Fig. 3.2 shows the comparison between the estimated and actual concentration profiles at 6

different locations. It can be observed that the state estimates of the proppant concentration at

specific locations across the fracture quickly converge to the true values obtained from the high-

fidelity model. In all instances, the effect of the measurement noise, often found in experimental

readings, is simulated by introducing white noise with a fixed variance.

3.4.4 Pumping schedule formulation using model predictive controller

Within this regard, a novel model predictive control scheme is formulated for the design of a

single-input multi-output feedback control system with the objective of minimizing the squared

deviation of the proppant concentration across the fracture from the target concentration. The

proposed control scheme is formulated in the following form:
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min
Cstage,k,...,Cstage,10

6∑
i=1

(Ĉi(tf )− Ctarget)2 (3.8a)

s.t. Kalman filter, Eq. (3.7) (3.8b)

Ŵ0(tk) = W0(tk), L̂(tk) = L(tk) (3.8c)

Cmin ≤ Ĉi(tk + j∆) ≤ Cmax (3.8d)

j = 0, . . . , 10− k (3.8e)

Cstage,k−1+m ≤ Cstage,k+m ≤ Cstage,k−1+m + 4 (ppga) (3.8f)

m = 1, . . . , 10− k (3.8g)

2Q0∆

(
10∑
k=1

Cstage,k

)
= Mprop (3.8h)

L̂(tf ) = Lopt, Ŵ0(tf ) ≥ Wopt (3.8i)

where tf is the total treatment time, ∆ is the sampling time, tk is the current time, Ĉi(tk) is the

predicted proppant concentration inside the fracture at a specific location where i = 1, . . . , 6,

W (tk) and L(tk) are the measurements of the fracture width at the wellbore and fracture length

at the kth sampling time, which are the only measurable outputs in real-time with accuracy, and

Cstage,k is the inlet proppant concentration (i.e., manipulated inputs) of the kth substage, which

corresponds to t ∈ [tk, tk + ∆), which can be computed by solving Eq. (3.8) with a shrinking

prediction horizon Np = tf − tk. The schematic diagram of the closed-loop operation of hydraulic

fracturing is presented in Fig. 3.3.

In the optimization problem of Eq. (3.8), the cost function of Eq. (3.8a) describes the squared

variation of the proppant concentration at 6 different locations across the fracture at the end of

pumping. A Kalman filter of Eq. (3.7) is used to predict the dynamic behavior of the proppant

concentration at 6 spatial locations across the fracture as well as the fracture width at the well-

bore and fracture length. The Kalman filter is initialized at every sampling time tk utilizing the
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Figure 3.2: Comparison between the true values and the estimates of proppant concentration at 6
different locations.

real-time measurement of fracture width at the wellbore and fracture length, which is described by

Eq. (3.8c). The constraint of Eq. (3.8d) imposes the limits on the state variables to avoid prema-

ture termination of the hydraulic fracturing process. The constraint of Eq. (3.8f) implies that the

proppant concentration will be increased monotonically, but the increase should not be more than

4 ppga. The constraint of Eq. (3.8h) describes the amount of proppant to be injected over the entire

hydraulic fracturing process. The optimal fracture geometry calculated by UFD will be employed

through the terminal constraint of Eq. (3.8i).

Remark 5. The real-time measurements readily available online from the hydraulic fracturing

process are the fracture width at the wellbore (using the wellbore pressure data) and the fracture

length (using the microseismic data). Without any human interaction, the data are processed auto-
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Figure 3.3: Closed-loop operation of hydraulic fracturing under MPC.

matically and provided almost in real-time. In particular, the microseismic data usually contains

more measurement noise, because the geospones (i.e., sensors) are located on the surface while the

event takes place at 10,000 ft below the surface. To handle this measurement noise, a geophysicist

or other trained expert can review the data as they arrive and remove unrealistic samples before

sending out final results at the expense of time delay in the measurement.

3.5 Closed-loop simulation results

In this section, we demonstrated the feasibility of the proposed control framework for the reg-

ulation of proppant concentration in hydraulic fracturing at the end of pumping. The dynamic

model developed in Section 3.2 was utilized to simulate the hydraulic fracturing process. The val-

ues of the process model parameters used in our simulations are listed in Table 2.1. Specifically,

we injected a total amount of 48000 kg proppant over the entire hydraulic fracturing treatment.

For this fixed amount, we obtained the corresponding optimal fracture length Lopt = 135 m and

width Wopt = 5.4 mm from UFD, which were introduced as a constraint (Eq. (3.8i)) in the MPC

formulation that has to be satisfied at the end of pumping. These values were also used to calculate

the target proppant concentration at the end of pumping, Ctarget = 10 ppga. Throughout the entire

hydraulic fracturing treatment, we used constant flow rate of Q0 = 0.03 m3/s. The pad time, tp,

was fixed to be 220 s in order to reach the desired fracture length of Lopt = 135 m without tip

screen-out (i.e., premature termination of the hydraulic fracturing process). The Kalman filter and

feedback control system were initialized after the injection of pad (i.e., tk ≥ tp). In the closed-loop

simulation, ∆ and tf were chosen to be 100 s and 1220 s, respectively. The proppant pumping
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schedule was divided into 10 substages and the duration of each substage was identical to the sam-

pling time ∆. We assumed that at the beginning of each substage, the real-time measurements of

W0(tk) and L(tk) are available, which are used to compute estimates of Ĉi via the Kalman filter,

and it is the time at which the controller is called [53]. The developed Kalman filter was used in

the optimization problem to predict the process behavior by handling the process and measurement

noise. The first step of solution, Cstage,k, obtained by solving the optimization problem over a pre-

diction horizon length of Np was applied to the dynamic model in a sample-and-hold fashion, and

this procedure was repeated at every sampling time until the end of treatment.

The proposed control framework was applied to the high-fidelity model, and the generated spa-

tial proppant concentration at the end of pumping is presented in Fig. 3.4. Compared to Nolte’s

pumping schedule, the generated proppant concentration from the proposed control framework

was closer to the target concentration, and it was able to achieve the desired fracture length, 135 m,

while Nolte’s pumping schedule was not able to make it because of the early-termination. Fig. 3.5

compares the pumping schedule obtained from the proposed control framework and Nolte’s pump-

ing schedule. It is observed that the treatment time as well as the overall trend of pumping sched-

ules of the both pumping schedules is similar. Additionally, we want to note that the generated

pumping schedule under MPC is less aggressive in a sense that more proppant was injected at

a later time stage, compared to that of Nolte’s pumping schedule. This is because the gener-

ated pumping schedule is the projection of Nolte’s pumping schedule onto the feasible space

constructed by considering operational constraints to achieve uniform concentration at the end

of pumping across the fracture.

Additionally, the developed dynamic model was used to describe the spatiotemporal evolution

of proppant bank height formed by gravity-induced proppant settling. Fig. 3.6 shows that the

proppant bank height at the end of pumping is at most 0.23% of the total fracture height, and it

further decreases along the fracture. This is because under the current operating condition, the high

flow rate and high viscosity of the fluid mixture prevent fast proppant settling. Therefore, the effect

of proppant settling is not explicitly considered in the design of proppant pumping schedules.
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Figure 3.4: Spatial proppant concentration profiles obtained at the end of pumping under MPC and
by Nolte’s pumping schedule.

We also studied the effect of a plant-model mismatch in Young’s modulus,E, by performing the

closed-loop simulations with 90% and 110% of its nominal value. The obtained spatial proppant

concentration profiles at the end of pumping are shown in Fig. 3.7 along with the case when there

is no mismatch in E. The proposed control framework was not able to handle the mismatch in E

due to the weak relationship between the proppant concentration at the wellbore (i.e., manipulated

input) and the measurable outputs such as the fracture width at the wellbore and fracture length.

More specifically, the undesired effect in the fracture width and length, directly caused by the

mismatch in E, was not able to be compensated for by adjusting the proppant concentration at the

wellbore.

Then, we studied the ability of the closed-loop system to reject disturbance introduced to a par-

ticular substage of the proppant pumping schedule. Specifically, we perturbed the optimal proppant

concentration of the 5th substage by -10%. Fig. 3.8 shows how the proposed control system re-

sponded to the disturbance, which is compared with the case when there is no disturbance. Once

the disturbance introduced to the inlet concentration at the 5th substage was detected, the controller

took a prompt action by increasing the proppant concentration of the subsequent substages to in-
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Figure 3.5: Comparison of the pumping schedule generated under MPC with Nolte’s pumping
schedule.

ject the required total proppant amount of 48000 kg by the end of pumping while at the same time

attempting to achieve uniform concentration. Fig. 3.9 shows the resulting spatial proppant con-

centration at the end of pumping. The proposed feedback control system was able to minimize the

undesired effect attributed to the disturbance introduced to the 5th substage, eventually leading to

the production of the final concentration close to the target concentration. Because of the unsteady

state operation of the hydraulic fracturing process, some deviations from the target concentration

still persist at some locations that were directly influenced by the disturbance.

No. of substages Cost function
6 0.819

8 0.175

10 0.099

Table 3.1: Cost function values under MPC with different number of substages considered in the
pumping schedule design.

After investigating the performance of controller to eliminate the plant-model mismatch and
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Figure 3.6: Spatial proppant bank height profile obtained at the end of pumping.

disturbances, we varied the number of proppant pumping substages while maintaining the number

of spatial locations across the fracture at which we want to achieve uniform proppant concentra-

tion. Specifically, the control objective was to minimize the squared deviation of the proppant

concentration from the target concentration across the 6 spatial locations. It was observed from

Table 3.1 that the value of the cost function decreased with the number of pumping substages. The

spatial concentration profiles obtained from the three cases at the end of pumping are compared in

Fig. 3.10.

No. of locations Cost function
4 0.239

5 0.118

6 0.099

Table 3.2: Cost function values under MPC with different number of spatial locations considered
in the cost function.

On the other hand, using a pumping schedule with 10 substages, we then varied the number of

spatial locations at which we want to achieve uniform proppant concentration. In Table 3.2, it is
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Figure 3.7: Spatial proppant concentration profiles obtained at the end of pumping under MPC
when there is a plant-model mismatch in Young’s modulus with 90% and 110% of its nominal
value.

shown that the value of the cost function decreased with the number of spatial locations considered

in the cost function. The spatial concentration profiles obtained at the end of pumping from the

three cases are compared in Fig. 3.11.

The proposed control scheme was solved with a shrinking horizon fashion. Due to the use of

linear reduced-order models, we were able to reduce the computational requirement significantly.

The computation time to solve the optimization problem, Eq. (3.8), at each sampling time is

given in Table 3.3. Please note all the calculations were performed using MATLAB on a Dell

workstation, powered by Intel(R) Core(TM) i7-4790 CPU@3.60GHz, running the Windows 8

operating system.

According to the foregoing analysis, we can conclude that a pumping schedule that consists of

10 substages and attempts to achieve uniform proppant concentration over 6 locations will generate

the spatial proppant concentration profile, which is closer to the target concentration than any other

pumping schedules, across the fracture at the end of pumping.
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Figure 3.8: Variations in the proppant pumping schedule when there is a disturbance introduced to
the 5th substage of the pumping schedule.

3.6 Novelty of the proposed method

The proposed control framework will offer a systematic approach for the design of an opti-

mal pumping schedule to achieve uniform proppant concentration across the fracture at the end of

pumping. The novelty of the proposed method is as follows: First, the proposed method considers

the influence of proppant transport on fracture propagation by directly taking into account the ef-

fect of proppant concentration to the fluid viscosity. Therefore, it can be applied to a broad range

of proppant concentration while the proppant schedule developed by Dontsov and Peirce [30] is

limited to low concentration where the concentration dependence of viscosity can be negligible.

Second, a Kalman filter is used to estimate the unmeasurable states such as proppant concentra-

tion inside the fracture, and thus, we can regulate the unmeasurable states. Third, a reduced-order

model is used to reduce the computational requirement, while Gu and Desroches [29] used a de-

tailed forward model to solve an inverse problem iteratively. Fourth, the generated optimal pump-

ing schedule is more practical compared to other pumping schedules as it is designed based on

optimality and safety considerations such as (1) the fact that a pumping schedule consists of mul-
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Figure 3.9: Spatial proppant concentration profiles obtained at the end of pumping under MPC
when there is a disturbance introduced to the 5th substage of the pumping schedule.

tiple substages where the concentration can vary, (2) the desired fracture geometry that maximizes

the productivity of a stimulated well for a given amount of proppant to be injected, and (3) the state

and input constraints to avoid premature termination of the hydraulic fracturing process.

3.7 Conclusions

In this work, we developed a control framework that generates an optimal pumping schedule

to achieve uniform proppant concentration across the fracture at the end of pumping. Initially, we

developed a first-principles model for the hydraulic fracturing process. Second, a novel numer-

ical scheme was developed to deal with the high computational requirement caused by coupling

of multiple PDEs defined over a time-dependent spatial domain. Third, a reduced-order model

was constructed by using these simulation results, and a Kalman filter was designed to effectively

estimate important variables that are not measurable in real-time. Lastly, MPC theory was applied

for the design of the feedback control system to achieve uniform proppant concentration across

the fracture at the end of pumping. The generated pumping schedule using the proposed control

scheme was able to produce uniform concentration at the end of pumping which was closer to the
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Figure 3.10: Spatial proppant concentration profiles obtained at the end of pumping under MPC
with different number of substages considered in the pumping schedule design.

target concentration, compared to Nolte’s pumping schedule, which is one of the most commonly

used pumping schedules. Furthermore, the proposed methodology was able to generate an on-

line pumping schedule with a reasonable computational requirement while explicitly taking into

account practical, safety, and optimality considerations. The performance of the proposed con-

trol scheme was evaluated with respect to the use of different numbers of substages and spatial

locations considered in the pumping schedule formulation.
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Figure 3.11: Spatial proppant concentration profiles obtained at the end of pumping under MPC
with different numbers of spatial locations considered in the cost function.

kth sampling time Computation time (seconds)
1 64.39
2 36.48
3 32.49
4 22.11
5 17.28
6 10.37
7 6.43
8 2.83
9 0.64
10 0.23

Table 3.3: The computation time to solve the optimization problem, Eq. (3.8), at each sampling
time.
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4. FEEDBACK CONTROL OF PROPPANT BANK HEIGHTS DURING HYDRAULIC

FRACTURING FOR ENHANCED PRODUCTIVITY IN SHALE FORMATIONS*

4.1 Introduction

In Chapter 3, we presented a control framework that generates an optimal pumping schedule to

achieve uniform proppant concentration across the fracture at the end of pumping in conventional

oil reservoirs. In conventional oil reservoirs, high-viscosity fracturing fluids ensure that most of the

proppant remains in suspension during the treatment and the closure process. Thus, it is sufficient

to regulate the suspended proppant concentration along the fracture at the end of pumping. In

contrast, in unconventional reservoirs, predominantly low-viscosity (“slick-water”) fluids are used

and the proppant settles quickly forming a proppant bank. The proppant bank will continue to grow

until it reaches the equilibrium height; a state when the rate of proppant washout on top of proppant

banks due to the shear force is equal to the rate of bank formation via proppant settling. Thereafter,

the injected proppant particles will flow over the top of the equilibrium-height proppant bank and

travel farther to find a location at which the proppant bank has not reached the equilibrium height

yet. This proppant transport behavior has been known for a long time [89, 90, 91, 92, 93] but has

become dominant only recently, due to the widespread use of slick-water as fracturing fluids. We

are not aware of incorporating it into the controller design.

Over the last two decades, the oil and gas industry has employed optimization techniques for

a variety of purposes such as determining optimal well location and spacing of fracture stages

[20, 94, 95], field development under uncertainty [18], resource scheduling [17, 96], maximization

of net present value [14, 15], optimization of water management in shale oil and gas production

process [97, 98, 99, 100], shale oil and gas supply chain optimization [101, 102], history match-

ing of reservoir parameters [19, 103, 104, 105, 106, 107], and development of well and reservoir

simulators [23, 24, 25, 108]. Specifically, for a given amount of proppant to be injected, a unified

∗Reprinted with permission from “Feedback control of proppant bank heights during hydraulic fracturing for
enhanced productivity in shale formations” by Siddhamshetty et al., 2018. AIChE Journal, 64, 1638-1650, Copyright
2018 by John Wiley and Sons.
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fracture design (UFD) that provides the optimal fracture geometry was proposed for conventional

oil and gas reservoirs to maximize well performance [10], and recently, the approach has been

further extended to unconventional (low-permeability) resources [13]. However, in practice, while

planning for hydraulic fracturing in unconventional reservoirs, very limited information is avail-

able. In fact, the enhanced formation permeability of the stimulated volume is created during the

fracturing process and hence cannot be measured beforehand. Therefore, the usual combination

of sophisticated reservoir simulations and computationally extensive nonlinear optimization algo-

rithms [109, 110, 111, 112] might be difficult to justify at the planning stage. Motivated by these

considerations, recently, Liu and Valkó [113] proposed a section-based optimization method to

maximize the dimensionless productivity index (PI) assuming constant pressure at the wellbore

and infinite conductivity fracture (i.e., zero pressure drop in the fracture during the production

stage). In this approach, there is no need to know the enhanced permeability to be established, if

one can assume that the selected total amount of fracturing materials is already enough to stimulate

the available formation volume and within it, uniform enhanced permeability will be established.

The approach converts a fixed amount of proppant into a total length of infinite conductivity frac-

tures that in turn is used as an overall constraint to find the three decision variables: number of

wells, number of fractures per well and fracture half-length. To make the optimum unique, one

may need additional constraints on the admissible range of fracture half-lengths accounting for

additional (non-fracturing related) costs.

Motivated by these considerations, we focus on the development of a high-fidelity process

model to obtain a fundamental understanding of the proppant bank formation mechanism and its

relationship to manipulated input variables such as proppant concentration and flow rate of the

injected fracturing fluids. To deal with large computational requirements due to dynamic sim-

ulation of highly-coupled PDEs defined over a time-dependent spatial domain, a reduced-order

model is developed by applying the multi-variable output error state-space algorithm to the data

obtained from the high-fidelity process model. The obtained reduced-order model is used to design

a Kalman filter to estimate the unmeasurable states in real-time and handle the presence of uncer-
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tainties in the measurement data. Then, we develop a model-based feedback controller to minimize

the spatial variation of proppant bank heights along the fracture at the end of pumping by taking

into account (a) actuator limitations that the pumping schedule consists of multiple pumping stages

where the flow rate and the proppant concentration can be varied, (b) state constraints to prevent

premature termination of the process, and (c) the desired propped fracture geometry maximizing

the overall productivity of the wells producing from the section.

This chapter is organized as follows: First, we improve the high-fidelity process model of

hydraulic fracturing process presented in Chapter 2 by considering the dominant proppant bank

formation process. Then, a periodic remeshing strategy is proposed to effectively handle the com-

putational requirement attributed to the solving a system of multiple PDEs defined over the time-

dependent spatial domain. The optimal fracture geometry is obtained by applying a section-based

optimization method to the considered ultra-low permeability reservoir. Next, a data-based linear

approximate model is constructed using the high-fidelity simulation data to design a Kalman fil-

ter that estimates unmeasurable states. Lastly, a model-based feedback controller is developed to

achieve the uniform proppant bank height along the fracture at the end of pumping.

4.2 Dynamic modeling of hydraulic fracturing processes

In this work, a hydraulic fracturing process is characterized by the following three sub-processes:

(1) fracture propagation, (2) proppant transport, and (3) proppant bank formation.

4.2.1 Modeling of fracture propagation

The fracture propagation model is presented in Section 2.1.1.

4.2.2 Modeling of proppant transport

In this work, the modeling of proppant transport in both the horizontal and vertical directions

is considered. In the horizontal direction, it is assumed that the injected proppant will travel at

the fracturing fluid’s velocity while in the vertical direction, the suspended proppant is assumed to

have a settling velocity relative to the fracturing fluid due to the gravitational force.
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4.2.2.1 Proppant advection

The proppant particles are assumed to be sufficiently large so that the diffusive flux is ne-

glected while the convective flux is considered. The interactions between the individual proppant

particles are assumed to be negligible because of the low suspended proppant concentration in un-

conventional reservoirs, while the drag and gravitational forces acting on the proppant particles are

considered. All the proppant particles are assumed to be uniform in size and they are uniformly

distributed along the vertical direction. Based on these assumptions, the advection of suspended

proppant can be described by the following equation:

∂ (WC)

∂t
+∇ · (WCVp) = 0 (4.1)

C(0, t) = C0(t) and C(x, 0) = 0 (4.2)

where ∇ is the vector differential operator, C is the suspended proppant concentration, and C0(t)

is the inlet proppant concentration at the wellbore (i.e., the manipulated input). The net velocity

of proppant particles, Vp, is obtained by taking into account the superficial fluid velocity into the

horizontal direction, V, and the gravitational settling velocity, Vs, which is given by [69]:

Vp = V − (1− C)Vs (4.3)

4.2.2.2 Proppant settling

The gravity-induced proppant settling velocity in the fracturing fluid, Vs, is computed by [60]:

Vs =
(1− C)2

101.82C

(ρsd − ρf ) gd2

18µ
(4.4)

where ρsd is the proppant particle density, ρf is the pure fluid density, g is the gravitational ac-

celeration constant, and d is the proppant diameter. The relationship between the fracturing fluid

viscosity, µ, and the suspended proppant concentration, C, can be described through the following
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empirical model [70]:

µ(C) = µ0

(
1− C

Cmax

)−α
(4.5)

where µ0 is the pure fluid viscosity at C = 0, α is an exponent in the range of 1.2 to 1.8, and Cmax

is the theoretical maximum concentration, which is determined by Cmax = (1− φ) ρsd where φ is

the proppant bank porosity.

Even though the fracture propagation is considered only along the horizontal direction only

(1-D), the proppant transport into the vertical as well as the horizontal direction is considered in

Vp. Such a simplified model is sufficient for the purpose of the present study where we want to

regulate the proppant bank with equilibrium heights along the horizontal direction.

4.2.3 Proppant bank formation

In unconventional reservoirs, due to the use of low-viscosity fracturing fluids, the amount of

proppant settled during the hydraulic fracturing process is significant. The settled proppant forms

a proppant bank (solid lines in Fig. 4.1; proppant bank growth is indicated with an arrow). Specif-

ically, the evolution of proppant bank height, δ, via the proppant settling is described by [43, 71]:

(1− φ)
d (δW )

dt
= CVsW, δ(x, 0) = 0 (4.6)

where the proppant bank is initially of a vanishing thickness. The proppant bank will grow to

the equilibrium height, heq; namely, the state when the rate of proppant washout on top of the

proppant bank due to the shear force is equal to the rate of bank formation via proppant settling.

The equilibrium proppant bank height is determined by the suspended proppant concentration and
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the flow rate of fracturing fluids as follows [64, 91]:

heq = H −Wc1R
m1
f Rm2

p (4.7a)

c1 = −2.3× 10−4ln(RG) + 2.92× 10−3 (4.7b)

m1 = 1.2− 1.26× 10−3λ−0.428(15.2− ln(RG)) (4.7c)

m2 = −0.0172ln(RG)− 0.12 (4.7d)

Rf =
qf,fluxhs

µ
and Rp =

qp,fluxhs
µ

(4.7e)

RG =
ρf (ρp − ρf )gd3

µ2
(4.7f)

λ =
µ / ρf
W 1.5

√
g

(4.7g)

where Rf , Rp, and RG are the fluid, proppant, and gravity Reynolds numbers, respectively, λ is

the gravity Reynolds number for the fluid, qf,flux and qp,flux are the fluid and proppant mass flux

in the fracturing fluid, respectively, c1, m1, and m2 are the coefficients in Eq. (4.7a) and they

are given by Eqs. (4.7b)–(4.7d), respectively, and hs is the height of the free cross-sectional area

(hs = H − heq). Once the proppant bank height at a location reaches the equilibrium value, the

injected proppant particles will flow over the top of the proppant bank and travel farther to find a

location available for proppant settling. The above model is an empirical model and its validity

over limited operating conditions is described in [64, 91]

4.3 Numerical simulation

4.3.1 Challenges in numerical simulations

In order to describe the spatiotemporal evolution of key variables in hydraulic fracturing such

as Qx(x, t), δ(x, t), W (x, t), U(x, t), C(x, t), V (x, t), there are challenges associated with the

numerical simulation of high-fidelity process models. For example, (1) fracture propagation, rock

deformation, fluid flow and proppant transport are described by a system of nonlinear dynamic

PDEs; (2) considering the proppant settling and advection requires fine meshes; (3) the spatial

domain changes with time, and the boundary of spatial domains is a part of the solution to be
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Figure 4.1: Growth and propagation of proppant bank during hydraulic fracturing.

determined; and (4) because of the time-dependent spatial domain, the number of equations to be

solved grows with time, significantly increasing the computational requirements [72, 73, 74, 75,

76, 77].

4.3.2 Meshing Strategy

Since we assume that the fluid pressure along the vertical direction is constant, no mesh element

is generated in the z-direction. However, to model the time-dependent spatial domain in the x-

direction, the number of mesh elements has to grow with time. For fracture propagation, the rate

of change of several process variables including the fracture width, net pressure, and the flow

rate of fracturing fluids at the wellbore decreases with time, while the rate of change of the same

variables remain significant near the fracture tip. Motivated by this observation, we propose a

periodic remeshing strategy that combines multiple mesh elements near the wellbore when the rate

of change of variables becomes insignificant. Suppose ∆x is the fixed mesh size and the time

step required to grow the spatial domain from x = k∆x to x = (k + 1) ∆x is dtk. Please note

that dtk is a part of the solution to be determined and it grows with time. Specifically, when the

total number of mesh elements exceeds a pre-specified value, Nps, the first Nm mesh elements

from the wellbore are combined to form a larger mesh element of size Nm∆x. The proposed
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remeshing strategy is illustrated in Fig. 4.2, where Nps = 50 and Nm = 5. For example, when the

number of mesh elements reaches 50, the first 5 mesh elements from the wellbore, 1st to 5th, are

combined into a larger mesh element of size 5∆x and the mesh element indices are renumbered

with the combined mesh element being 1st. Then, at the 55th propagation step, the number of mesh

elements of size ∆x, excluding the 1st mesh element of size 5∆x, again exceeds 50. Therefore,

the first 5 mesh elements, 2nd to 6th, are combined into a larger mesh element of size 5∆x and the

mesh element indices are renumbered with the combined mesh element being 2nd. In practice, from

the high-fidelity simulation data, we can get some educated initial values for Nps and Nm. Then,

we will gradually increase them until we lose the model accuracy significantly. The remeshing

process continues until the simulation ends. During the remeshing process, the process variables

are adapted so that the conservation of mass and energy holds. Specifically, the fracture width,

suspended proppant concentration, and proppant bank height values of the new mesh element are

updated by taking the average value of the same variables in the old mesh elements. Even though

we did not search extensively for the optimal values for Nps and Nm, by applying the proposed

remeshing strategy with Nps = 50 and Nm = 5, an accurate full-order solution of the PDE system

was obtained at less than 5% of the original computation time.

Figure 4.2: Illustration of the proposed re-meshing strategy.

4.3.3 Numerical solution procedure

By employing the proposed remeshing strategy, the steps of the proposed numerical algorithm

are presented below:

1. At time step tk, the fracture length L(tk) is extended by ∆x.
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2. For fracture propagation, Eqs. (2.1)–(2.6) are solved iteratively to calculate W (x, tk+1),

P (x, tk+1), Qx(x, tk+1), Vp(x, tk+1), and dtk.

3. For proppant transport, Eqs. (4.1)–(4.7) are solved with the updated Vp(x, tk+1), to obtain

C(x, tk+1), Vs(x, tk+1), δ(x, tk+1), and µ(x, tk+1).

4. If δ(x, tk+1) reaches heq, then the location is no longer available for proppant settling, and

the injected proppant will travel farther to find a location available for proppant settling.

5. The mesh elements are combined and the process variables are updated as described in the

preceding section.

6. Set k ← k + 1 and go to Step 1.

The schematic diagram of the above numerical algorithm is shown in Fig. 4.3.
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Figure 4.3: Schematic flow diagram of the proposed closed-loop operation of hydraulic fracturing
processes.

4.4 Computation of optimal fracture configuration in unconventional reservoirs

4.4.1 Section-based optimization method

At this point, we intend to employ a section-based optimization method, developed by Liu

and Valkó [113], to find the optimum number of wells, number of fractures per well and fracture

half-length, xf , that maximize the overall dimensionless PI subject to fixed fracturing resources.
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The section-based optimization is performed for planning the development of an unconventional

reservoir with multi-stage fractured horizontal wells in a large square drainage area that we call

a section (Fig. 4.4). The section is evenly divided into multiple subsections such that there are

nc wells and nr fractures per well. section illustrates the case of two wells (nc = 2) and eight

fractures per well (nr = 8) in a section. An individual subsection is considered as the drainage area

of a single fracture (Fig. 4.5), and all the subsections in one column represent a single horizontal

well. In this approach, there is no need to know the actual value of the enhanced permeability

to be established, because it is assumed that the created fractures will be of infinite conductivity

[114]. In addition, it is assumed that the selected total amount of fracturing materials is already

enough to ensure that the stimulated volume will cover the whole section in which a uniform

enhanced permeability will be established. Specifically, it is implicitly assumed that permeability

enhancement is primarily caused by the injected fluid that is already fixed, by fixing the total

amount of proppant. The approach converts the fixed amount of proppant into a fixed total fracture

length that in turn is used as an overall constraint to find the three decision variables: number of

wells, number of fractures per well and fracture half-length. Reservoir fluid properties, such as

the formation volume factor B, which is the ratio of the volume of oil and gas at reservoir in-

situ conditions to that at standard surface conditions, and the oil viscosity µoil are also considered

constant. Based on the assumptions, the productivity of a section is expressed as follows:

J =
2πkH

Bµoil
nfJD,f (Ar, Ix) (4.8)

where nf = ncnr is the total number of fractures in the section, and JD,f is the dimensionless

PI for each fracture (i.e., a subsection), which is a function of aspect ratio, Ar = xe/ye, and

penetration ratio, Ix = xf/xe, of a subsection, where xe and ye are the half-width and half-length

of the subsection (Fig. 4.5). Specifically, JD,f is given by JD,f (Ar, Ix) = 2λ0/π, where λ0 is the
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first positive eigenvalue of the following eigenvalue problem:

∂2φ0

∂x2
+
∂2φ0

∂y2
= −λ0φ0 (4.9)

with zero Neumann boundary conditions along the perimeter of the subsection, and zero Dirichlet

condition along the fracture, which is presented in Fig. 4.5. The eigenvalue problem, Eq. (4.9), is

solved numerically with the finite element method (FEM) combined with Richardson extrapolation

[115]. Fig. 4.6 shows the contour plot of the dimensionless PI per fracture, JD,f , which is obtained

by solving the eigenvalue problem for different Ar and Ix values. The figure shows that a very

small difference in Ix (equivalently, the propped fracture length) may lead to a huge difference in

the productivity index. More details regarding this approach can be found in [113].

Figure 4.4: Illustration of a section for the case of two wells (nc = 2) and eight fractures per well
(nr = 8).
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Figure 4.5: Illustration of a subsection (the drainage area of a single fracture).

Remark 6. One of the important results of our study is that - under the assumptions made - the

optimal number of man-made propped fractures is on the order of ten, not hundred or more. In

section, possible re-opened natural fractures are not shown. In this work, the continuum model is

used to describe the formation, therefore the stimulated reservoir volume has no discrete fractures,

only an enhanced permeability. Another important result of this study is that we do not need to

know the actual value of the enhanced permeability for determining the optimum development

parameters (well spacing, fracture spacing and fracture half-length) as far as we can consider the

man-made fractures having infinite conductivity.

The optimization problem to maximize the overall dimensionless PI, JD, using the section-

based optimization method is formulated as follows:

max
nr,nc

JD = nrncJD,f (Ar, Ix) (4.10a)

s.t. JD,f from the eigenvalue problem, Eq. (4.9) (4.10b)

Ar =
nr
nc
, Ix =

lfD
nr

(4.10c)

lfD =
lf√
As
, lf =

Mprop

ρsdWoptHr

(4.10d)

0 < xf ≤ xf,max (4.10e)

xe − xf ≥ 0.5dsep,min (4.10f)

xf =
lf

2nrnc
(4.10g)

xe =
xf
Ix
, ye =

xe
Ar

(4.10h)
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where lf is the total fracture length (sum of 2xf over the entire subsections) to be created in the

section, expressing the available fracturing resources. The dimensionless total fracture length lfD

is the total fracture length divided by the section side length, As is the square drainage area of

the section, Mprop is the total amount of proppant to be injected, Wopt is the average propped

fracture width, Hr is the reservoir thickness, nc and nr are the number of wells per section and

number of fractures per well, respectively. The smallest distance between the tips of two fractures

created from neighboring wells is called the separation distance dsep. In the maximization problem,

Eq. (4.10), there are only two decision variables (nc and nr). The objective function, Eq. (4.10a),

is the dimensionless PI for the section. The dimensionless PI for one fracture, JD,f , is calculated

by solving the eigenvalue problem given in Eq. (4.10b) using the dimensions of the subsection

obtained from Eq. (4.10h). The aspect ratio, Ar, and penetration ratio, Ix, of a subsection are

obtained using Eq. (4.10c). Once Mprop, Wopt, ρsd, Hr, and As are available, the total fracture

length to be created in the section, lf , is obtained using Eq. (4.10d). Since we use the concept

of infinite conductivity fracture, the Wopt average propped fracture width is not the result of the

optimization, rather an input, providing the minimum required propped width of a fracture to be

considered a propped fracture at all (often taken as three times the proppant grain diameter). There

are two constraints. The constraint, Eq. (4.10e), imposes the limit xf,max on the fracture half-

length. It is a crucial parameter, representing the current level of fracturing technology in the

given unconventional formation, meaning that fractures can be routinely and reliably created and

propped up to this half-length. In the current problem we use xf,max = 122 m [116]. The other

constraint, Eq. (4.10f), requires that there should be at least dsep,min separation distance between

the tips of two fractures created from neighboring wells to avoid fracture overlapping [117]. In

this work, we consider dsep,min = 25 m. In the maximization problem, Eq. (4.10), the essential

part of the work is done by computing the objective function, that is the first eigenvalue. There

is no need for sophisticated optimization algorithms, because the two essential decision variables

(nc, nr) are positive integer values and the whole problem can be solved conveniently by nested

enumeration, that is fixing the number of wells nc, and solving for the sub-optimal nr. The final
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choice regarding the number of wells (nc) will be made inspecting the sub-optima.
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Figure 4.6: Contour plot of the JD,f obtained by solving the eigenvalue problem, Eq. (4.9), for
different Ar and Ix values.

Remark 7. In this work, we optimize the development plan for a section, considering only the

most important development parameters (well spacing, fracture spacing and fracture half-length).

This is why we call it section-based optimization, to distinguish it from other types of optimization.

Specifically, enumeration is a legitimate optimization method for discrete variable optimization

problems. For instance, “Branch and bound” is nothing else but a clever enumeration scheme.

Remark 8. In many shale developments, the overwhelming part of the capital investment is spent

on fracturing. For example, according to a recent study [118], completion cost was 67% of the

total well and facilities cost in the Midland Wolfcamp play. The completion cost could be further

decomposed into 3 main components: a) pumping - 42%, b) completion fluids including flow back

disposal - 30%, c) proppants - 28%. However, it is clear that in a given play the pumping and
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fluid costs are essentially proportional to the amount of proppant used. Therefore, the decisive

element in the total development cost is the amount of proppant. This is one of the distinctive

characteristics of unconventional field development.

4.4.2 Calculation of the optimal well-fracture configuration using the section-based opti-

mization method

In the following, we assumed the total amount of proppant for the section is Mprop = 3.96 ×

107 kg [119]. Then, we computed the total fracture length in a section, lf = 79, 248 m, by substi-

tutingWavg = 2.9 mm andHr = 60 m for Eq. (4.10d) [119, 120]. In Table 4.1, we present (nc, nr)

pairs that maximize JD for the different number of wells, nc. It is apparent that for the low number

of wells, the constraint Eq. (4.10e) is the limiting factor and the overall JD increases rapidly with

allowing more wells. When the number of wells is more than 5, the constraint Eq. (4.10f) becomes

active and the objective function grows in small increments. In this region, the individual well pro-

ductivity decreases as more wells are drilled (diminishing returns). It is quite obvious even without

further economic calculations, that in this situation nc = 6 wells should be drilled. Once the deci-

sion is made, the other variables follow: nr = 55 fractures should be placed in each well with the

propped half-length xf = 120 m. Each fracture should be propped with Mprop,frac = 72× 103 kg

proppant.

nc nr Ix JD JD,well xf (meters) dsep (meters)

4 83 0.593 137 34 119 164
5 66 0.746 474 95 120 82
6 55 0.895 2227 371 120 28
7 56 0.879 2293 328 101 28
8 57 0.863 2363 295 87 27
9 58 0.849 2437 271 76 27

10 59 0.835 2513 251 67 27

Table 4.1: Optimal number of fractures per well nr, penetration ratio Ix, overall dimensionless pro-
ductivity JD, individual well productivity JD,well, fracture half-length xf and separation distance
dsep for fixed number of wells, nc.
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4.4.3 Treatment targets

The previous results also show that propped fracture half-length is critical in unconventional

reservoirs. A mere 10 m deficit with respect to the optimal fracture half-length may cause loss

of half of the productivity. As we already discussed, with the low-viscosity fracturing fluid, the

proppant settles quickly and forms a proppant bank with an equilibrium height, heq, at which the

rate of proppant bank formation via proppant settling is equal to that of the proppant washout

on top of the bank due to the shear force. Once the equilibrium height is reached, the injected

proppant particles will flow over the top of the proppant bank and travel farther to find a location at

which the proppant bank height is below its equilibrium value. Because of this proppant transport

mechanism, the proppant bank with an equilibrium height will gradually grow along the fracture

(in the x-direction). By assuming that the proppant bank will cover the entire optimal fracture

half-length, xf , with the equilibrium height at the end of pumping, we can calculate the desired

average fracture width, Wavg,target, as follows:

Wavg,target =
Mprop,frac

2ρpheqxf (1− φ)
(4.11)

where the equilibrium proppant bank height is heq = 54 m. In our case, the calculated target

fracture width at the end of pumping is Wavg,target = 5.37 mm. In the following section, we will

focus on the development of a model-based feedback controller that aims to achieve the targeted

length and width for the developing proppant bank.

4.5 Model predictive control for hydraulic fracturing processes

In this section, we first construct a linear time-invariant approximate model from the high-

fidelity simulation data. The real-time measurements readily available from the hydraulic frac-

turing process are the fracture width at the wellbore (using the wellbore pressure data) and the

fracture length (using the microseismic data) [53]. Utilizing these available measurements and the

obtained linear approximate model, we will design a Kalman filter to estimate the average fracture

width. Then, we design a model-based feedback controller that will compute the optimal prop-
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pant pumping schedule (i.e., the flow rate and proppant concentration of the fracturing fluids at

the wellbore) to achieve the desired average fracture width at the end of pumping, which will lead

to the proppant bank height with a desired value along the fracture while accounting for actuator

limitations, state constraints for process safety, and economic considerations.

4.5.1 Development of reduced-order model

Due to the infinite-dimensional nature of the high-fidelity process model of Eqs. (2.1)–(2.7) and

Eqs. (4.1)–(4.7), a reduced-order model is required for the purpose of state estimator and model-

based feedback controller designs. First, a series of step inputs are applied to the high-fidelity

process model to generate input/output data. Then, the multi-variable output error state-space

(MOESP) algorithm is used to obtain a linear time-invariant state-space model of the hydraulic

fracturing process, which is presented in the following form:

x(tk+1) = Ax(tk) +Bu(tk) (4.12a)

y(tk) = Hx(tk) (4.12b)

where u(tk) = [Qx0(tk), C0(tk)]
T is the flow rate and proppant concentration of the fracturing

fluid at the wellbore (i.e, the manipulated input variables) and y(tk) = [Wavg(tk),W0(tk), L(tk)]
T

denotes the vector of output variables where Wavg(tk) is the average fracture width, W0(tk) is the

fracture width at the wellbore, and L(tk) is the fracture length. In practice, the available real-time

measurements are limited to the fracture width near the wellbore and the fracture length. This

leaves the average fracture width to be estimated through a Kalman filter, which will be discussed

in the following section.
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4.5.2 Kalman filter design

The process and measurement noise is added to the reduced-order model presented in Eq. (4.12)

as follows:

x(tk+1) = Ax(tk) +Bu(tk) + w(tk) (4.13a)

y(tk) = Hx(tk) + v(tk) (4.13b)

where w is the process noise and v represents the measurement noise. Both w and v are assumed

to be drawn from a zero mean Gaussian distribution with covariances Q and R, respectively.

w(tk) ∼ N(0, Q) (4.14a)

v(tk) ∼ N(0, R) (4.14b)

The Kalman filter is a two-step process: prediction and measurement update. Combining the

prediction and measurement update steps, the Kalman filter equations are presented in the follow-

ing form:

x̂(tk+1) = Ax̂(tk) +Bu(tk) +M(tk)(ym(tk)− ŷ(tk)) (4.15a)

M(tk) = P (tk)H
T (R(tk) +HP (tk)H

T )−1 (4.15b)

P (tk+1) = (I −M(tk)H)P (tk) (4.15c)

where the notation (̂·) denotes the estimated variables, M(tk) is the Kalman filter gain, P (tk)

denotes the covariance of the state estimation error, and ym(tk) = [W0(tk), L(tk)]
T are the available

real-time measurements, the fracture width at the wellbore and the fracture length.

Fig. 4.7 shows the comparison between the estimated and the actual average fracture width

with time. It is observed that the estimated average fracture width quickly converges to the true

value obtained from the high-fidelity process model. The effect of the measurement noise, which
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is often found in experimental readings, is simulated by introducing white noise with a zero mean

Gaussian distribution.

Figure 4.7: Comparison between the true values and the estimates of average fracture width, frac-
ture width at the wellbore, and fracture length.

4.5.3 Design of model-based feedback controller

Within this regard, a novel model-based feedback control system is designed to minimize the

squared deviation of the average fracture width at the end of pumping from its set-point value. The

proposed model-based feedback controller is formulated in the following form:
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min
Cstage,k,...,Cstage,9

Qstage,k,...,Qstage,9

(Ŵavg(tf )−Wavg,target)
2 (4.16a)

s.t. Kalman filter, Eq. (4.15) (4.16b)

Ŵ0(tk) = W0(tk), L̂(tk) = L(tk) (4.16c)

Cstage,k−1+m ≤ Cstage,k+m ≤ 2 PPGA (4.16d)

Qmin ≤ Qstage,k+m ≤ Qmax (4.16e)

m = 1, . . . , 9− k (4.16f)

∆

(
9∑

k=1

2Qstage,kCstage,k

)
= Mprop,frac (4.16g)

where Wavg,target is the set-point value for the average fracture width at the end of pumping,

Ŵavg(tk) is the predicted average fracture width obtained via Eq. (4.15), tf is the total process

operation time, ∆ is the sampling time, which is also the duration of each pumping stage, tk is the

current time, W0(tk) and L(tk) are the measurements of the fracture width at the wellbore and the

fracture length, respectively, at the kth sampling time, which corresponds to t ∈ [tk, tk + ∆), and

Cstage,k and Qstage,k are the inlet proppant concentration and the inlet flow rate of the kth pumping

stage, respectively, which are to be determined by solving Eq. (4.16) with a shrinking prediction

horizon Np = tf − tk. The schematic diagram of the closed-loop operation of the hydraulic frac-

turing process under the proposed model-based feedback controller is presented in pfd3.

In the optimization problem of Eq. (4.16), the cost function of Eq. (4.16a) describes the squared

variation of the predicted average fracture width from the set-point value at the end of pumping.

The real-time measurements of the fracture width at the wellbore and the fracture length are avail-

able at each sampling time, which is described by Eq. (4.16c), and are used to initialize Kalman

filter of Eq. (4.15) to predict the average fracture width trajectory. The constraint of Eq. (4.16d) im-

plies that the proppant concentration will be increased monotonically, and the maximum injected

proppant concentration is less than 2 PPGA. The constraint of Eq. (4.16e) imposes the limits
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on the flow rate of fracturing fluids at the wellbore. The constraint of Eq. (4.16g) describes the

amount of proppant to be injected to a single fracture over the entire hydraulic fracturing process.

A constrained optimization algorithm will be utilized to solve Eq. (4.16).

4.6 Closed-loop simulation results under model-based feedback controller

In this section, we applied the proposed model-based feedback controller for the regulation of

the average fracture width to achieve the optimal propped fracture geometry at the end of pumping

in unconventional reservoirs. The dynamic high-fidelity process model described earlier, was uti-

lized to simulate the hydraulic fracturing process. The values of the model parameters used in the

high-fidelity process model are provided in Table 4.2. This model is initially used for generating

input/output data for developing a linear approximate model for Kalman filter and model-based

feedback controller designs. To achieve the uniform equilibrium proppant bank height, heq, over

the optimal fracture half-length, xf = 120 m, the set-point value for the average fracture width

that has to be satisfied at the end of pumping is Wavg,target = 5.37 mm. For the simulations,

the pad time, tp, was fixed to be 800 s in order to avoid premature termination of the hydraulic

fracturing process before the fracture tip reaches the desired fracture half-length of xf = 120 m.

At t = tp, the feedback control system and the Kalman filter were initialized. In the closed-loop

simulations, ∆ and tf were chosen to be 500 s and 5300 s, respectively. The proppant pumping

schedule was divided into 9 pumping stages and the duration of each pumping stage was 500 s,

which was equal to the sampling time ∆. The real-time measurements of the fracture width at the

wellbore, W0(tk), and the fracture length, L(tk), were assumed to be available at the beginning of

each pumping stage, which were then used to estimate the average fracture width, Ŵavg, via the

Kalman filter. The developed Kalman filter was used within the optimization problem to predict

the unmeasurable process variable by handling the process and measurement noise. The first step

of solution, Cstage,k & Qstage,k, obtained by solving the optimization problem over a prediction

horizon length of Np was applied to the high-fidelity process model in a sample-and-hold fashion,

and this procedure was repeated at every sampling time until the end of the process.

The proposed model-based feedback controller was applied to the high-fidelity process model
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Parameter Symbol Value
Leak-off coefficient Cleak 6× 10−5 m/s1/2

Young’s modulus E 0.3× 1010 Pa

Poisson ratio of formation ν 0.2

Reservoir thickness Hr 60 m

Proppant particle density ρsd 2648 kg/m3

Fracture height H 60 m

Pure fluid density ρf 1000 kg/m3

Fracturing fluid viscosity µ 0.005 Pa · s
Proppant bank porosity during hydraulic fracturing φ 0.61

Square drainage area of a section As 2.59× 106 m2

Table 4.2: Model parameters used in the high-fidelity model simulation.

of the hydraulic fracturing process. The average fracture width during the hydraulic fracturing

operation is presented in Fig. 4.8, where it is shown that the average fracture width at the end

of pumping is very close to the set-point value. Fig. 4.9 shows the optimal pumping schedule

computed by the proposed model-based feedback controller.
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Figure 4.8: Average fracture width during the hydraulic fracturing process under MPC.
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Figure 4.9: Optimal pumping schedule generated under MPC to obtain the required average frac-
ture width at the end of pumping.

As we regulate the average fracture width at the end of pumping to the set-point value, for

the given amount of proppant to be injected, the proppant bank height along the fracture with the

optimal half-length, xf , is uniform with the equilibrium value as shown in Fig. 4.10. At the end of

pumping, some amount of proppant (900 kg) still remains in suspension. We can assume that in

the following shut-in period it will quickly join the bank.

Remark 9. In order to inject the required amount of proppant, the fracture had to propagate

to 400 m, while the propped length was developing to 120 m only. The unpropped part of the

fracture will eventually close when the fluid leaks-off. From the viewpoint of this optimization

approach, the propagation and then closure of the unpropped fracture is just part of the creation

of the stimulated volume. In the so called far-wellbore region, a gradual transition from dominant

fracture into fracture network is anticipated [121], and the actual non-propped length can be much

less.

Remark 10. We model the proppant bank development during pumping. Once in-situ stress starts

to act on the bank directly (i.e., during fracture closure), the fracture width will somewhat decrease
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Figure 4.10: Spatial profile of proppant bank height obtained at the end of pumping under the
MPC.

(to the Wopt), and the proppant bank height, heq, will somewhat increase, providing full coverage

of the reservoir thickness, Hr.

4.7 Conclusions

In this work, we developed a model-based feedback control system that computes an optimal

pumping schedule to achieve the proppant bank with a uniform height over the optimal fracture

length at the end of pumping. First, we developed the high-fidelity process model of hydraulic

fracturing processes to describe the formation of a proppant bank with the equilibrium height. Sec-

ond, a novel remeshing strategy was developed to efficiently solve the high-fidelity process model.

Third, a section-based optimization method was employed to determine the optimal well-fracture

configuration, maximizing the overall productivity achievable from a given amount of proppant to

be injected. Fourth, using the data generated from the high-fidelity process model of the hydraulic

fracture propagation and proppant transport, a reduced-order model was constructed, and a Kalman

filter was designed to effectively estimate average fracture width. Lastly, MPC theory was applied

for the design of a real-time model-based feedback control system. The proposed methodology
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was able to generate an online pumping schedule leading to a uniform proppant bank height along

the targeted length while explicitly taking into account actuator limitations, state constraints for

process safety, and economic considerations.
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5. OPTIMIZATION OF SIMULTANEOUSLY PROPAGATING MULTIPLE FRACTURES IN

HYDRAULIC FRACTURING TO ACHIEVE UNIFORM GROWTH USING 

DATA-BASED MODEL REDUCTION*

5.1 Introduction

In previous chapters 3 and 4, we improved the well performance via the regulation of the

uniformity of proppant bank heights and suspended proppant concentration inside the fracture via

real-time model-based feedback control of hydraulic fracturing; however, in these work, only a

single fracture was considered.

In multi-stage hydraulic fracturing treatments, simultaneously propagating multiple fractures

with close spacing often induces non-uniform fracture development, resulting in one or two domi-

nant fractures due to the uneven distribution of fracturing fluids [45, 46]. Miller et al. [47] analyzed

the production log data obtained by applying state-of-the art diagnostic technologies to multiple

basins; the conclusion was that one third of all perforation clusters contribute to two thirds of gas

production, and approximately another one third of the clusters are ineffective and do not con-

tribute to production. One underlying reason for this uneven distribution is the non-uniformity of

reservoir properties such as spatial heterogeneity in the in-situ stress along the well [48, 49]. An-

other contributing factor for the uneven distribution is the well-known phenomenon called “stress-

shadowing” [50, 51, 52]. In general, fracturing fluids are distributed to multiple fractures inversely

proportional to their flow resistances, which is a function of perforation friction, wellbore friction,

and fracture propagation. The problem with stress-shadow effects is that it exerts extra compres-

sional stresses on the interior fractures and increases the flow resistance within interior fractures,

resulting in fluid diverting into the exterior fractures. Therefore, to achieve uniform growth of si-

multaneously propagating multiple fractures and facilitate more fracturing fluids entering into the

interior fractures, stress-shadow effects should be balanced or mitigated.

∗Reprinted with permission from “Optimization of simultaneously propagating multiple fractures in hydraulic
fracturing to achieve uniform growth using data-based model reduction” by Siddhamshetty et al., 2018. Chemical
Engineering Research and Design, 136, 675-686, Copyright 2018 by Elsevier.
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In this regard, several hydraulic fracture simulators have been developed to describe stress-

shadow effects in simultaneously propagating multiple fractures, and some of them were used to

find the operating conditions for the production of uniform multiple hydraulic fractures. To name

a few, Lecampion and Desroches [9] and Wu et al. [122] used the limited entry design technique

which is manipulating the pressure drop in each perforation cluster by varying the diameter of

perforations and the number of perforations in hydraulic fracture simulator; therefore, they were

able to achieve uniform growth of simultaneously propagating multiple fractures by mitigating

stress-shadow effects exerted by multiple fractures in a stage. Varying the perforation friction

in order to improve uniform distribution of fracturing fluids among multiple fractures is similar

to flow distribution in manifolds, where the uniformity of flow rates among the parallel tubes is

achieved by varying the fluid pressures inside the entrance and discharge headers [123]. Peirce and

Bunger [124] used a new hydraulic fracturing model to investigate the potential to minimize stress-

shadow effects for uniform growth of simultaneously propagating multiple fractures by adjusting

the location of the perforation clusters. Typically, the high-fidelity hydraulic fracture simulators

used in these studies require several days, and sometimes over one week, to compute the growth

of simultaneously propagating multiple fractures at real reservoir length and time scales. Hence,

optimization of hydraulic fracturing design or computation of the optimal perforation conditions,

which may often require hundreds or thousands of simulation runs, were not practically viable; in

these directions, very limited efforts have been made by selecting a few important parameters via

sensitivity analysis [122, 125] or based on first principles [126].

Recently, a few new model order-reduction techniques were developed to deal with large

computational requirements arising from moving boundary problems like hydraulic fracturing

[84, 88, 127]. However, these approaches are not directly applicable to simultaneously propa-

gating multiple fractures, because (1) they were focused on a single fracture and (2) they did not

directly take into account the pressure drop due to perforation friction, wellbore friction, and frac-

ture propagation; which are important factors that determines the distribution of fracturing fluids

into multiple fractures. Analytical models are widely used to calculate the pressure drop due to
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perforation friction and wellbore friction [3, 128, 129]. However, it is important to note that the

flow resistance associated with the fracture propagation is difficult to be modeled by an analytical

expression because of stress-shadow effects. Therefore, in this work, we focus on the development

of a new model order-reduction technique by integrating the analytical models to calculate the pres-

sure drop due to perforation friction and wellbore friction and a data-based reduced-order model

(ROM) that accounts for the pressure drop along the fractures due to stress-shadow effects. Then,

we propose a model-based design technique by utilizing the integrated ROM and the limited entry

design technique to compute the flow rate of fracturing fluids and the perforation conditions which

will drive the system to achieve uniform growth of simultaneously propagating multiple fractures

by promoting equal distribution of fracturing fluids into multiple fractures while mitigating the

undesired stress-shadow effects.

This chapter is organized as follows: First, a dynamic model of simultaneously propagating

multiple fractures is presented by coupling fluid flow and rock mechanics. Then, an integrated

ROM is developed by combining the analytical models and a data-based model to predict the flow

resistance in each fracture. Next, a model-based design technique is presented utilizing the de-

veloped integrated ROM and the limited entry design technique for even distribution of fracturing

fluids into multiple fractures. Simulation results are presented to demonstrate that the proposed

method is able to achieve a uniform fracture length at the end of pumping by handling the unde-

sired stress-shadow effects.

5.2 A dynamic model of simultaneously propagating multiple fractures

A dynamic model of simultaneously propagating multiple fractures will be presented in this

section. The model is proposed by Wu and Olson [3] based on the following assumptions: (1) all

the fractures are confined in the pay layer as the formation layers above and below have sufficiently

large stresses such that the fractures cannot grow to the neighboring rock layers; (2) proppant trans-

port within the fractures is not considered; (3) fractures can be non-planar, but must be vertical.
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5.2.1 Rock deformation

The elastic rock-deformation theory is typically used to solve for displacement discontinuities.

Specifically, shear displacement discontinuities induce non-planar fracture propagation in fracture-

length direction, Ds, normal displacement discontinuity, Dn, and displacement discontinuity in

vertical direction, D2. Since it is very hard to obtain analytical solutions for displacement discon-

tinuities, numerical solutions are usually used to solve for displacement discontinuities. Recently

[130] proposed a simplified 3D displacement discontinuity method to determine fracture opening

and shearing (normal displacement discontinuity and shear displacement discontinuity) for vertical

fractures (D2 = 0) which provides a solution with the same accuracy at a much lower computa-

tional cost relative to the full 3D displacement discontinuity method [131, 132]. Additionally, the

simplified method considers the nonlocal 3D stress interactions (stress-shadow effects) between

multiple fractures. Using the simplified method, the normal displacement discontinuities, Dp
n, and

shear displacement discontinuities, Dp
s , at each fracture element p are obtained by solving a linear

system of equations given below:

σps =
M∑
q=1

Apqs,sD
p
s +

M∑
q=1

Apqs,nD
p
n (5.1a)

σpn =
M∑
q=1

Apqn,sD
p
s +

M∑
q=1

Apqn,nD
p
n (5.1b)

where p and q represent fracture elements (Fig. 5.1), M is the total number of elements, σps and

σpn are the traction boundary conditions, which are provided by a fluid-flow model that computes

the pressure drop along the fracture propagation direction, Apqn,s is the elastic-influence coefficient

matrix representing the normal stress at element p induced by a shear displacement discontinuity at

element q, Apqn,n gives the normal stress at element p because of normal displacement discontinuity

at element q, Apqs,s gives the shear stress at element p induced by a shear displacement disconti-

nuity at element q, and Apqs,n gives the shear stress at element p because of normal displacement

discontinuity at element q. The traction boundary conditions are given below:
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σpn = ppi − σremote,pn (5.2a)

σps = σlocal,ps − σremote,ps (5.2b)

where superscript p represents the fracture element, σpn and σps are the net normal stress and shear

stress acting on element p, respectively, ppi is the internal fluid pressure at element p, σlocal,ps is the

locally applied shear traction on element p, and σremote,pn and σremote,ps are the normal stress and

shear stress acting on element p due to remote boundary conditions, which can be calculated using

the minimum and maximum horizontal stresses in rock formation, Sh,min and Sh,max, respectively,

and orientation of the fracture.

1 2 3 Element p Element q … N

Z
Y

X

Figure 5.1: Boundary elements on a fracture of interest [3].

5.2.2 Fluid flow

For multiple fracture treatments, unlike single fracture treatments, the amount of fracturing

fluids flows into each fracture through the horizontal wellbore is not known a priori. The fluid flow
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can be considered analogous to the electric circuit network, where flow rate into each fracture and

pressure are similar to current and voltage, respectively. Based on this analogy, Kirchoff’s first and

second laws can be applied to calculate the distribution of fracturing fluids into multiple fractures

[133, 134, 135]. In this regard, once the total volumetric flow rate, QT , is specified, the flow rate of

fracturing fluids into each fracture, Qi, is determined by the interplay among the wellbore friction,

perforation friction, and fluid pressure within the fractures. By ignoring the amount of fracturing

fluids stored in the wellbore in the beginning of operation, the flow rate at the wellbore should be

equal to the sum of the flow rates of fracturing fluids at each fracture as given below (Fig. 5.2):

QT =
N∑
i=1

Qi (5.3)

where N is the total number of fractures.

Figure 5.2: Illustration of the distribution of fracturing fluids into each fracture and the pressure
drops due to wellbore friction, perforation friction and fracture propagation [4].

Kirchoff’s second law describes the continuity of pressure along the wellbore (Fig. 5.2), where
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the pressure at the wellbore heel is equal to the sum of pressure drops due to wellbore friction,

perforation friction, fracture propagation, and the pressure in an element of a fracture, which is

expressed as follows [135]:

po = ∆pwf,i + ∆ppf,i + ∆pfp,i(z) + pi(z) (5.4)

where subscript i denotes the fracture number, z ∈ [0, Li(t)] is the spatial coordinate of fracture i,

where Li(t) is the length of fracture i at time t in the fracture propagation direction, po is the total

pressure at the wellbore heel, ∆pwf,i is the pressure drop due to wellbore friction, ∆ppf,i is the

pressure drop due to perforation friction, ∆pfp,i(z) is the pressure drop due to fracture propagation

from the fracture initiation (z = 0) to the fracture element at z, and pi(z) is the pressure at z in

fracture i. The pressure drop due to wellbore friction, ∆pwf,i, is given by [129]:

∆pwf,i = 2(3n′+2)π−n
′
k′
(

1 + 3n′

n′

)n′

D−(3n
′+1)

i∑
l=1

(xl − xl−1)Qw,l (5.5a)

Qw,l = QT −
l−1∑
k=1

2Qk (5.5b)

Qw,l = QT at l = 1 (5.5c)

where x is the spatial coordinate in the horizontal wellbore direction, n′ and k′ are the fluid power-

law index and consistency index, respectively, D is the diameter of the horizontal wellbore, and

Qw,l is the flow rate in the horizontal wellbore between two neighboring fractures (Fig. 5.2). The

pressure drop due to perforation friction, ∆ppf,i, is proportional to the square of flow rate and

estimated by Elbel et al. [135] in the following form:

∆ppf,i =
0.807ρs
n2
pd

4
pK

2
d

Q2
i (5.6)

where ρs is the density of slurry, np is the number of perforations in a cluster, dp is the diameter of

the perforations, and Kd is a dimensionless discharge coefficient. Assuming fracture geometry has
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two parallel and smooth surfaces with constant height, the pressure drop due to fracturing fluids

inside fracture is given by the following simplified Navier-Stokes equation [129]:

∂pi
∂z

= 2(n′+1)k′
(

1 + 2n′

n′

)n′

H−n
′
w−(2n

′+1)Qn′

i (5.7)

where H is the fracture height, and w is the fracture width.

It is important to note that the pressure drops due to wellbore and perforation frictions are

directly available from Eqs. (5.5)–(5.6); however, the pressure drop due to fracture propagation

accounting for stress-shadow effects requires the numerical calculation of Eqs. (5.1), (5.2) and

(5.7), which is in general a computationally expensive task.

5.2.3 Development of reduced-order models

The distribution of fracturing fluids into multiple fractures depends on the pressure drop asso-

ciated with wellbore friction, perforation friction, and fracture propagation. However, due to the

large computational requirement of the high-fidelity process model, Eqs. (5.1)-(5.7), presented in

the previous section, it cannot be directly used in an optimization problem for the computation of

the optimal perforation conditions. Therefore, it is necessary to develop a computationally effi-

cient ROM. The pressure drops associated with the wellbore friction and the perforation friction

depend on the spacing between fractures, and the number and diameter of perforations in a cluster,

respectively. Therefore, rather than generating a large data set that will cover the entire operat-

ing conditions with respect to fracturing spacing, the number of perforations, and the diameter of

perforations in a cluster, it would be more accurate and computationally efficient to directly use

the analytical expressions, Eqs. (5.5)–(5.6), to estimate pressure drops due to wellbore friction and

perforation friction. However, estimating the pressure drop associated with fracture propagation

is a computationally expensive task because of stress-shadow effects, so we can instead develop a

data-based ROM using the data generated from the high-fidelity process model for fixed fracture

spacing, the number of perforations, and the diameter of perforations in a cluster.

To develop such a data-based ROM, we can apply a series of step inputs (flow rates at the well-
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bore) to the high-fidelity process model by fixing the fracture spacing, the number of perforations

and the diameter of perforations in a cluster to generate input/output data. Then, the multi-variable

output error state-space (MOESP) algorithm is used to obtain a linear time-invariant state-space

model, which is presented in the following form:



x1(tk+1)

...

...

...

...

...

...

xn(tk+1)


︸ ︷︷ ︸
X(tk+1)

= A



x1(tk)

...

...

...

...

...

...

xn(tk)


︸ ︷︷ ︸
X(tk)

+B



Q1(tk − θ1(z1))
...

QN(tk − θN(z1))

Q1(tk − θ1(z2))
...

QN(tk − θN(z2))

Q1(tk − θ1(z3))
...

QN(tk − θN(z3))


︸ ︷︷ ︸

U(tk)

(5.8)



∆pfp,1(z1, tk)

...

∆pfp,N(z1, tk)

∆pfp,1(z2, tk)

...

∆pfp,N(z2, tk)

∆pfp,1(z3, tk)

...

∆pfp,N(z3, tk)


︸ ︷︷ ︸

Y (tk)

= C



x1(tk)

...

...

...

...

...

...

xn(tk)


︸ ︷︷ ︸
X(tk)

(5.9)

where U(tk) denotes the vector of input variables whereQi(tk) is the effective volumetric flow rate

in fracture i, θi(z1), θi(z2), and θi(z3) are input time-delays in fracture i due to the travel time from
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the wellbore to 3 different locations along the fracture, z1, z2, and z3, respectively, Y (tk) denotes

the vector of output variables where ∆pfp,i(z1, tk) is the pressure drop between z = 0 and z = z1 in

fracture i, N is the total number of fractures created in a stage, X(tk) represents the n-dimensional

state vector, and A ∈ Rn×n, B ∈ Rn×3N, and C ∈ R3N×n are the system matrices which are

estimated via MOESP algorithm utilizing the input and output data, U and Y , respectively.

By combining Eqs. (5.5)-(5.6) and (5.8)-(5.9) to estimate the pressure drop due to wellbore

friction, perforation friction, and fracture propagation accounting for stress-shadow effects, the

following integrated ROM will be used to compute the pressure at z = zj in fracture i, pi(zj, tk):

∆pi(zj, tk) = ∆pwf,i(tk) + ∆ppf,i(tk) + ∆pfp,i(zj, tk) (5.10a)

pi(zj, tk) = po(tk)−∆pi(zj, tk) (5.10b)

where po(tk) is the total pressure at the wellbore heel, which can be changed by manipulating the

total flow rate, QT (t), and ∆pi(zj, tk) is the pressure drop from the wellbore heel at (x, z) = (0, 0)

to a location at z = zj in fracture i associated with the wellbore friction, perforation friction, and

fracture propagation.

Fig. 5.3 compares the high-fidelity model and the data-based ROM with respect to the pressure

drop profiles due to fracture propagation accounting for stress-shadow effects from the fracture

initiation (z = 0) to 3 different locations along the fracture propagation direction (z = 30, 60 and

90 m), where we observed that the two models in very good agreement at all times. It is important

to note that even though Eq. (5.10) is of the same form to Eq. (5.4), the required computational

cost is a small fraction relative to that of Eq. (5.4).

Remark 11. In addition to the MOESP algorithm employed in this work, there are a variety of

linear [82, 83, 84] and nonlinear [77, 85, 86, 87, 88] model order-reduction techniques available.

5.2.4 Validation of ROMs

In this subsection, we validated the integrated ROM developed in the previous subsection. The

high-fidelity simulation data, which is required to develop a linear time-invariant state-space model
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Figure 5.3: Comparison of the pressure drop profiles due to fracture propagation, ∆pfp,i, obtained
at three different spatial locations (z = 30 m, z = 60 m, and z = 90 m) from the high-fidelity
process model and the linear time-invariant state space model.

to describe the pressure drop due to fracture propagation accounting for stress-shadow effects, is

generated for a specific set of the number of perforations (np = 15) and the diameter of perfo-

rations (dp = 0.0089 m) in a cluster. It is important to note that the range of np and dp used

as a common practice in the actual field are np = {12, 13, . . . , 20} and dP = [0.00762, 0.015],

respectively [122]. In order to validate the integrated ROM at different operating conditions, two

particular operating conditions are considered, (np = 20 and dp = 0.015 m) and (np = 12 and

dp = 0.00762 m), where the former is a set of lower bound and the latter is a set of upper bound

values for the number and diameter of perforations in a cluster. In Figs. 5.4 and 5.5, the pressure

drops at various locations across the fracture from the wellbore heel, ∆pi(zj, tk), were compared

betwe en the integrated ROM and the high-fidelity process model, which shows that the integrated

ROM can be used to compute the pressure and the pressure drops, Eq. (5.10), for any np and dp.
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Figure 5.4: Comparison of the pressure drop profiles from the wellbore heel to three different
spatial locations (z = 30 m, z = 60 m, and z = 90 m) in fractures, ∆pi(z, t), from the high-
fidelity process model and the integrated ROM for np = 20 and dp = 0.015 m.

5.3 Model-based design technique to achieve uniform fracture growth

For multiple fracture treatments, the flow rate of fracturing fluids into each fracture, Qi, is

determined based on the pressure drop due to wellbore friction, perforation friction, and fracture

propagation. By achieving uniform pressure drop in each fracture, we can promote the equal dis-

tribution of fracturing fluids into multiple fractures which will result in a uniform fracture length at

the end of pumping. Specifically, we consider one of the widely used multiple hydraulic fracturing

techniques in the field called the limited entry design technique to manipulate the pressure drop in

each perforation cluster by varying the diameter of perforations, the number of perforations, and

the flow rate at the wellbore to mitigate stress-shadow effects. Utilizing the developed integrated

ROM that combines the analytical models and a data-based model to predict the flow resistance in
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Figure 5.5: Comparison of the pressure drop profiles from the wellbore heel to three different
spatial locations (z = 30 m, z = 60 m, and z = 90 m) in fractures, ∆pi(z, t), from the high-
fidelity process model and the integrated ROM for np = 12 and dp = 0.00762 m.

each fracture, we present a model-based design technique for equal distribution of fracturing fluids

into multiple fractures, resulting in uniform growth of multiple fractures at the end of pumping.

5.3.1 Optimal perforation conditions

In this subsection, a model-based design technique is presented to minimize the squared de-

viation of pressures at three different locations (z1, z2 and z3) along the propagation direction in

multiple fractures (i = 1, ..., N ), which is formulated in the following form:
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min
QT,1,...,QT,12

np

dp

3∑
j=1

N∑
i=1

N∑
m=1,m 6=i

1

2

[
pi(zj, tk)− pm(zj, tk)

]2 (5.11a)

s.t. pi(zj, tk) = po(tk)−∆pwf,i(tk)−∆ppf,i(tk)−∆pfp,i(zj, tk) (5.11b)

∆pwf,i(tk) = 2(3n′+2)π−n
′
k′
(

1 + 3n′

n′

)n′

D−(3n
′+1)

i∑
l=1

(xl − xl−1)Qw,l(tk)

(5.11c)

∆ppf,i(tk) =
0.807ρs
n2
pd

4
pK

2
d

Q2
i,k (5.11d)

X(tk+1) = AX(tk) +BU(tk) (5.11e)

Y (tk) = CX(tk) (5.11f)

QT,k =
N∑
i=1

Qi,k (5.11g)

Qmin ≤ QT,k ≤ Qmax k = 1, . . . , 12 (5.11h)

np,min ≤ np ≤ np,max (5.11i)

dp,min ≤ dp ≤ dp,max (5.11j)

where the total treatment time tf is divided into 12 stages with a time period of ∆,QT,k andQi,k are

the flow rates at the wellbore and in fracture i, respectively, for t ∈ [tk, tk + ∆), np is the number

of perforations in a cluster, dp is the diameter of perforations, Qmin and Qmax are the lower and

upper bounds on the flow rate at the wellbore, and N is the total number of fractures created in a

stage.

In the optimization problem of Eq. (5.11), the cost function of Eq. (5.11a) describes the squared

variation of pressures at three different locations in multiple fractures with time. The pressure at a

particular location in fracture i is given by Eq. (5.11b). Specifically, the pressure drop due to well-

bore friction and perforation friction are estimated using Eqs. (5.11c) and (5.11d), respectively,

and the pressure drop due to fracture propagation by taking into account of stress-shadow effects
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is estimated using the data-based model, Eqs. (5.11e) and (5.11f). The constraint of Eq. (5.11g)

describes that the total flow rate of fracturing fluids at the wellbore is equal to the sum of the flow

rates of fracturing fluids at each fracture. The distribution of total flow rate at the wellbore, QT,k,

into each fracture, Qi,k, at time tk is estimated by using the pressure drops due to wellbore fric-

tion, perforation friction and fracture propagation at time tk−1 (∆pwf,i(tk−1), ∆ppf,i(tk−1), and

∆pfp,i(z, tk−1)). The constraint of Eq. (5.11h) imposes the limits on the flow rate of fracturing flu-

ids at the wellbore to account for pumping capacity. The constraints of Eq. (5.11i) and Eq. (5.11j)

impose the limits on the number of perforations and the diameter of perforations in a cluster, re-

spectively, to incorporate the common practice in the actual oil and gas field. In this work, we

specifically used the uniform limited entry design technique, where all clusters have the same

number and diameter of perforations, which is taken into account by using one set of variables, np

and dp, over the entire perforations.

5.4 A case study for three fractures propagating simultaneously

In this section, we first present a base case where the multiple fractures grow unevenly, and

we apply the proposed model-based design technique to achieve a uniform length at the end of

pumping. For all the cases, we considered three simultaneously propagating fractures per a single

stage. The values of the model parameters used in the high-fidelity process model are provided in

Table 5.1, which were selected broadly to resemble an actual shale gas development field case.

5.4.1 Non-uniform fracture growth (Base case)

In the base case, we considered a constant rate of 0.16 m3/s to inject fracturing fluids, the

number of perforations per cluster of np = 20, and the diameter of the perforations of dp = 0.015

m. The fracture geometry and width profile of the base case at the end of pumping are shown

in Fig. 5.6. The exterior fractures are developed more at the expense of the interior fracture,

and the width of the interior fracture is greatly restricted. Fracturing fluids tend to flow along

the path with least resistance, minimizing the energy consumption of the entire physical process.

The stress-shadow effects exert additional compression on the interior fracture and increases the
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Parameter Symbol Value
Fracture spacing Xsep 29.3 m

Young’s modulus E 0.2× 1010 Pa

Poisson ratio of formation ν 0.2

Density of slurry ρs 1110 kg/m3

Fracture height H 60 m

Fracturing fluid power law index n′ 1

Fracturing fluid consistency index k′ 0.01 Pa · s
Horizontal wellbore diameter D 0.1m

Distance from horizontal wellbore heel to the first fracture in each stage x1 268 m

Dimensionless discharge coefficient Kd 0.89

Minimum horizontal stress Sh,min 6.95× 107 Pa

Maximum horizontal stress Sh,max 7.16× 107 Pa

Table 5.1: Model parameters used for the base case simulation.

flow resistance because of reduced width as shown in Fig. 5.7, resulting in fluid diverting into the

exterior fractures. As shown in Fig. 5.8, around 91% of the total fracturing fluid volume enters the

exterior fractures, while only 9% of the total fracturing fluid volume was received by the interior

fracture. The difference between the two exterior fractures is due to the wellbore friction. The

pressure drop due to wellbore friction is proportional to the distance between the wellbore heel

and fracture location, which causes the fracture close to the wellbore heel receives more fracturing

fluids. The non-uniform fracture growth in simultaneously propagating multiple fractures will

result in poor production of natural oil and gas resources from shale formations.

5.4.2 Uniform fracture growth using the proposed model-based design technique

In this subsection, we applied the proposed model-based design technique to achieve a uni-

form fracture length at the end of pumping. In the proposed design technique, we considered the

limited entry design technique to manipulate the pressure drop in perforation clusters by changing

the perforation conditions (np and dp) and the flow rate at the wellbore to balance the additional

compression caused by stress-shadow effects. The dynamic model described in Section 5.2 was

utilized to generate input/output data for developing a linear approximate model to estimate the

pressure drop due to fracture propagation, accounting for stress-shadow effects. By combining the

data-based model for the pressure drop due to fracture propagation with analytical models for the
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Figure 5.6: Fracture length and width distributions obtained at the end of pumping for the base
case.

pressure drop due to wellbore friction and perforation friction, we developed an integrated ROM

which was used in the proposed design technique. In the formulation, Eq. (5.11), the fracturing

fluid’s pumping schedule was divided into 12 pumping stages; the duration of each pumping stage

was ∆ = 300 s and the total treatment time was tf = 3600 s.

The pressure drop due to perforation friction in a perforation cluster, Eq. (5.6), increases with

decreasing the diameter of perforations to the fourth power and with decreasing the number of

perforations in a cluster to the second power. Therefore, use of a small diameter and number of

perforations in a cluster can greatly increase the pressure drop due to perforation friction. [126]

observed that increasing the pressure drop through perforations will result in more uniform distri-

bution of fracturing fluids among multiple fractures which will lead to a uniform length of multiple

fractures. A large pressure drop through perforations counteracts stress-shadow effects to ensure

uniform distribution of fracturing fluids among multiple fractures [9]. In consistent with this obser-
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Figure 5.7: The pressure at three different locations in multiple fractures during the hydraulic
fracturing process for the base case with a constant flow rate.

vation, the optimal number of perforations and the diameter of perforations in a cluster computed

using the proposed design technique are np = 12 and dp = 0.011 m, respectively, which are close

to lower bounds and implies more pressure drop due to perforation friction, and the computed

pumping schedule of fracturing fluids is shown in Fig. 5.9. Then, we applied the optimal pump-

ing schedule of fracturing fluids and optimal perforation conditions to the high-fidelity model of a

hydraulic fracturing process. The pressures at three different locations in multiple fractures during

the hydraulic fracturing operation are presented in Fig. 5.10, where it is shown that the pressures

at the same location in multiple fractures are uniform.

Regulating the pressures at the three different locations in multiple fractures promoted the

equal distribution of fracturing fluids into multiple fractures resulting in a uniform fracture length

at the end of pumping, as shown in Fig. 5.11. The difference between the longest and shorted

fracture lengths is less than 1% as shown in Table 5.2. Fig. 5.12 compares the distribution of

fracturing fluids into multiple fractures between the base case and the proposed method, where
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Figure 5.8: Percentage of the total fracturing fluid volume distributed into each fracture at the end
of pumping for the base case.

more fracturing fluids were distributed into the interior fracture by manipulating the perforation

conditions and flow rate as described in the proposed model-based design technique.

In hydraulic fracturing treatments, fracturing fluids are typically injected at a constant rate. To

take into account this common practice in the field, we have performed an additional test with

a constant flow rate of fracturing fluids. In Table 5.3, the obtained fracture length and average

fracture width are presented for a constant flow rate of 0.18 m3/s and the perforation conditions

of np = 12 and dp = 0.011 m. By comparing with Tables 5.2 and 5.3, it was observed that

the maximum deviation between the fracture lengths from the constant flow rate case (1.38%) is

slightly greater than that of the time-varying flow rate case (0.94%); which shows that the effect

of varying flow rate of fracturing fluids on uniform growth is not significant. On the other hand,

changing the perforation conditions has a major influence on uniform growth.

Then, we studied the effect of model uncertainty by considering plant-model mismatch in the

Young’s modulus, E. Specifically, we applied the optimal pumping schedule (fracturing fluid flow

rate) and optimal perforation conditions to the high-fidelity model by varying the Young’s modulus

+/-10% from its nominal value. Table 5.4 shows that the maximum deviation between the fracture

lengths is slightly greater when there is plant-model mismatch. In this work, we solved the pro-
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Figure 5.9: Pumping schedule of fracturing fluids using the proposed model-based design tech-
nique to achieve uniform pressure at different locations in multiple fractures with time.

Fracture number Fracture length, m Fracture average width, m
1 239.8 0.0050

2 238.5 0.0046

3 237.5 0.0050

Table 5.2: Fracture length and average width at the end of pumping using the proposed model-
based design technique.

posed model-based design technique once and offline by utilizing the integrated ROM and limited

entry design technique to compute the fracturing fluid flow rate and the perforation conditions. In

the future, we can consider a closed-loop operation of simultaneously growing multiple fractures.

Specifically, in hydraulic fracturing, the available real-time measurements are the fracture width

near the wellbore and fracture length. In practice, the plant-model mismatch and the uncertainties

in process model parameters can be handled through the design of a feedback control system by

utilizing these available real-time measurements as a feedback from the system.

5.5 Conclusions

In this work, we developed a model-based design technique that computes the flow rate of

fracturing fluids and perforation conditions to achieve uniform growth of simultaneously propa-

gating multiple fractures. First, we presented a dynamic model of hydraulic fractures to describe
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Figure 5.10: The pressures at three different locations in multiple fractures during the hydraulic
fracturing process after applying the flow rate of fracturing fluids and perforation conditions using
the proposed model-based design technique.

Fracture number Fracture length, m Fracture average width, m
1 239.4 0.0054

2 237.8 0.0049

3 236.5 0.0054

Table 5.3: Fracture length and average width at the end of pumping for a constant flow rate using
the proposed model-based design technique.

the stress-shadow effects in simultaneously propagating multiple fractures. Second, we developed

a new model order-reduction technique for simultaneously propagating multiple fractures by inte-

grating the analytical models to calculate the pressure drop due to perforation friction and wellbore

friction and a data-based ROM, using the data generated from the high-fidelity process model, to

describe the pressure drop due to stress-shadow effects. Lastly, we proposed a model-based design

technique by utilizing the integrated ROM and the limited entry design technique to compute the

flow rate of fracturing fluids and the perforation conditions which promote equal distribution of

fracturing fluids to achieve uniform growth of multiple fractures while mitigating the undesired

stress-shadow effects. Simulation results demonstrated that the proposed design technique was
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Figure 5.11: Fracture length and width distributions obtained at the end of pumping using the
proposed model-based design technique.

Mismatch in E % of deviation between the fracture lengths
-10% 1.03

0% 0.94

10% 1

Table 5.4: Maximum deviation between the fracture lengths when there is plant-model mismatch
in the Young’s modulus.

able to outperform the base case with respect to achieving uniform fracture growth, by explicitly

handling stress-shadow effects, and changing the perforation conditions has a dominant effect on

uniform growth compared to varying flow rate of fracturing fluids.
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Figure 5.12: Percentage of the total fracturing fluid volume distributed into each fracture at the end
of pumping for the base case and for the one with the proposed model-based design technique.
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6. MODELING AND CONTROL OF PROPPANT DISTRIBUTION OF MULTI-STAGE

HYDRAULIC FRACTURING IN HORIZONTAL WELLS*

6.1 Introduction

In chapter 5, we developed a model-based design technique that computes the flow rate of frac-

turing fluids and perforation conditions to achieve uniform growth of simultaneously propagating

multiple fractures. However, we only described simultaneously propagating multiple fractures

under stress shadow effect without incorporating proppant transport mechanisms.

The proppant transport takes place along the horizontal direction by the fracturing fluid and

the vertical direction due to the gravitational force. Specifically, the proppant transport in the

horizontal direction is mainly governed by three mechanisms. First, the proppant particles may

transport in suspension in a fracturing fluid due to advection. Second, the proppant particles may

roll over the surface of a proppant bank. Lastly, the proppant particles on the surface of a proppant

bank may lift off due to shear force, and then travel in the horizontal direction before landing on

other proppant bank. In addition to these three mechanisms, the use of slick water may lead to fast

proppant settling and significant proppant bank formation.

In hydraulic fracturing, proppant transport is simulated using two kinds of numerical methods:

Eulerian-Lagrangian method and Eulerian-Eulerian method. For the Eulerian-Lagrangian method,

the fracturing fluid flow is solved in Eulerian grids and the proppant transport is solved using a

Lagrangian method [63, 136, 137, 138]. This approach is computationally very expensive to be

incorporated into the simultaneously propagating multiple fractures model. Therefore, Eulerian-

Eulerian method was developed to quickly solve the proppant transport in the fracture in which

both the fracturing fluid and proppant are solved in Eulerian grids. The following models were

built using the Eulerian-Eulerian method to simulate the proppant transport. Schols and Visser

[139] proposed a model to calculate the proppant bank formation in a vertical fracture by neglect-

∗Reprinted with permission from “Modeling and Control of Proppant Distribution of Multistage Hydraulic Frac-
turing in Horizontal Shale Wells” by Siddhamshetty et al., 2019. Industrial & Engineering Chemistry Research, 58,
3159-3169, Copyright 2019 by American Chemical Society.
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ing the fracturing fluid loss. Based on this model, Gu and Hoo [43] developed a model to calculate

the proppant transport with a high-viscosity fracturing fluid. However, they did not consider the

proppant resuspending. Recently, Hu et al. [140] developed a new model that describes proppant

transport in a single vertical fracture. These proppant transport models focused on simple fracture

geometry, i.e., a single, planar fracture. While some efforts have been made to describe simultane-

ously propagating multiple fractures under stress shadow effect, they did not incorporate proppant

transport mechanisms [9, 122, 124]. Motivated by these considerations, in this chapter we will

develop a new model that accounts for proppant transport as well as simultaneously propagating

multiple fractures.

One of the important challenge in simultaneously propagating multiple fractures with close

spacing is that they often induce non-uniform fracture development due to stress-shadow effects.

In Chapter 5, we proposed an optimization-based limited entry design technique to determine the

perforation conditions to achieve uniform growth of multiple fractures.

The hydrocarbon production rate through multiple fracture networks is strongly dependent

on the proppant distribution within the fractures at the end of pumping, because they will create

conductive channels for oil and gas transport [141]. In certain oil reservoirs, 10% difference in the

fracture length from the desired value may cause 50% less oil production rate [65, 142]. Motivated

by this, in this chapter, we will focus on introducing a new model-based control algorithm by

utilizing the new high-fidelity model to compute online fracturing fluid pumping schedules for

uniform proppant distribution in simultaneously propagating multiple fractures.

This chapter is organized as follows: First, a dynamic model of simultaneously propagating

multiple fractures including proppant transport and proppant resuspending is presented by cou-

pling fluid flow, rock mechanics and proppant transport. Next, a data-based linear approximate

model is constructed using the high-fidelity simulation data to design a Kalman filter that estimates

unmeasurable states. Lastly, a model-based feedback controller is developed to achieve a uniform

proppant bank height in simultaneously propagating multiple fractures at the end of pumping by

handling the undesired stress-shadow effects.
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6.2 Dynamic modeling of simultaneously propagating multiple fractures

In this work, a dynamic model of simultaneously propagating multiple fractures consists of

following three sub-processes: (1) fracture propagation, (2) proppant transport, and (3) proppant

settling and proppant resuspending.

The fracture propagation model is presented in Section 5.2.

6.2.1 Modeling of proppant transport

The proppant volume concentration, Ci, is given by [140]:

∂(CiWi)

∂t
+∇ · (WiCiVp,i) = 0 (6.1)

where subscript i denotes the fracture number, and ∇ is the vector differential operator. The

net velocity of proppant particles, Vp,i, is obtained by describing the proppant transport along

the horizontal and vertical directions by the slurry velocity, Vhz,i, and the settling velocity, Vs,i,

respectively, in the form presented below [79, 142]:

Vp,i = Vhz,i + Vs,i (6.2)

The gravity-induced proppant settling velocity of the fracturing fluid, Vs,i, is computed by [60]:

Vs,i =
(1− Ci)2

101.82Ci

(ρp − ρf ) gD2
p

18µ
(6.3)

where µ is the fracturing fluid viscosity, ρp is the proppant particle density, ρf is the pure fluid

density, Dp is the proppant diameter, and g is the gravitational acceleration constant. The relation-

ship between the fracturing fluid viscosity, µ, and the suspended proppant concentration, Ci, can

be described through the following empirical model [70]:

µ(Ci) = µ0

(
1− Ci

Cmax

)−β
(6.4)
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where the µ0 is the effective Newtonian viscosity of clean fluid, and β is a constant obtained from

experiments, ranging between 1 and 3 [69].

6.2.2 Modeling of proppant settling and proppant resuspending

In unconventional reservoirs, due to the use of low-viscosity fracturing fluids, the amount of

proppant settling during hydraulic fracturing is significant. The settled proppant forms a proppant

bank and its height is dynamically determined by two factors: the rates of proppant bank formation

and proppant resuspending. The proppant bank formation due to the proppant settling can lead to

an increase in proppant bank height, and the proppant resuspending due to the shear force can

contribute to a decrease in proppant bank height. Therefore, the overall evolution of proppant bank

height, Hbank,i, is described by [140]:

Hbank,i =

∫ t

0

(
dHb,i

dt
− dHw,i

dt

)
dt (6.5)

where dHb,i

dt
is the rate of proppant bank formation, and dHw,i

dt
is the rate of proppant resuspending.

The rate of proppant bank formation via proppant settling is described by:

dHb,i

dt
=
CiVs,i
Cmax

(6.6)

where Cmax is the theoretical maximum concentration in the proppant bank. The rate of proppant

resuspending due to shear force is given by [140]:

dHw,i

dt
=
Kfiρs,iVhz,i

2ρp
(6.7)

where K is the comprehensive experimental factor which is set as 0.8 by [140] to obtain a good

match with experimental data, fi is the friction factor of fracture i, and Vhz,i is the slurry velocity.

The following expression can be used to compute fi [143].

1√
(2fi)

= −0.86

(
(Dp/Dh,i)

3.7
− 2.51

Rei
√

(2fi)

)
(6.8)
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where Rei is Reynolds number, and Dh,i is the hydraulic diameter given by:

Dh,i =
2WiHf,i

(Wi +Hf,i)
(6.9)

where Hf,i is the height of the free cross-sectional area, which is the distance between the fracture

height and the proppant bank height, (Hf,i = H −Hbank,i). Then, Rei and ρs,i are obtained by the

following equations:

Rei =
ρs,iVs,iDh,i

µ
(6.10a)

ρs,i = (1− Ci)ρf + Ciρp (6.10b)

6.3 Optimal fracture geometry in unconventional reservoirs

We used the section-based optimization method presented Section 4.4.1 for determining the

optimum number of wells nc, number of fractures per well nr, and fracture half-length xf , at

which the productivity of a stimulated well is maximized subject to a fixed amount of fracturing

resources like proppant [113].

In this work, we assumed the total amount of proppant available to stimulate a section is

Mprop = 3.96 × 107 kg. Using the method developed by Liu and Valkó [113] for the above

amount of proppant, the optimal values that maximize the productivity from a section are found to

be: nc = 6, nr = 55, xf = 120 m, Ix = 0.895.

Fig. 4.1 illustrates the growth and propagation of proppant bank height during hydraulic frac-

turing. Because of predominantly low-viscosity fracturing fluids used in unconventional reservoirs,

the proppant settles quickly. The settled proppant forms a bank, which will grow to an equilibrium

height, heq, at which the rate of proppant bank formation via proppant settling is equal to that of the

proppant wash-out due to the shear force. The main objective of hydraulic fracturing is to achieve

a proppant bank with a height of heq and a fracture length of xf . The above-mentioned objective
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can be translated into achieving an average width of Wavg,target, which can be obtained as follows:

Wavg,target =
Mprop,frac

2ρpheqxf (1− φ)
(6.11)

where the amount of proppant to be injected into each fracture is Mprop,frac = 72, 000 kg, and

the equilibrium height of proppant bank for the considered flow condition is heq = 57 m. In our

case, the calculated target width for each fracture at the end of pumping is Wavg,target = 3.74

mm. In the following section, we focus on the development of a model-based feedback con-

troller whose objective is to achieve a fracture length of xf = 120 m, and an average fracture

width of Wavg,target = 3.74 mm. In simultaneously growing multiple fractures, close spacing be-

tween neighboring fractures often induces non-uniform fracture development due to stress-shadow

effects. In Chapter 5, we proposed an optimization-based limited entry design technique to deter-

mine a perforation condition to achieve uniform growth of simultaneously propagating multiple

fractures [144]. We considered the same perforation conditions of np = 12 and dp = 0.011 m in

the following sections.

6.4 Model predictive control for hydraulic fracturing processes

In this section, we first use the multi-variable output error state-space (MOESP) algorithm to

construct a linear time-invariant approximate model from the high-fidelity simulation data. The

real-time measurements of fracture width at the wellbore (using the wellbore pressure data) and

the length (using the microseismic data) of all the fractures are assumed to be available at every

sampling time [53]. Utilizing these available measurements and the obtained linear time-invariant

approximate model, we design a Kalman filter to estimate the average fracture width at each sam-

pling time. Then, we design a model-based feedback controller that computes the optimal proppant

pumping schedule (i.e., the flow rate and proppant concentration of the fracturing fluid at the well-

bore) to achieve the desired average fracture width at the end of pumping, which will lead to the

proppant bank height with a desired value and thereby the maximal gas production rate.
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6.4.1 Development of reduced-order models

Due to the infinite-dimensional nature of the high-fidelity process model of Eqs. (6.5)–(6.10),

a reduced-order model (ROM) is required for the purpose of model-based feedback controller

design. First, a series of step inputs are applied to the high-fidelity process model to generate

input/output data of proppant transport in simultaneously propagating multiple fractures. Then,

the MOESP algorithm is used to obtain a linear time-invariant state-space model of hydraulic

fracturing process, which is presented in the following form:


x1(tk+1)

...

xn(tk+1)


︸ ︷︷ ︸
X(tk+1)

= A


x1(tk)

...

xn(tk)


︸ ︷︷ ︸
X(tk)

+B

Qz0(tk)

C0(tk)


︸ ︷︷ ︸
U(tk)

(6.12)



Wavg,1(tk)

...

Wavg,N(tk)

W0,1(tk)

...

W0,N(tk)

L1(tk)

...

LN(tk)


︸ ︷︷ ︸

Y (tk)

= C



x1(tk)

...

...

...

...

...

...

xn(tk)


︸ ︷︷ ︸
X(tk)

(6.13)

where U(tk) denotes the vector of input variables, Y (tk) denotes the vector of output variables, and

X(tk) represents the n-dimensional state vector. Specifically, Qz0(tk) is the flow rate and C0(tk)

is the proppant concentration of the fracturing fluid at the wellbore (i.e, the manipulated input

variables), Wavg,i(tk) is the average fracture width, W0,i(tk) is the fracture width at the wellbore,
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Li(tk) is the length of fracture i, and A ∈ Rn×n, B ∈ Rn×2 and C ∈ R3N×n are the system

matrices which are estimated via the MOESP algorithm utilizing the input and output data, U

and Y , respectively. In practice, the available real-time measurements are limited to the fracture

width near the wellbore and the lengths of simultaneously propagating multiple fractures at every

sampling time. This leaves the average fracture width to be estimated through a Kalman filter at

each sampling time, which will be discussed in the following section.

6.4.2 Kalman filter design

The process and measurement noise is added to the ROM presented as follows:

X(tk+1) = AX(tk) +BU(tk) + w(tk) (6.14a)

Y (tk) = CX(tk) + v(tk) (6.14b)

where w is the process noise and v represents the measurement noise. Both w and v are assumed

to be drawn from a zero mean Gaussian distribution with covariances Q and R, respectively, as

follows:

w(tk) ∼ N(0, Q) (6.15a)

v(tk) ∼ N(0, R) (6.15b)

The Kalman filter is a two-step process: prediction and measurement update. Combining the

prediction and measurement update steps, the Kalman filter is presented in the following form:

X̂(tk+1) = AX̂(tk) +BU(tk) +M(tk)(Ym(tk)− Ŷ (tk)) (6.16a)

M(tk) = P (tk)C
T (R(tk) + CP (tk)C

T )−1 (6.16b)

P (tk+1) = (I −M(tk)C)P (tk) (6.16c)

where the notation (̂·) denotes the estimated variables, M(tk) is the Kalman filter gain, P (tk) de-

109



notes the covariance of the state estimation error, and Ym(tk) = [W0,1(tk) . . .W0,N(tk), L1(tk) . . .

LN(tk)]
T are the available real-time measurements, the width at the wellbore and the lengths of

simultaneously propagating multiple fractures.

Fig. 6.1 shows the comparison between the estimated and the true average fracture width with

time in simultaneously propagating multiple fractures. It is observed that the estimated average

fracture width quickly converges to the true value obtained from the high-fidelity process model.

The effect of the measurement noise, which is often found in experimental readings, is simulated

by introducing white noise with a zero mean Gaussian distribution.
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Figure 6.1: Comparison between the true values and the estimates of average width profiles of
simultaneously propagating multiple fractures.

6.4.3 Model-based feedback control formulation

Within this regard, a novel model-based feedback control system is designed to minimize the

sum of the squared deviation of the average fracture width at the end of pumping from its set-point
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value over multiple fractures (i = 1, ..., N), which is formulated in the following form:

min
Cstage,k,...,Cstage,8

Qstage,k,...,Qstage,8

N∑
i=1

(Ŵavg,i(tf )−Wavg,target)
2 (6.17a)

s.t. Kalman filter, Eq. (6.16) (6.17b)

ROM, Eqs. (6.12) and (6.13) (6.17c)

Ŵ0,i(tk) = W0,i(tk), L̂i(tk) = Li(tk) (6.17d)

Cstage,k−1+m ≤ Cstage,k+m ≤ 5 PPGA (6.17e)

Qmin ≤ Qstage,k+m ≤ Qmax (6.17f)

m = 1, . . . , 8− k (6.17g)

∆

(
8∑

k=1

2Qstage,kCstage,k

)
= NMprop,frac (6.17h)

where N is the total number of simultaneously propagating fractures considered, Wavg,target is the

desired average fracture width at the end of pumping, Ŵavg,i(tk) is the predicted average width of

fracture i obtained via Eq. (6.16), tf is the total operation time of hydraulic fracturing, ∆ is the

sampling time, which is also the duration of each pumping stage, tk is the current time,W0,i(tk) and

Li(tk) are the two measurements available at t = tk, and Cstage,k andQstage,k are the inlet proppant

concentration and the inlet flow rate of the kth pumping stage (t ∈ [tk, tk+∆]), respectively, which

are to be determined by solving Eq. (6.17) with a shrinking prediction horizon Np = tf − tk.

In the optimization problem of Eq. (6.17), the cost function of Eq. (6.17a) describes the sum

of the squared deviation of the predicted average fracture width from the set-point value at the end

of pumping over multiple fractures. The real-time measurements of the width at the wellbore and

the length of all the multiple fractures are available at each sampling time, which is described by

Eq. (6.17d), and are used to initialize the Kalman filter of Eq. (6.16) to predict the unmeasurable

average fracture width trajectories of simultaneously propagating multiple fractures. Please note

that the Kalman filter plays a role as a soft sensor to provide measurements to the model predictive

control (MPC) formulation. The constraint of Eq. (6.17e) implies that the proppant concentra-
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tion will be increased monotonically, and the maximum injected proppant concentration is less

than 5 PPGA. The constraint of Eq. (6.17f) imposes limits on the flow rate of fracturing fluids

at the wellbore. The constraint of Eq. (6.17h) describes the amount of proppant to be injected to

a horizontal well to create a N fractures. In multi-stage hydraulic fracturing, there are two chal-

lenges: 1) mitigating stress-shadow effects to achieve a uniform fracture length; 2) driving the

average fracture width over multiple fractures to a set-point value, which will lead to a proppant

bank height with a desired value in simultaneously propagating multiple fractures. We mitigate the

stress-shadow effects by using the optimal perforation conditions obtained in Chapter 4 [144]. The

remaining challenge of regulating the average fracture widths of multiple fractures will be handled

by the proposed MPC scheme.

6.5 A case study for three fractures propagating simultaneously

In this section, we first studied a base case where the multiple fractures grow unevenly due

to stress-shadow effects resulting in non-uniform propped fracture geometry, leading to a poor

production rate of oil and gas resources from shale formations. Then, we applied the proposed

model-based feedback controller for the regulation of the average fracture width in simultaneously

propagating multiple fractures to achieve the optimal propped fracture geometry at the end of

pumping. For all the cases, we considered three simultaneously propagating fractures. We used

the parameters from a field case in the high-fidelity process model, and they are presented in

Table 5.1 [3].

6.5.1 Non-uniform fracture growth (Base case)

In the base case, we considered a constant flow rate of 0.18 m3/s to inject fracturing fluids and

an amount of 3Mprop,frac of proppant. We considered 20 perforations per cluster (np = 20), and

the diameter of perforation was dp = 0.015 m. The fracture geometry and width profile of the base

case at the end of pumping are shown in Fig. 6.2. The exterior fractures were developed more at

the expense of the interior fracture, while the interior fracture width was greatly restricted. The

stress-shadow effects exerted additional compression on the interior fracture and increased the flow
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resistance, resulting in fluid diverting into the exterior fractures. Due to the uneven distribution

of fracturing fluids, the propped fracture geometry of fractures is different from the desired one

obtained from the section-based optimization method as shown in Fig. 6.3.

Figure 6.2: Fracture length and width distributions in multiple fractures obtained at the end of
pumping for the base case.

6.5.2 Closed-loop simulation results under the proposed model-based feedback controller

In this subsection, we applied the proposed model-based feedback controller for regulation of

the average fracture widths of simultaneously propagating multiple fractures to achieve the opti-

mal propped fracture geometry at the end of pumping in unconventional reservoirs. The dynamic

high-fidelity process model of simultaneously propagating multiple fractures, described earlier,

was utilized to simulate a hydraulic fracturing process. The high-fidelity model was initially used

to generate the input/output data of simultaneously propagating multiple fractures for develop-
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Figure 6.3: Spatial proppant bank height profiles of the simultaneously propagating three fractures
obtained at the end of pumping for the base case.

ing a linear approximate model for developing a Kalman filter and model-based feedback control

system. In order to achieve the uniform equilibrium proppant bank height, heq, over the optimal

fracture half-length, xf = 120 m, the desired average fracture width at the end of pumping was

found to be Wavg,target = 3.74 mm. For the simulations, the pad time, tp, was fixed to be 1200 s

in order to avoid premature termination of the hydraulic fracturing process. The feedback control

system and the Kalman filter were initialized from the beginning of hydraulic fracturing operation.

In the closed-loop simulations, ∆ and tf were chosen to be 600 s and 4800 s, respectively. The

pumping schedule of proppant and fracturing fluid was divided into 8 pumping stages and the du-

ration of each pumping stage was 600 s, which was equal to the sampling time ∆. The real-time

measurements of the width at the wellbore, W0,i(tk), and the length, Li(tk), of all the fractures

were assumed to be available at each sampling time, which were then used to estimate the average

fracture width, Ŵavg,i, via the Kalman filter. The first step of solution, Cstage,k & Qstage,k, ob-

tained by solving the optimization problem over a prediction horizon length of Np was applied to

the high-fidelity process model in a sample-and-hold fashion, and this procedure was repeated at

every sampling time until the end of hydraulic fracturing.
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One of the challenges in simultaneously propagating multiple fractures with close spacing is

that they often induce non-uniform fracture development due to stress-shadow effects. In this

work, we used an optimization-based limited entry design technique to determine the perforation

conditions which promote equal distribution of fracturing fluids to achieve uniform growth of

multiple fractures [144]. Specifically, we considered the perforation conditions of np = 12 and

dp = 0.011 m through which we were able to achieve almost uniform distribution of fracturing

fluids into simultaneously propagating multiple fractures as shown in Fig. 6.4.
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Figure 6.4: Percentage of the total fracturing fluid volume distributed into each fracture at the end
of pumping under the optimal perforation conditions.

Then, we tried to achieve the set-point value of the average width for each fracture in simulta-

neously propagating multiple fractures by applying the proposed model-based feedback controller

to the high-fidelity process model to achieve the uniform proppant bank height across the frac-

tures, which will lead to uniform proppant bank with the equilibrium height, heq, over the optimal

fracture half-length, xf = 120 m. The average fracture width profiles of the three fractures are

presented in Fig. 6.5, where they are very close to the set-point value. Fig. 6.6 shows the optimal
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pumping schedules computed by the proposed model-based feedback controller. The correspond-

ing proppant bank height over the optimal half-length, xf , is uniform with the equilibrium value

as shown in Fig. 6.7. At the end of pumping, some amount of proppant (2000 kg) still remains in

suspension, which are assumed to quickly join the bank during the shut-in period.
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Figure 6.5: Average width profiles of simultaneously propagating multiple fractures during hy-
draulic fracturing under the proposed controller.

6.6 Conclusions

In this work, we developed a model-based feedback control system that computes an optimal

pumping schedule to achieve the uniform proppant bank height over the optimal fracture length

in simultaneously propagating multiple fractures at the end of pumping by handling the undesired

stress-shadow effects. First, we developed a dynamic model of simultaneously propagating multi-

ple fractures to describe the formation of a proppant bank including proppant settling and proppant

resuspending by coupling fluid flow and rock mechanics. Second, a method called section-based

optimization was employed to determine the optimal well-fracture configuration, maximizing the

overall productivity achievable by a given amount of proppant to be injected. Third, using the data
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Figure 6.6: Optimal pumping schedules generated under the proposed controller.

generated from the high-fidelity process model of simultaneously propagating multiple fractures, a

ROM was constructed, and a Kalman filter was designed to effectively estimate the average fracture

width at each sampling time. We considered the optimal perforation conditions in the high-fidelity

model which were available from Chapter 4 to mitigate the stress-shadow effects, and promote

equal distribution of fracturing fluids to achieve uniform fracture growth. Lastly, the proposed

MPC scheme was applied for the design of a real-time model-based feedback control system to

compute online fracturing fluid pumping schedules. The proposed methodology was able to gen-

erate a uniform proppant bank height along the targeted fracture length while explicitly taking into

account actuator limitations, state constraints for process safety, and economic considerations.
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Figure 6.7: Spatial proppant bank height profiles of the simultaneously propagating three fractures
obtained at the end of pumping.

118



7. SIMULTANEOUS MEASUREMENT UNCERTAINTY REDUCTION AND PROPPANT

BANK HEIGHT CONTROL OF HYDRAULIC FRACTURING*

7.1 Introduction

In Chapter 4, we have developed a real-time feedback control systems for hydraulic fracturing

to regulate proppant bank height for low-permeability reservoirs, where unmeasurable output vari-

ables (e.g., average fracture width) and states were estimated using Kalman filters for the purpose

of controller design using available measurements. In hydraulic fracturing, among a variety of

available measurement technologies, microseismic monitoring (MSM) is the most commonly used

one to determine the geometry and location of created hydraulic fractures because it provides the

most comprehensive picture of hydraulic fracture growth [53, 54, 55].

The principle of MSM is as follows: energy is released due to the cracks propagated in a shale

rock formation. This microseismic energy will travel away from the cracks in the form of seismic

waves through the surrounding rock formation as shown in Fig. 7.1 [145]. These seismic waves

will temporarily deform the surrounding rock formation when they travel and can be classified

into two types: primary (P-) waves, which are the fast propagating waves and secondary (S-)

waves, which are the relatively slow propagating shear waves. These microseismic events are

then picked up by arrays of accelerometers or three-component geophones which are placed at

a nearby monitoring well. Then, the distance between the microseismic event location and the

geophone is determined based on the difference in arrival times between primary and secondary

waves and a previously calibrated seismic-wave velocity model. Using three or more geophones

to detect the same microseismic event location will allow us to determine the location of created

fractures in the three-dimensional (3D) space. In general, the measurement uncertainty associated

with geophones is very high due to the remote nature of hydraulic fracturing taking place in an

underground environment, placing multiple sensors and drilling monitoring wells are required,

∗Reprinted with permission from “Simultaneous measurement uncertainty reduction and proppant bank height
control of hydraulic fracturing” by Siddhamshetty et al., 2019. Computers & Chemical Engineering, 127, 272-281,
Copyright 2019 by Elsevier.
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which is often very expensive.

Figure 7.1: Schematic of how MSM works.

However, unlike other industrial applications, in hydraulic fracturing the occurrence of mea-

surement depends on the fracturing fluid injection rate at the wellbore [53]. More microseismic

events can take place due to increased stress triggered by higher fracturing fluid injection rates.

Therefore, creating more microseismic events can reduce measurement errors using MSM. Based

on this, Sun et al. [146] proposed an idea of reducing measurement uncertainty for state and out-

put estimation by manipulating the fracturing fluid injection rate. However, they did not consider

regulating the optimal fracture geometry, which can be done by manipulating the same variable.

Motivated by this, we propose to develop a model-based feedback control system to reduce the
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measurement uncertainty while at the same time accomplishing the original control task of achiev-

ing the desired fracture geometry at the end of hydraulic fracturing. In this regard, a controller

is formulated to minimize the estimation error covariance (uncertainty reduction) as well as the

deviation of fracture geometry from its target (set-point tracking) [147].

This paper is organized as follows: in Section 7.2, we explain the problem statement, and de-

scribe the Kalman filter and the relationship between the manipulated input and measurement error

covariance. A dynamic model of hydraulic fracturing is described in Section 7.3. In Section 7.4,

we present the section-based optimization method to obtain the optimal configuration of fractures

and wells, and the optimal fracture geometry in unconventional oil and gas reservoirs. In Section

7.5, we present the development of a reduced-order model (ROM) using the simulation data gener-

ated from the dynamic model of hydraulic fracturing, which is then used to develop a Kalman filter

for state and output estimation. Next, we introduce a novel real-time model-based feedback con-

trol system. The paper concludes with closed-loop simulation results to analyze the performance

of the proposed control scheme for simultaneous measurement uncertainty reduction and set-point

tracking.

7.2 Problem statement

In hydraulic fracturing, it is important to achieve a uniform proppant bank height across the

optimal fracture length at the end of the process, which will maximize the oil and gas production

rates from shale rock formations. In order to obtain the optimal fracture geometry, we propose to

design a model-based feedback control system. In the controller, we can estimate unmeasurable

states through state estimators such as Kalman filter by utilizing the measurement data available

from MSM.

Consider the following state-space representation of a discrete time linear model:
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x(tk+1) = Ax(tk) +Bu(tk) + w(tk) (7.1a)

y(tk) = Hx(tk) + v(tk) (7.1b)

where the input, state, and output variables are represented using u(tk), x(tk), and y(tk), respec-

tively. The random process noise, w(tk), and measurement noise, v(tk), are assumed to be derived

from a Gaussian distribution with zero mean and covariances Q and R, respectively.

w(tk) ∼ N(0, Q) (7.2a)

v(tk) ∼ N(0, R) (7.2b)

A Kalman filter consists of two steps: prediction and measurement update steps. Combining

these two steps, the formulations for a Kalman filter are presented as follows:

x̂(tk+1) = Ax̂(tk) +Bu(tk) +M(tk)(ym(tk)− ŷ(tk)) (7.3a)

M(tk) = P (tk)H
T (R(tk) +HP (tk)H

T )−1 (7.3b)

P (tk+1) = (I −M(tk)H)P (tk) (7.3c)

E(tk) = HP (tk)H
T +R (7.3d)

where the notation (̂·) denotes the estimated variables, M(tk) is the Kalman filter gain, P (tk)

and E(tk) denote the covariances of the state and output estimation errors, respectively, and the

available measurement from the system is denoted using ym(tk).

In general, the process and measurement noise information within a Kalman filter is assumed

to be known a priori. However, in some systems like hydraulic fracturing, the noise covariance

matrices depend on the manipulated input as follows:
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Q(tk) = fw(u(tk)) (7.4a)

R(tk) = fv(u(tk)) (7.4b)

where the nonlinear functions fw(·) and fv(·) capture the dependences of covariance matrices on

the manipulated input.

In hydraulic fracturing, the occurrence of measurements (i.e., microseismic events) depends

on the fracturing fluid injection rate at the wellbore which is an input to the process [53]. More

microseismic events will be generated simultaneously due to increased stress and pore pressure

triggered by higher fracturing fluid injection rates. The measurement error covariance of simulta-

neously generated microseismic events can be determined byR(tk) = Rsingle/N(tk) whereRsingle

is the error covariance of individual measurement andN is the total number of microseismic events

per a unit time period. Since N depends on the fracturing fluid injection rate, the measurement

error covariance depends on fracturing fluid injection rate at the wellbore which is also the input

to the hydraulic fracturing process. Therefore, we have an extra degree of freedom to reduce the

measurement uncertainty associated with MSM; otherwise, a high measurement error may lead to

incorrect state and output estimation and thereby to a poor controller performance. Therefore, by

utilizing this unique dependence of the MSM measurement error on the manipulated input, it is

desirable to design a controller to achieve uncertainty reduction as well as set-point tracking.

7.3 Modeling of hydraulic fracturing

The hydraulic fracturing process model considers fracture propagation, proppant transport, and

proppant bank formation. The fracture propagation model is presented in Section 2.1.1 which

considers Perkins, Kern, and Nordgren model to describe the propagation of a fracture. Proppant

transport and proppant bank formation models are presented in Section 4.2.2 and 4.2.3. Essentially,

we can obtain the spatio-temporal profiles of fracture width, W (x, t), length, L(t), suspended

proppant concentration, C(x, t), and proppant bank height, δ(x, t) using these models.
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7.4 Optimal configuration of fractures and wells in unconventional oil and gas reservoirs

We use the section-based optimization method presented in Section 4.4.1 to determine the

optimal number of wells, nc, number of fractures per each well, nr, and half-length of fracture,

xf , as this configuration will maximize the productivity of unconventional shale formations for

given amounts of fracturing resources [113] . In this work, we fixed the total amount of proppant

available for injection as Mprop = 2.38× 107 kg, and the resultant optimal values obtained by the

section-based optimization method were nc = 6, nr = 55, and xf = 120 m.

In unconventional reservoirs, because of the use of slickwater which is a low-viscosity frac-

turing fluid, the proppant settles quickly forming a proppant bank, which will eventually reach an

equilibrium height, heq. It is very important to achieve this equilibrium height over the required

fracture half-length, xf , which can be translated into achieving the following average fracture

width at the end of the hydraulic fracturing process:

Wavg,target =
Mprop,frac

2ρpheqxf (1− φ)
(7.5)

where the total amount of proppant injected to create one fracture is Mprop,frac = 72000 kg, the

proppant particle density is ρp = 2650 kg/m3, the porosity of proppant bank is φ = 0.61, the

equilibrium height is heq = 54 m for the considered fracturing fluid flow conditions, and the

calculated average fracture width at the end of the hydraulic fracturing process is Wavg,target =

5.37 mm. It is very important to achieve this target average fracture width (set-point for controller

design) as it will lead to the optimal fracture geometry for the maximum oil and gas production.

However, the measurement of average fracture width is not directly available. Thus, we have to

utilize the available measurement of fracture length to estimate the average fracture width using

a Kalman filter. In the following section, we will develop a model-based feedback controller

to obtain the desired average fracture width at the end of the hydraulic fracturing process and

simultaneously reduce the estimation error of average fracture width.
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7.5 Model-based control systems for simultaneous uncertainty reduction and set-point track-

ing in hydraulic fracturing

In this section, we first construct a ROM of hydraulic fracturing process using the simulation

data from the high-fidelity model described in Section 7.3. MSM is the only reliable measurement

technique available during the hydraulic fracturing process, through which we can obtain the real-

time measurement of fracture length [53]. Utilizing this available measurement of fracture length

and the ROM, we will develop a Kalman filter to predict the average fracture width. As mentioned

earlier, the estimation error depends on the measurement noise which is a function of the fracturing

fluid injection rate. Based on this, we develop a model predictive controller (MPC) to compute the

optimal pumping schedule that will allow us to achieve the desired average fracture width at the

end of the hydraulic fracturing process and simultaneously reduce the estimation error associated

with the average fracture width.

7.5.1 Development of ROM

Due to the infinite-dimensional nature of the high-fidelity model, multi-variable output error

state-space (MOESP) algorithm is used to obtain a discrete time state-space model describing frac-

ture propagation and proppant transport phenomena in hydraulic fracturing, which is represented

in the following form:

x(tk+1) = Ax(tk) +Bu(tk) (7.6a)

y(tk) = Hx(tk) (7.6b)

where the manipulated input variables, u(tk) = [Qx0(tk), C0(tk)]
T, are the injected fracturing

fluid flow rate and proppant concentration into the fracture at the wellbore, the output variables,

y(tk) = [Wavg(tk), L(tk)]
T, are the average fracture width and length, and x(tk) represents the

system states. In this work we used a 3rd order state-space model, and the obtained A, B, and H

matrices using MOESP algorithm are given in Eq. (7.7). We have used the open-loop simulation

125



data generated from the high-fidelity process model to obtain a linear time-invariant state-space

model of the hydraulic fracturing process. The training input was designed by taking into ac-

count the ranges of allowed input profile (i.e., the minimum and maximum allowable flow rate

and proppant concentration). Fig. 7.2 shows the comparison between the estimated and the actual

average fracture width and fracture length with time. It is observed that the estimated average frac-

ture width and fracture length quickly converge to the true values obtained from the high-fidelity

process model.

Figure 7.2: Comparison between the true values and the estimates of average fracture width and
fracture length.
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A =


0.9996 1.2434e− 04 −2.3447e− 04

2.010e− 04 0.9998 1.8187e− 04

−6.0175e− 04 2.8465e− 04 0.9996

 (7.7a)

B =


8.4973e− 04 −2.0869e− 05

−7.2948e− 04 3.1820e− 05

0.0011 3.6069e− 05

 (7.7b)

H =

 344.8 −89.7 1.1

1288.5 −549.1 −1759.7

 (7.7c)

Remark 12. We can also use closed-loop identification methods to obtain a reduced order model

as described in [148], and [149].

Remark 13. In practice, the only reliable measurement during the hydraulic fracturing process is

the fracture length. Using this measurement (i.e., ym(tk) = [L(tk)]), the average fracture width is

estimated through a Kalman filter as described in Section 7.2.

7.5.2 Uncertainty reduction

In hydraulic fracturing due to the use of MSM technology, the occurrence of measurement

depends on the fracturing fluid injection rate at the wellbore. Higher flow rates are likely to trigger

more simultaneous microseismic events because of increased stress and pore pressure resulting

from higher fracturing fluid injection rates. The total number of microseismic events per a unit

time period, N , is given below:

N(tk) = fN(Qx0(tk)) (7.8)

In this work, we assume that two consecutive microseismic events may occur at the same

location and time with a same measurement uncertainty [146]. The measurement error covariance
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of simultaneously generated microseismic events can be determined by:

R(tk) = Rsingle/N(tk) (7.9)

where Rsingle is the error covariance of individual measurement. In practice, Rsingle is the error

band of single microseismic event uncertainty. By combining Eqs. (7.8) and (7.9), the relationship

between the fracturing fluid flow rate, Qx0(tk), and measurement error covariance, R(tk), is given

below:

fv(Qx0(tk)) = Rsingle/fN(Qx0(tk)) (7.10)

Because the covariance of a vector sequence is a matrix, we use the trace (the sum of eigenvalues)

of a covariance matrix to evaluate the degree of measurement uncertainty.

7.5.3 MPC formulations

As indicated by Eqs. (7.8)-(7.10), by manipulating the fracturing fluid injection rate, the mea-

surement covariance error and thereby output estimation error can be adjusted as shown in Section

7.2. Within this regard, a novel MPC is developed to minimize the squared deviation of the average

fracture width at the end of the hydraulic fracturing process from its set-point, and the trace value

of the covariance of output estimation error from its desired value, which is given below:
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min
Cstage,k,...,Cstage,9

Qstage,k,...,Qstage,9

(Ŵavg(tf )−Wavg,target)
2 +Qc

9∑
i=k

(tr(E(tk))− Esp)2 (7.11a)

s.t. L̂(tk) = L(tk) (7.11b)

Kalman filter, Eq. (7.3) (7.11c)

Cstage,k−1+m ≤ Cstage,k+m ≤ 2 PPGA (7.11d)

Qmin ≤ Qstage,k+m ≤ Qmax (7.11e)

Rsingle(tk) = 10000 + 5000sin(2/(20πtk)) (7.11f)

fN(Qx0(tk)) = N0 + 10(Qstage,k − q0)/q0 (7.11g)

R(tk) = fv(Qx0(tk)) = Rsingle(tk)/fN(Qx0(tk)) (7.11h)

m = 1, . . . , 9− k (7.11i)

∆

(
9∑

k=1

2Qstage,kCstage,k

)
= Mprop,frac (7.11j)

whereQc is the weighted norm, the target average fracture width at the end of the hydraulic fractur-

ing process is denoted using Wavg,target, the average fracture width estimated by the Kalman filter

of Eq. (7.11c) is given by Ŵavg(tk), tr(E(tk)) is the trace of the output estimation error covariance

matrix, Esp is the desired trace value, N0 = 10 is the number of nominal microseismic events at

the fracturing fluid injection rate of q0 = 0.035 m3/s, the total process operation time is given by

tf , the period of each sampling time is ∆, the current time is denoted by tk, the measurements

available using MSM is the fracture length, L(tk), and Cstage,k and Qstage,k are the manipulated

input variables at the kth pumping stage. The schematic diagram of the proposed MPC is presented

in Fig. 7.3.

In the optimization problem, the only available measurement is the fracture length (Eq. (7.11b))

and this measurement is used within the Kalman filter to estimate the average fracture width

(Eq. (7.11c)), and the constraints on proppant concentration and fracturing fluid flow rate are

considered (Eqs. (7.11d)-(7.11e)). The total amount of proppant injected is constrained using
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Figure 7.3: Schematic of the proposed closed-loop operation.

Eq. (7.11j). The trace of the output estimation error covariance, tr(E(tk)), is given by the Kalman

filter using Eq. (7.3).

Remark 14. The proposed method can be easily extended to account for system nonlinearities

by adopting extended Kalman filter techniques, which uses linearized models. By using the input

dependent measurement error covariance relationship and extended Kalman filter, we can use the

proposed MPC framework for measurement uncertainty reduction while achieving the original

control task for nonlinear systems.

Remark 15. There is no desired threshold value on output estimation error covariance and further

reducing the error covariance is always beneficial to achieve a better control performance.

7.6 Closed-loop simulation results under the proposed MPC

In this section, the closed-loop simulation results are presented to demonstrate the performance

of the proposed MPC. The high-fidelity model presented in Section 7.3 was utilized to simulate

a hydraulic fracturing process, and the input/output data generated from this model was used to

develop a ROM of the process. This ROM was then used to design a Kalman filter for state

and output estimation, and subsequently a MPC was designed. In Table 4.2, the parameter values
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considered in the high-fidelity process model are provided. The desired average fracture width was

Wavg,target = 5.37 mm. The pad time of tp = 800 s was used. The proposed MPC and the Kalman

filter were initialized at t = tp. In the proposed MPC, ∆ and tf values were chosen to be 500 s

and 5300 s, respectively, implying that the fracturing fluid pumping schedule consists of 9 stages

with the duration of 500 s for each pumping stage. We assumed that the measurement of fracture

length, L(tk), was available at the beginning of each pumping stage (Eq. (7.11b)). This real-time

measurement was then used to predict the unmeasurable state, average fracture width Ŵavg, via

the Kalman filter; then, the output error covariance was predicted. The MPC computed the control

input to reduce the measurement uncertainty and simultaneously drive the average fracture width

to a desired value at the end of the hydraulic fracturing process.

In this study we examined two cases, where in the first case we considered a fixed fracturing

fluid pumping schedule with a constant flow rate and pre-defined proppant concentration profile,

and in the second case, the flow rate and proppant concentration were manipulated using the pro-

posed MPC. With the pumping schedule used in the first case (Fig. 7.4), a discrepancy between

the predicted and actual average fracture widths was observed (Fig. 7.5). The trace of output error

covariance, tr(E), is presented in Fig. 7.6. As shown in Fig. 7.7, we were not able to achieve the

required average fracture width using the fixed fracturing fluid pumping schedule.

In Fig. 7.8, on the other hand, the average fracture width estimated by the proposed MPC

is close to the true value. The pumping schedule obtained by the proposed MPC is shown in

Fig. 7.9. In Fig. 7.10, it is observed that the proposed MPC can effectively reduce the trace of

output error covariance, tr(E). In unconventional reservoirs, because of the use of slickwater

which is a low-viscosity fracturing fluid, the proppant settles quickly forming a proppant bank,

which will eventually reach an equilibrium height, heq. With the amounts of resources (e.g., water,

proppant and so on) considered in this work, it is very important to achieve this equilibrium height

over the required fracture half-length, xf = 120 m, and the desired average fracture width,

Wavg,target = 5.37 mm, at the end of hydraulic fracturing process. Using a fixed fracturing fluid

pumping schedule, we were not able to achieve the required average fracture width as shown in
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Figure 7.4: The fixed pumping schedule used in the first case.

Fig. 7.7, and the proppant bank height is uniform only for the first 87 m of fracture length as shown

in Fig. 7.11 which is less than the optimal fracture length, and thus, it affects the overall production

rate. However, using the proposed MPC, we were able to achieve the desired average fracture

width at the end of the process as shown in Fig. 7.12, and the resultant proppant bank height is

uniform across the optimal fracture length, xf = 120 m, as shown in Fig. 7.13; we have marked

the point in Fig. 7.13 to represent the fracture length covered with the uniform proppant bank

height. The fluctuations in Fig. 7.12 under the proposed MPC is due to the variation in the injected

fracturing fluid flow rate as shown in Fig. 7.9. The growth of average fracture width depends

on the interplay between the injected fracturing fluid flow rate and the fracturing fluid leak-off

rate into the surrounding porous rock formation. When the fracturing fluid flow rate is dominant
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Figure 7.5: Average fracture width profile under the fixed pumping schedule.

it will lead to an increase in the average fracture width; otherwise, it will lead to a decrease in

the average fracture width if the fracturing fluid flow rate is less dominant. To demonstrate the

proposed MPC’s performance, we further extended the total simulation time from 5300 s to 6300

s. Since the output already reached the set-point value, the proposed MPC system tried to maintain

the flow rate at its lower bound to decrease the variation in the average fracture width from its

set-point value. Because of the constant flow rate in the last three stages (from 4800 s to 6300 s) as

shown in Fig. 7.14, we did not observe any fluctuations in the average fracture width (Fig. 7.15),

which is similar to the case with fixed pumping schedule (Fig. 7.16).

We studied the effect of a plant-model mismatch in the Young’s modulus, E, by performing the

133



0 1000 2000 3000 4000 5000 6000

time (s)

400

500

600

700

800

900

1000

1100

1200

1300

1400

T
ra

c
e
 o

f 
o

u
tp

u
t 

e
s
ti

m
a
ti

o
n

 e
rr

o
r 

c
o

v
a
ri

a
n

c
e
, 
tr

(E
)

Figure 7.6: Trace of output error covariance under the fixed pumping schedule.

closed-loop simulations by varying the Young’s modulus +/-10% from its nominal value. Using

the proposed MPC, the average fracture width at the end of the process is close to the desired value

as shown in Fig. 7.17 even when there is a mismatch in E. The performance of the closed-loop

system can be further improved when there is a plant-model mismatch by considering offset-free

approaches [150].

Comparing the above simulation results for the two cases, it is evident that using the proposed

MPC, the output estimation error associated with the average fracture width can be greatly re-

duced by taking advantage of the relationship between the fracturing fluid injection rate and the
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Figure 7.7: Average fracture width profile under the fixed pumping schedule compared to its target.

frequency of microseismic events; as a result of the accurate estimation of the average fracture

width, the desired fracture geometry was also achieved by the proposed MPC. Considering the

inaccurate nature of the microseismic sensors, it is very important to accurately estimate states and

unmeasurable output variables during the hydraulic fracturing process.

7.7 Conclusions

In this work, we designed a novel MPC framework to simultaneously reduce the measurement

uncertainty in hydraulic fracturing and to achieve the desired average fracture width at the end of
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Figure 7.8: Average fracture width profile under the proposed MPC.

the process. The proposed MPC was designed by taking advantage of the relationship between

the fracturing fluid injection rate and measurement noise covariance in MSM technique; the most

widely used measurement technique for a comprehensive understanding of fracture geometry. To

this end, we initially constructed a ROM using the simulation data generated from the high-fidelity

process model, which was then used to develop a Kalman filter for state and output estimation. Uti-

lizing the ROM and Kalman filter, we developed a real-time MPC system to compute the pumping

schedule that reduces the measurement uncertainty while at the same time accomplishing the orig-
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Figure 7.9: Pumping schedule computed by the proposed MPC.

inal task of achieving the desired average fracture width, which will lead to the optimal fracture

geometry at the end of the process in unconventional oil and gas reservoirs.
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Figure 7.10: Trace of output error covariance under the proposed MPC.
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Figure 7.11: Proppant bank height at the end of the hydraulic fracturing process under the fixed
pumping schedule.
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Figure 7.12: Average fracture width profile under the proposed MPC compared to its target.
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Figure 7.13: Proppant bank height at the end of the hydraulic fracturing process under the proposed
MPC.
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Figure 7.14: Pumping schedule computed by the proposed MPC after extending simulation time.
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Figure 7.15: Average fracture width profile under the proposed MPC after extending simulation
time.
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Figure 7.16: Average fracture width profile under the fixed pumping schedule after extending
simulation time.
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Figure 7.17: Average fracture width profile under the proposed MPC when there is a plant-model
mismatch in the Young’s modulus with 110% of its nominal value.
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8. ENHANCING TOTAL FRACTURE SURFACE AREA IN NATURALLY FRACTURED

UNCONVENTIONAL RESERVOIRS VIA MODEL PREDICTIVE CONTROL*

8.1 Introduction

In hydraulic fracturing, achieving an optimal fracture geometry is important as it will max-

imize the oil production rate from unconventional reservoirs [142]. In Chapter 3, 4 and 6, we

computed the fracturing fluid pumping schedule by developing real-time model-based feedback

control strategies and to achieve an optimal fracture geometry for conventional and unconventional

reservoirs. However, we did not consider natural fractures, which may result in a complex fracture

geometry [151]. Because of this complex fracture growth behavior, the ultimate goal of hydraulic

fracturing in naturally fractured unconventional reservoirs should be changed from achieving a de-

sired fracture geometry to maximizing the total fracture surface area (TFSA) for given fracturing

resources such as water, proppant, viscosifying agent, etc. This will increase the drainage area,

thereby enhancing the overall oil production rate in naturally fractured unconventional reservoirs

[152]. Therefore, the previous pumping schedules cannot be directly applied to naturally fractured

unconventional reservoirs. Motivated by this, in this chapter, we develop a model-based pumping

schedule to maximize the TFSA by utilizing Mangrove to describe complex fracture growth in

naturally fractured unconventional reservoirs.

Natural fractures (discontinuities in shale rock formations) are commonly observed in most of

the unconventional reservoirs using advanced fracture diagnostic techniques such as microseismic

monitoring, core samples and outcrops [56, 57, 153, 154]. These natural fractures will interact with

hydraulic fractures, divert fracture propagation and result in a complex fracture geometry [58, 59].

The resulting complex fracture geometry in naturally fractured unconventional reservoirs plays a

major role in recovering oil, subsequently determining the performance of the well. Therefore, it

is very important to consider the interaction between hydraulic fractures and natural fractures to

∗Reprinted with permission from “Enhancing total fracture surface area in naturally fractured unconventional
reservoirs via model predictive control” by Siddhamshetty et al., 2020. Journal of Petroleum Science and Engineering,
184, 106525, Copyright 2020 by Elsevier.
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optimize hydraulic fracturing treatments in naturally fractured unconventional reservoirs.

The three possible scenarios when a propagating hydraulic fracture interacts with a natural

fracture are shown in Fig. 8.1 [58]. First, the hydraulic fracture will continue to propagate like

a planar fracture in the same direction by crossing the natural fracture (Fig. 8.1a). Second, the

hydraulic fracture will divert into the natural fracture and will re-initiate its propagation at the

natural fracture’s tip (Fig. 8.1b). Third, the diverted hydraulic fracture will re-initiate at some

weak point along the natural fracture (Fig. 8.1c).

Hydraulic fracture Hydraulic fracture Hydraulic fracture 

Natural fracture Natural fracture Natural fracture 

(a) (b) (c)

Figure 8.1: Possible scenarios when a hydraulic fracture interacts with a natural fracture.

The interaction between hydraulic fractures and natural fractures has been studied experimen-

tally and numerically by many researchers [155, 156, 157, 158, 159]. To analyze complex fracture

networks, the wire-mesh model [160, 161] and the discrete-fracture-network model [52] are gen-

erally used, in which a complex fracture geometry is approximated by the orthogonal grid pattern

of hydraulic fractures. However, these approaches ignore the mechanisms of how natural and

hydraulic fractures interact. Olson and Taleghani [162] developed a model to describe multiple,

nonplanar, pseudo-3-dimensional (P3D) fracture propagation in naturally fractured unconventional

reservoirs, but the model did not consider pressure drops in fractures due to fluid flow. Budyn et al.

[163] and Keshavarzi et al. [164] modeled the hydraulic fracture propagation using an extended-

144



finite-element-method (XFEM) model to analyze the natural and hydraulic fracture interaction.

However, both of these XFEM models are two-dimensional (2D) and do not consider the three-

dimensional (3D) effects such as the evolution of fracture height. Recently, Wu and Olson [165]

developed a complex hydraulic fracturing model by employing the 3D displacement discontinuity

method, which was computationally efficient. In this model, the hydraulic fracture propagation

direction during its interaction with natural fractures was determined using a crossing criterion by

modifying the extended Renshaw and Pollard criterian [157, 166]. However, this model did not

consider the proppant transport in naturally fractured unconventional reservoirs. Recently, Weng

et al. [167] developed an unconventional fracture model (UFM) by considering height growth,

fracture deformation, fluid flow and proppant transport in naturally fractured unconventional reser-

voirs to simulate complex fracture network. Based on the UFM, Schlumberger developed a hy-

draulic fracture simulator called Mangrove which is an engineered stimulation package available

in Schlumberger Petrel platform. In this work, we have used Mangrove to simulate the complex

fracture growth in naturally fractured unconventional reservoirs.

This chapter is organized as follows: High-fidelity model formulation using Mangrove is de-

scribed in Section 8.2. In Section 8.3, we present a sensitivity analysis to show the importance

of maximizing the TFSA in naturally fractured unconventional reservoirs. In Section 8.4, we

present existing pumping schedule design techniques and their drawbacks. In Section 8.5, we

construct a reduced-order model (ROM) that describes the relationship between the manipulated

input variables (i.e., flow rate of fracturing fluid and proppant concentration at the wellbore) and

output variable (i.e., TFSA) using the data generated from Mangrove. Next, we design a Kalman

filter utilizing the available measurement to estimate unmeasurable ROM states. In Section 8.6,

we present a model-based feedback control framework to compute the fracturing fluid pumping

schedule that maximizes TFSA with given resources. In Section 8.7, we present the closed-loop

simulation results to demonstrate that the obtained TFSA can lead to an enhanced oil production

rate from naturally fractured unconventional reservoirs.
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8.2 High-fidelity model formulation using Mangrove

In this section, we will discuss the UFM developed by Weng et al. [167], which considers the

complex fracture growth in naturally fractured unconventional reservoirs.

8.2.1 Overview of the UFM

The UFM introduced by Weng et al. [167] has assumptions and equations very similar to that of

P3D model, but solves a problem where fluid flow and rock deformation are coupled in a complex

fracture network where natural fractures have to be considered. A key advantage of the UFM is

that it is able to simulate the interaction of hydraulic fractures with pre-existing natural fractures.

In particular, it determines whether (a) a hydraulic fracture propagates like a planar fracture in the

same direction by crossing a natural fracture, (b) a hydraulic fracture is arrested when it interacts

with a natural fracture, or (c) a hydraulic fracture diverts into a natural fracture and subsequently

propagates along a natural fracture. In addition to the interaction between hydraulic fractures

and natural fractures, the UFM also considers the interaction between adjacent fractures (i.e., the

stress-shadow effect). The UFM solves a system of governing equations describing fluid flow in

the fracture network, mass conversation, fracture deformation, height growth, proppant transport

and fracture interaction to simulate the propagation of a complex fracture network that consists of

many intersecting fractures, which are described below.

8.2.1.1 Fluid Flow equations

The local mass conservation equation at any location in the complex fracture network is given

as:
∂q

∂s
+
∂(Hflw)

∂t
+ qL = 0 (8.1)

qL = 2hLuL (8.2)

where Hfl is the height of a fracture at position s and time t, q denotes the local fracturing fluid

flow rate, w is the average width of a fracture at position s = s(x, y), and qL is the leak-off volume

rate through the hydraulic fracture wall (leak-off velocity, uL, times leak-off fracture height, hL),
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which is computed using Carter’s leak-off model.

The pressure drop along a fracture branch in a complex fracture network for laminar flow of

power-law fluid can be expressed using Poiseuille law:

∂p

∂s
= −α0

1

w2n′+1

q

Hfl

∣∣∣∣ qHfl

∣∣∣∣n′−1

(8.3a)

and for turbulent fracturing fluid flow:

∂p

∂s
= −fρ

w3

q

Hfl

∣∣∣∣ qHfl

∣∣∣∣ (8.3b)

where

α0 =
2k′

φ(n′)n′ .

(
4n′ + 2

n′

)n′

;φ(n′) =
1

Hfl

∫
Hfl

(
w(z)

w

) 2n′+1
n′

dz (8.4)

where p is the fluid pressure, w(z) denotes the fracture width as a function of depth z, f represents

the fanning factor, ρ is the density of slurry, and n′ and k′ are the fracturing fluid power-law index

and consistency index, respectively.

The fracture height and width profiles in a multi-layered formation depends on the fluid pres-

sure, fracture toughness, in-situ stresses, layer thickness and elastic modulus of each layer. The

fracture height is calculated by matching the fracture toughness to the stress intensity factors at

fracture tips. Stress intensity factors K1u, K1l and width profile are given as follows [134]:
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K1u =

√
πh

2

[
pcp − σn + ρfg

(
hcp −

3h

4

)]
+

√
2

πh
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i=1

(σi+1 − σi)

×
[
h

2
arccos

(
h− 2hi

h

)
−
√
hi(h− hi)

] (8.5a)

K1l =

√
πh

2

[
pcp − σn + ρfg

(
hcp −

h

4

)]
+

√
2

πh

n−1∑
i=1

(σi+1 − σi)

×
[
h

2
arccos

(
h− 2hi

h

)
+
√
hi(h− hi)

] (8.5b)

w(z) =
4

E ′

[
pcp − σn + ρfg

(
hcp −

h

4
− z

2

)]√
z(h− z) +

4

πE ′

n−1∑
i=1

(σi+1 − σi)[
(hi − z) arcCosh

z
(
h−2hi
h

)
+ hi

|z − hi|
+
√
z(h− z) arccos

(
h− 2hi

h

)] (8.5c)

where K1u and K1l are the stress intensity factors at the top and bottom of fracture tips, respec-

tively, h is the fracture height, pcp is fracturing fluid pressure at height hcp measured from the

bottom tip of the reference fracture, σn and σi are the in-situ stresses at the top and the ith layer,

respectively, hi is the distance between the fracture bottom tip and top of ith layer, ρf is the fluid

density and E ′ = E/(1− ν2) where E is Young’s modulus, ν is Poisson’s ratio.

In addition to the above equations, the following global volume balance must be satisfied at

each time: ∫ t

0

Q(t)dt =

∫ L(t)

0

h(s, t)w(s, t)ds+

∫
HL

∫ t

0

∫ L(t)

0

2uLdsdtdhL (8.6)

where t is the current time, L(t) is the total fracture length in the hydraulic fracture network at time

t and Q(t) is the fracturing fluid flow rate at the wellbore. The global volume balance equation

essentially signifies that the total volume of injected fracturing fluid is equal to the volumes of

fracturing fluid present in the fracture network and leak-off fluid to the surrounding formation.

These equations, along with the boundary conditions stating that the fracture tip’s width, net

pressure and flow rate are zero, describe the fluid flow through a complex fracture network.
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8.2.1.2 Hydraulic and natural fractures interaction

The interaction between propagating hydraulic fractures and pre-existing natural fractures is a

very complex phenomenon. The modeling of this system requires consideration of various rock

properties like Young’s modulus, tensile strength, poisson’s ratio, toughness, permeability and

cohesion. It should also incorporate various fracturing fluid properties like viscosity, density and

pressure. In addition to this, mechanical properties like cluster spacing and relative angle between

hydraulic fractures and natural fractures also govern whether a hydraulic fracture will cross a

natural fracture, dilate a natural fracture, or be arrested at a natural fracture as explained by Wu and

Olson [152]. The average opening width of a fracture [129] and average pressure of a fracturing

fluid in the natural fracture [168] are governed by the following equations:

w = 2.53

[
QµL2

E ′H

]1/4
pNF (t) = pf tanh

(√
2kpf
µb2s

t

)
(8.7)

where µ is the slurry viscosity, pf is the fracture tip’s fluid pressure, pNF is the fluid pressure

within a natural fracture, k is the permeability of natural fracture, t is the contact time and bs is the

boundary of sliding zone as a result of contact between a natural fracture and hydraulic fracture.

8.2.1.3 Stress shadow effects

Stress shadow effects refer to alteration in the growth pattern of a hydraulic fracture due the

presence of neighboring fractures. The disturbance from nearby fractures leads to a significant

perturbation in the propagating hydraulic fracture. In this work, 2D Displacement Discontinuity

Method (DDM) described by Crouch et al. [131] is used to quantify the normal and shear stresses

on a fracture element due to opening and shearing displacement discontinuities. It is defined as

follows:
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j
s +
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j=1

AijCij
snD

j
n (8.8b)

where σn and σs are the normal and shear stresses, respectively, Dn and Ds are the opening and

shearing displacement discontinuities, respectively, Cij are the 2D plane-strain elastic influence

coefficients and Aij are the 3D correction factors introduced by Olson [169] to account for the 3D

effect caused by finite fracture height.

Based on this UFM, Schlumberger developed a hydraulic fracture simulator called Mangrove

which is an engineered stimulation package available in Schlumberger Petrel platform. In this

work, we have used Mangrove to simulate complex fracture growth in naturally fractured uncon-

ventional reservoirs.

Remark 16. The parameters required to set up the Mangrove simulator for a specific rock forma-

tion are reservoir thickness, Young’s modulus, Poisson ratio, minimum and maximum horizontal

stresses, and natural fracture properties such as length, orientation and spacing between natu-

ral fractures. The minimum horizontal stress of rock formation can be obtained from minifrac

or extended leak-off test, and maximum horizontal stress is available from wellbore failure image

and modeling. Rock properties such as Young’s modulus and Poisson ratio can be obtained from

well logs. Microseismic measurements can be used to partially predict the distribution of natural

fractures by comparing the effective stimulated volume for a given distribution of natural fractures.

8.2.2 Reservoir Simulator

Apart from simulating complex fracture networks, Mangrove can model the oil production

through proppant-propped complex fractured networks. Specifically, the output from the UFM

is fed as an input to the automated grid generator [170]. After establishing the production grid

including a complex fracture geometry, we simulate production from an oil well in a naturally
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fractured unconventional reservoir using Mangrove. Then the Net Present Value (NPV) of the oil

produced from the well is calculated using the following equation:

NPV =

∫ T

0

Qoilroil(1 + I)−ctdt (8.9)

whereQoil is the oil production rate from the well, t is the elapsed time since the oil production was

initiated, T is the total oil production time, roil is the oil market price, c is the time constant, and I

is the money discount rate. In this work, c and I are taken as 0.1 and 1/365 (1/day), respectively.

8.3 Sensitivity analysis of complex fracture growth in naturally fractured reservoirs

During hydraulic fracture propagation in naturally fractured reservoirs, the complex fracture

growth depends on in-situ stresses, rock mechanical properties, natural fracture properties and hy-

draulic fracture treatment parameters (e.g., fracturing fluid properties and pumping schedules). In

this section, we performed sensitivity analysis on the effect of natural fracture distribution (e.g.,

length, orientation and spacing between natural fractures) and fracturing fluid pumping schedule

(e.g., flow rate and proppant concentration injected at the wellbore) on TFSA for given rock prop-

erties (e.g., Young’s modulus, Poisson ratio and in-situ stresses).

8.3.1 Effect of natural fracture distribution on TFSA

For all the simulations, we considered a single-stage hydraulic fracturing operation with three

simultaneously propagating multiple fractures from the three clusters with a fracture spacing of

100 ft. We considered a total of 487200 lb proppant available for injection per stage. All the other

parameters used in the simulations are given in Table 8.1.

8.3.1.1 Effect of natural fracture orientation on TFSA

The orientation of natural fractures, which is defined by the relative angle (β in Fig. 8.2) be-

tween hydraulic fractures and natural fractures, is one of the important factors affecting the final

fracture geometry. As the relative angle decreases, the tendency of hydraulic fractures to cross nat-

ural fractures decreases [171]. Consequently, hydraulic fracture propagation will divert into natural
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Parameter Value
Fracturing fluid flow rate 60 bbl/min

Stage length 200 ft

Reservoir thickness 500 ft

Young’s modulus 1.57 Mpsi

Poisson ratio 0.35

Proppant particle density 2640 kg/m3

Slick-water density 1000 kg/m3

Viscosity 0.64 cp

Minimum horizontal stress 4450 psi

Maximum horizontal stress 4650 psi

Perforations in each cluster 12

Diameter of each perforation 0.42 in

Proppant mesh size 80/100

Diameter of proppant 0.00647 in

Friction coefficient 0.6

Table 8.1: Model parameters used for sensitivity studies.

fractures leading to a complex fracture geometry. In this sensitivity analysis, we considered four

different relative angles (0◦, 30◦, 45◦ and 90◦) with a differential stress (i.e., the difference be-

tween the maximum and minimum horizontal stresses) of 200 psi and all other parameters were

kept as same of those given in Table 8.1. The total number of natural fractures, their lengths, and

inter-fracture spacing were generated assuming they will follow normal distributions [172]. The

statistical parameters used to generate natural fractures with different relative angles are given in

Table 8.2 and the corresponding 2D traces of fracture networks are shown in Fig. 8.3.

Length (ft) Spacing (ft) Friction coefficient Relative angles
Average 100 50 0.6 0◦ 30◦ 45◦ 90◦

Standard deviation 50 5 0 0◦ 0◦ 0◦ 0◦

Table 8.2: Natural fracture distribution with different relative angles.

We observed that hydraulic fractures are unable to cross natural fractures for the four relative
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Figure 8.2: Schematic showing a hydraulic fracture approaching a natural fracture.

angles considered in this work. Instead, they diverted into natural fractures leading to a com-

plex fracture geometry as shown in Fig. 8.3. Mangrove uses the crossing criterion developed by

Chuprakov et al. [168] to predict the interaction between hydraulic fractures and natural fractures;

the criterion was developed by considering the effect of in-situ stress ratio, friction coefficient,

relative angle, flow rate and viscosity. As per this criterion, a fracturing fluid will leak into natural

fractures and divert the hydraulic fracturing propagation when the product of fracturing fluid flow

rate, Q, and viscosity, µ, is small (i.e., Qµ is a small value); otherwise, when the product value

is large, hydraulic fractures tend to cross natural fractures and propagate in the same direction,

like planar fractures. We considered a slick water for hydraulic fracturing which is of very-low

viscosity (0.64 cp), and thus, hydraulic fractures diverted into natural fractures for the four relative

angles resulting in a complex fracture geometry (Fig. 8.3). In addition, the TFSA is also affected

by the relative angles as shown in Fig. 8.4. When the relative angle is 0◦, hydraulic fractures will

propagate in the direction of the maximum horizontal stress after diverting into natural fractures

(Fig. 8.2). In this case, the compressional stress acting perpendicular to the surface of hydraulic

fractures is the minimum horizontal stress. As the relative angle increases, the compressional stress

acting on hydraulic fractures after diverting into natural fractures increases. Eventually, at 90◦ the
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(a) Relative angle = 0° (b) Relative angle = 30°

(c) Relative angle = 45° (d) Relative angle = 90°

Figure 8.3: Fracture network at the end of hydraulic fracturing operation for four different relative
angles between hydraulic fractures and natural fractures.

compressional stress acting on hydraulic fractures is the maximum horizontal stress. In summary,

the fracture growth becomes more restricted with relative angle (Fig. 8.3). Therefore, as can be

seen from Fig. 8.4, a smaller relative angle generates a higher TFSA.

8.3.1.2 Effect of natural fracture length on TFSA

As observed from the data obtained from Barnett shale [172], the length of natural fractures

in naturally fractured reservoirs is not constant. Generally, natural fractures with different lengths

are generated using a normal distribution to replicate the field case. In this sensitivity analysis,

we considered two different distributions of natural fracture length as given in Table 8.3 with a

fixed relative angle of 45◦. All other parameters were used as described in Table 8.1. The 2D trace

of natural fracture network and final complex fracture network obtained at the end of hydraulic
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Figure 8.4: Comparison of TFSA for four different relative angles between hydraulic fractures and
natural fractures.

fracturing operation for these two cases are shown in Fig. 8.5. It is observed that the hydraulic

fracture propagation pattern depends on the length of natural fractures. Hydraulic fractures tend to

propagate in the direction of natural fractures when the length of natural fractures is long; whereas

in the case of short natural fracture length, they tend to propagate in the original hydraulic fracture

propagation direction. In addition, TFSA is also affected by natural fractures length, as shown

in Fig. 8.6. Until a hydraulic fracture diverts into a natural fracture, the compressional stress

acting perpendicular to the fracture surface area is the minimum horizontal stress. However, after

it diverts, the compressional stress becomes greater than the minimum horizontal stress. This

happens due to a change in the fracture orientation until the fracture grows out of a natural fracture.

For longer natural fracture lengths, the high compressional strength will act for a longer time period

which further restricts fracture growth and generates a less TFSA compared to those of shorter

natural fracture lengths.

8.3.1.3 Effect of natural fracture spacing on TFSA

In this sensitivity analysis, we considered two different distributions for natural fracture spacing

as given in Table 8.4 with a fixed relative angle of 45◦. All other parameters were kept as described
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Relative angle Spacing (ft) Friction coefficient Length (ft)
Average 45◦ 40 0.6 100 200

Standard deviation 0◦ 5 0 50 50

Table 8.3: Natural fracture distribution with different lengths.

(a) Average length = 100 ft (b) Average length = 200 ft

Figure 8.5: Fracture network at the end of hydraulic fracturing operation for two different natural
fracture length distributions.

in Table 8.1. The 2D trace of natural fracture network and final complex fracture network obtained

at the end of hydraulic fracturing operation for these two cases are shown in Fig. 8.7. It is observed

that a decrease in natural fracture spacing leads to a more complex fracture geometry, as more

natural fractures are likely to be encountered by hydraulic fractures. Because of this complex

interaction of hydraulic fractures with multiple closely-spaced natural fractures, TFSA decreases

with natural fracturing spacing as shown in Fig. 8.8.

Based on the sensitivity analysis presented above, we can observe that natural fracture at-

tributes (e.g., spacing, length and orientation) have a major impact on complex fracture growth
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Figure 8.6: Comparison of TFSA for two different natural fracture length distributions.

Relative angle Length (ft) Friction coefficient Spacing (ft)
Average 45◦ 100 0.6 20 60

Standard deviation 0◦ 50 0 5 5

Table 8.4: Natural fracture distribution with different spacing values.

during hydraulic fracturing in naturally fractured unconventional reservoirs. Therefore, it is very

important to consider the interaction between hydraulic fractures and natural fractures to optimize

the hydraulic fracturing treatment in naturally fractured unconventional reservoirs. In practice,

microseismic measurements can be used to partially predict the distribution of natural fractures

by comparing the effective stimulated volume for a given distribution of natural fractures. In this

work, we assume that the natural fracture distribution is available, which is used as a feedback to

design a model-based feedback control framework to compute the pumping schedule by maximiz-

ing the TFSA for given fracturing resources.
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(a) Spacing= 20 ft (b) Spacing = 60 ft

Figure 8.7: Fracture network at the end of hydraulic fracturing operation for two different natural
fracture spacing distributions.

8.3.2 Effect of pumping schedule on TFSA

In this subsection, we performed a sensitivity analysis to find the effect of fracturing fluid

pumping schedule (i.e., flow rate and proppant concentration at the wellbore) on the TFSA at

the end of pumping for given rock properties (e.g., Young’s modulus, Poisson ratio and in-situ

stresses), natural fracture distribution (length, orientation and spacing between natural fractures)

and amount of proppant. The statistical parameters used to generate the natural fracture distribution

are given in Table 8.7. We considered a total amount of Mprop = 487200 lb proppant to be injected

for creating fractures in a stage. All the other parameters used in the simulations are given in

Table 8.1. We generated three fractures in a single stage with a fixed fracture spacing. For the

purpose of sensitivity studies, we considered three cases with three different pumping schedules.

The pumping schedule used in each case and the evolution of TFSA with time are shown in Fig. 8.9

and Fig. 8.10, respectively. We can clearly see that the TFSA depends on pumping schedules.

Thereafter, we simulated the corresponding oil production for 30 years in each case using the

reservoir properties given in Table 8.5 and the generated complex fracture geometry at the end of
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Figure 8.8: Comparison of TFSA for two different natural fracture spacing distributions.

hydraulic fracturing operation. The cumulative oil production is shown in Fig. 8.11, where it can

be observed that the oil production rate is proportional to the TFSA at the end of pumping. This

can also be seen from the results presented in Table 8.6, where it is observed that a reduction of

18% in the TFSA at the end of pumping leads to a reduction of around 60% in the cumulative oil

production at the end of 30 years. This is mainly due to the fact that the drainage area for hydro-

carbon recovery is directly related to TFSA, and achieving a greater TFSA will lead to a greater oil

production rate in naturally fractured unconventional reservoirs. Therefore, because of complex

fracture growth, the main goal of hydraulic fracturing in naturally fractured unconventional reser-

voirs should be to maximize the TFSA by manipulating the fracturing fluid pumping schedule for

given resources as it will lead to more oil recovery.
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Parameters Value
Reservoir rock type Consolidated sandstone

Permeability 0.0001− 0.0005 mD

Porosity 0.08

Reservoir pressure 5000 psi

Unpropped fracture conductivity 10−3 mD.ft

Production time 30 years

Table 8.5: Reservoir properties used for the oil production simulation.

Case TFSA (ft2)
% Change in TFSA
compared to case A

Cumulative oil
production (STB)

% Change in production
compared to case A

Case A 1769942 0 501542 0
Case B 1664617 - 5.9 483678 - 3.6
Case C 1445647 - 18.3 192969 - 61.5

Table 8.6: TFSA and cumulative oil production for three cases with different pumping schedules.

8.4 Background on pumping schedule design techniques

In this section, we present currently available pumping schedule design techniques. Nolte [28]

developed a power-law type proppant concentration schedule, C0(t), which is given below:

C0(t) =


Ctarget

(
t−tp
te−tp

)ε
for t ≥ tp

0 for t < tp

(8.10)

where the desired proppant concentration at the end of hydraulic fracturing operation is denoted

using Ctarget, ε is an exponent which depends on fracturing fluid efficiency η, the total time for

pumping is denoted using te, and tp = εte is the pad time at which injection of proppant is started.

Because of its easy-to-implement nature, Nolte’s pumping schedule has been widely used, however

it has the following practical limitations: (1) both proppant settling due to gravity and practical con-

straints are not considered; (2) because of the predefined form if there is a plant-model mismatch, it

will lead to early termination of hydraulic fracturing by creating a shorter propped fracture length;
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Figure 8.9: Pumping Schedules used for sensitivity analysis.

(3) the pumping schedule is designed offline and applied in an open-loop manner to a hydraulic

fracturing process; (4) focused only on a single hydraulic fracture; and (5) interaction between

hydraulic fractures and natural fractures is not considered.

In Chapter 6, to overcome the limitations of Nolte’s pumping schedule, a new model-based

control system was developed to compute fracturing fluid pumping schedules online to achieve a

uniform proppant distribution and optimal fracture geometry in simultaneously growing multiple

fractures by Siddhamshetty et al. [5]. Specifically, we considered a dynamic model of simulta-

neously propagating multiple fractures including fracture propagation, stress shadow effect and

proppant transport. However, we did not consider the interaction between hydraulic fractures and

natural fractures, which resulted in fractures with a planar shape.

As shown from the sensitivity analysis presented in Section 8.3, hydraulic fracturing operation

in naturally fractured unconventional reservoirs may result in a complex fracture geometry and it is

very important to maximize the TFSA at the end of pumping as it is directly related to oil produc-
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Figure 8.10: Comparison of TFSA for three cases with different pumping schedules.

tion rate. Pumping schedule design techniques mentioned above, which were developed to achieve

a specific fracture geometry (length, width and height), may not result in the maximum TFSA

when directly applied to naturally fractured unconventional reservoirs. Therefore, in the following

section, a model predictive controller (MPC) is developed to compute a pumping schedule that

will maximize the TFSA in naturally fractured unconventional reservoirs by utilizing Mangrove,

which will eventually lead to an enhanced oil production rate.

8.5 Handling computational requirement in control of hydraulic fracturing processes

The UFM described using Eqs. (8.1)–(8.8) is computationally very expensive to be used di-

rectly for the design of MPC. In this work, we developed a ROM using MOESP algorithm to

describe hydraulic fracture propagation and proppant transport phenomena in naturally fractured
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Figure 8.11: Cumulative oil production over time for three cases with different pumping schedules.

unconventional reservoirs, which is given below:

x(tk+1) = Ax(tk) +Bu(tk) (8.11a)

y(tk) = Cx(tk) (8.11b)

where u(tk) = [Qx0(tk), C0(tk)]
T are the input variables, Qx0(tk) and C0(tk) are the fracturing

fluid flow rate and proppant concentration injected at the wellbore, respectively, the output variable,

y(tk) = [Afrac(tk)] is the TFSA, and the ROM states are represented using x(tk). For a system

with a given order, the model parameters to be determined include the matrices A, B, and C, and

the initial state estimate, x(0), using a training data set.

For training, we used an open-loop simulation data obtained using Mangrove to obtain a 3rd

order linear time-invariant state-space model. The training input is chosen by considering the min-

imum and maximum allowable fracturing flow rate and proppant concentration. Fig. 8.12 shows

the comparison between the estimated and true TFSA with time. It is observed that the estimated
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TFSA from the ROM quickly converges to the true value obtained from the high-fidelity process

model. The computational requirement to solve Eq. (8.11) is a small fraction relative to that of

solving the UFM, Eqs. (8.1)–(8.8). We have validated the ROM by comparing its performance

with the high fidelity model by considering a different pumping schedule within the limits of min-

imum and maximum fracturing flow rate and proppant concentration considered while developing

ROM. Fig. 8.13 shows that TFSA obtained from the ROM is close to the high fidelity model.
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Figure 8.12: Comparison between the true values and the estimates of TFSA for a given pumping
schedule.

In the present work, we assumed that TFSA is measurable, which is then used for estimation of

the ROM states at time t = tk, x(tk), using a Kalman filter, which is given in the following form:

x̂(tk+1) = Ax̂(tk) +Bu(tk) +M(tk)(ym(tk)− ŷ(tk)) (8.12a)

M(tk) = P (tk)C
T (R(tk) + CP (tk)C

T )−1 (8.12b)

P (tk+1) = (I −M(tk)C)P (tk) (8.12c)

where the variables estimated by the Kalman filter are denoted using (̂·), ym(tk) = [Afrac(tk)] is

the TFSA, the process and measurement noise covariance matrices are denoted using Q and R,
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Figure 8.13: Validation of ROM by comparing it with high fidelity model for a given pumping
schedule.

respectively, M(tk) is the gain of Kalman filter, and P (tk) denotes the state estimation error co-

variance. In this work, a Kalman filter is used for state estimation. However, other state estimators

such as Luenberger observer or moving horizon estimator can be readily used.

Remark 17. In this work, Kalman filter is used to estimate the ROM states which will also handle

any plant-model mismatch by considering the real-time measurement of TFSA. Furthermore, due

to the nature of closed-loop operation based on the proposed controller design technique, model-

plant mismatch would be handled.

Remark 18. Please note that it is not practical to measure TFSA in real-time. However, TFSA can

be estimated from other available measurements using state estimators such as Kalman filter or

moving horizon estimator. In practice, we have very limited access to real-time measurements such

as the fracture width at the wellbore. Real-time measurement of fracture width at the wellbore can

be obtained using the wellbore pressure data and the elasticity equation relating the fracture width

at the wellbore and the wellbore pressure [43, 44, 146, 173, 174, 175]. Previously, we have used

this available measurement to estimate unmeasurable variables such as proppant concentration

across the fracture and average fracture width using a Kalman filter [142, 144, 176]. Similarly, we
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can estimate TFSA by using a Kalman filter and the available real-time measurement of fracture

width at the wellbore.

8.6 Model-based feedback control system for enhancing TFSA in naturally fractured un-

conventional reservoirs

This section presents a MPC formulation to compute an optimal pumping schedule that maxi-

mizes the TFSA in naturally fractured unconventional reservoirs at the end of hydraulic fracturing

process. The following MPC optimization problem is solved utilizing the ROM and Kalman filter

to compute the optimal pumping schedule:

max
Cstage,k,...,Cstage,8

Qstage,k,...,Qstage,8

Afrac(tf ) (8.13a)

s.t. ym(tk) = Afrac(tk) (8.13b)

ROM, Eq. (8.11) (8.13c)

Kalman filter, Eq. (8.12) (8.13d)

Cstage,k−1+m ≤ Cstage,k+m ≤ 5 PPA (8.13e)

Qmin ≤ Qstage,k+m ≤ Qmax (8.13f)

m = 1, . . . , 8− k (8.13g)

∆

(
8∑

k=1

Qstage,kCstage,k

)
= Mprop (8.13h)

where the duration of each sampling is given by ∆, tk is the time of kth sample, ym(tk) is the

TFSA measured at t = tk, tf is the hydraulic fracturing total operation time, and the manipulated

input variables, Cstage,k andQstage,k, are obtained by solving Eq. (8.13) with a shrinking prediction

horizon Np = tf − tk.

In the optimization problem of Eq. (8.13), a Kalman filter, Eq. (8.13d), is used to estimate

unmeasurable ROM states and it is initialized at every sampling time utilizing the TFSA measured

in real-time, which is described by Eq. (8.13b). Eqs. (8.13e)-(8.13f) are the constraints on the
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manipulated input variables (e.g., proppant concentration and fracturing fluid flow rate injected

at the wellbore). The units of fracturing fluid flow rate and proppant concentration are bbl/min

and PPA (1 pound of the proppant added to one gallon of fracturing fluid), respectively. The total

amount of proppant injected is constrained using Eq. (8.13h).

8.7 Closed-loop simulation results under the proposed MPC

In this section, we present the closed-loop simulation results to signify the performance of our

proposed MPC scheme. For all the cases, we considered a single stage hydraulic fracturing oper-

ation to generate three simultaneously propagating multiple fractures for a given natural fracture

distribution. The statistical parameters used to generate the natural fracture distribution are given

in Table 8.7 and the generated natural fracture distribution is shown in Fig. 8.14. The total prop-

pant amount considered is Mprop = 487200 lb. All the other parameters used in the simulations

are given in Table 8.1. The high fidelity model of Mangrove described in Section 8.2 was utilized

to simulate a hydraulic fracturing operation in naturally fractured unconventional reservoirs. This

model is initially used with a given training input for generating the input/output data which was

used to develop a ROM of the process. We then designed a Kalman filter for state estimation using

this ROM, which eventually helped us in developing the complete MPC scheme. The Kalman

filter and the proposed MPC were initialized at the beginning of hydraulic fracturing operation.

In the proposed MPC, ∆ and tf values were chosen to be 10 min and 80 min, respectively. This

implies that the fracturing fluid pumping schedule consists of 8 stages, each with a duration of 10

min. We assumed that the measurement of TFSA, Afrac(tk), was available at the beginning of

each pumping stage (Eq. (8.13b)). The unmeasurable ROM states were then predicted with the

help of real-time measurement via the Kalman filter. Using these estimated states, the proposed

MPC computed the control input over a prediction horizon length of Np to maximize the TFSA at

the end of hydraulic fracturing operation, which will lead to an enhanced oil production rate due

to a higher drainage area available for hydrocarbon recovery. We applied the first step of solution,

Cstage,k & Qstage,k, to the high-fidelity model of Mangrove in a sample-and-hold fashion and this

procedure was repeated at every sampling time until the end of the process.
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Length (ft) Spacing (ft) Orientation Friction coefficient
Average 500 100 15 0.5

Standard deviation 250 50 15 0

Table 8.7: Natural fracture distribution used in the closed-loop simulation.

Figure 8.14: Fracture geometry at the end of hydraulic fracturing operation under the proposed
MPC.

The pumping schedule obtained under the proposed MPC scheme (Fig. 8.15) is then fed as an

input to Mangrove. The obtained fracture geometry at the end of hydraulic fracturing operation

under the proposed MPC is presented in Fig. 8.14. For given rock properties and natural fracture

distributions, hydraulic fractures divert into natural fractures resulting in a complex fracture ge-

ometry. We then compared the performance of the pumping schedule computed by the proposed

MPC with existing pumping schedules such as Nolte (Fig. 8.16) and the one introduced in Chap-

ter 6 by Siddhamshetty et al. [5] (Fig.8.17), which were developed without considering natural

fractures. All the other parameters such as Young’s modulus, Poisson ratio, and proppant amount

are kept same in all the cases. Fig. 8.18 compares the evolution of the TFSA for the three cases.

Fig. 8.19 and Fig. 8.20 show the comparison of the cumulative oil production and oil production
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rates for the three cases. We can see clearly from the figures that the pumping schedule under the

proposed MPC maximizes the TFSA, which subsequently leads to the maximum oil production

rate and maximum cumulative oil production compared to other pumping schedules. We reported

the NPV of oil produced for these three cases in Table 8.8. Using the proposed MPC will result

in an revenue that is $0.74 millions and $0.4 millions more than those obtained by the pumping

schedule in Chapter 6 by Siddhamshetty et al. [5] and Nolte [28], respectively.
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Figure 8.15: Pumping schedule obtained under the proposed MPC.

TFSA (ft2)
Cumulative oil

production (STB)
NPV (M$)

MPC 1979450 512707 13.36
Nolte 1793945 487310 12.96

Siddhamshetty et al. [5] 1755249 473338 12.62

Table 8.8: TFSA, cumulative oil production and NPV of oil produced under the proposed MPC,
Nolte’s and Siddhamshetty et al. [5] pumping schedules.
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Figure 8.16: Nolte’s pumping schedule with input constraints being considered.

Because linear ROMs were used to solve this problem, we achieved a significant reduction in

the computational requirement. The time required to solve the optimization problem, Eq. (8.13), at

every sampling time instant is given in Table 8.9. Since the problem was solved using a shrinking

horizon approach, we can see that the computational time with every iteration has a tendency to

decrease. Please note that all calculations were performed using MATLAB on a Dell workstation,

powered by Intel(R) Core(TM) i7-4790 CPU@3.60GHz, running the Windows 8 operating system.

Pumping stage number Computational time (s)
1 4.93
2 0.70
3 0.56
4 0.36
5 0.30
6 0.14
7 0.19
8 0.05

Table 8.9: Computational time required to solve the optimization problem, Eq. (8.13), at each
pumping stage.
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Figure 8.17: Pumping schedule obtained by the method proposed by Siddhamshetty et al. [5].

Natural fractures are present in most of unconventional reservoirs and affect hydraulic fracture

propagation. Therefore, we cannot ignore the interaction of hydraulic fractures with natural frac-

tures when we design pumping schedules to inject given fracturing resources. We have to utilize

these interaction to achieve an even greater TFSA, which would not have been possible to achieve

without considering natural fractures. Drainage area for hydrocarbon recovery is directly related

to TFSA. Therefore, achieving a greater TFSA will lead to an increased oil production rate in

naturally fractured unconventional reservoirs. The model-based pumping schedule design tech-

nique developed in this work considers the interaction of hydraulic fractures with natural fractures.

Therefore, we were able to achieve a TFSA greater than those of the existing pumping schedules

which were developed without considering natural fractures.

8.8 Conclusions

In this work, it was observed from the sensitivity analysis that the cumulative oil production

from a well is proportional to TFSA, which in-turn depends on the fracturing fluid pumping sched-

ule for given fracturing resources and natural fracture distributions. Therefore, we developed a

novel MPC framework to compute the fracturing fluid pumping schedule that maximizes the TFSA
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Figure 8.18: Comparison of TFSA under the proposed MPC, Nolte’s and Siddhamshetty et al. [5]
pumping schedules.

in naturally fractured unconventional reservoirs. Initially, we constructed a ROM using the sim-

ulation data generated from Mangrove by considering the complex fracture growth in naturally

fractured unconventional reservoirs. Then, the developed ROM was used for state estimation us-

ing a Kalman filter and available measurements. Next, a real-time MPC framework was developed

utilizing the ROM and Kalman filter to compute the pumping schedule that maximizes the TFSA.

Simulation results presented in this work show that the maximum TFSA will lead to an oil pro-

duction rate greater than those of the existing pumping schedules which were developed without

considering natural fractures.
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Figure 8.19: Comparison of cumulative oil production under the proposed MPC, Nolte’s and Sid-
dhamshetty et al. [5] pumping schedules.

2019 2024 2029 2034 2039 2044 2049

Time (year)

0

20

40

60

80

100

120

140

160

180

200

O
il

 p
ro

d
u

c
ti

o
n

 r
a

te
 (

b
b

l/
d

a
y

)

MPC

Nolte

Siddhamshetty et al. (2019)

Figure 8.20: Comparison of oil production rates under the proposed MPC, Nolte’s and Sid-
dhamshetty et al. [5] pumping schedules.
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9. SUMMARY AND FUTURE WORK

9.1 Summary

The combination of directional drilling and hydraulic fracturing has transformed the paradigm

of energy markets by enabling the extraction process of unconventional gas resources to become

more economical, eventually leading to the shale revolution. In practice, the ultimate goal of

hydraulic fracturing is to increase the productivity of a stimulated (i.e., fractured) well by produc-

ing fractures with a desired geometry and achieve a uniform proppant concentration at the end

of pumping which it is directly related to the overall efficiency of the hydraulic fracture process.

The current status of hydraulic fracturing is primarily an open-loop approach where the pumping

schedules are designed based on the properties obtained from a mini-frac test. Over the last ten

years, the oil and gas production industries have applied model predictive control (MPC) theory

to drilling processes to enhance pressure control flexibility and process safety; however, its appli-

cation to hydraulic fracturing, particularly in the context of regulating the proppant distribution

across the fracture, has not received much attention because of the following reasons: (1) lim-

ited access to real-time measurements, (2) presence of uncertainties in the measurement data, and

(3) large computational requirements due to dynamic simulation of multiple highly-coupled PDEs

defined over a time-dependent spatial domain.

Novel sensor types such as microseismic monitoring are becoming increasingly powerful tools

for real-time underground measurements which enable the design of real-time control strategies

for the hydraulic fracturing process. Here, we proposed a new methodological framework for the

design of an optimal and practical proppant pumping schedule to achieve an optimal fracture ge-

ometry at the end of hydraulic fracturing process using the available real-time measurements. Ini-

tially, we focused on developing a model-predictive control framework for conventional reservoirs,

where high-viscosity fracturing fluids are typically used to ensure that the most of the proppant re-

mains in suspension during the treatment and the closure process. Thus, it is sufficient to regulate

174



the suspended proppant concentration along the fracture at the end of pumping. Initially, we devel-

oped a first-principles model for the hydraulic fracturing process considering a single propagating

fracture. Second, a novel numerical scheme was developed to deal with the high computational re-

quirement caused by coupling multiple PDEs defined over a time-dependent spatial domain. Third,

a reduced-order model was constructed by using these simulation results, and a Kalman filter was

designed to effectively estimate important variables that are not measurable in real-time. Lastly,

MPC theory was applied for the design of the feedback control system to achieve uniform proppant

concentration across the fracture at the end of pumping. The generated pumping schedule using

the proposed control scheme was able to produce uniform concentration at the end of pumping,

which was closer to the target concentration than that of Nolte’s pumping schedule which is one

of the most commonly used pumping schedules. Furthermore, the proposed methodology was

able to generate an online pumping schedule with a reasonable computational requirement while

explicitly taking into account practical, safety, and optimality considerations.

Then, we extended this approach to unconventional reservoirs, where predominantly low-

viscosity (“slick-water”) fluids are used and the proppant settles quickly forming a proppant bank.

The proppant bank will continue to grow until it reaches the equilibrium height; a state when the

rate of proppant washout on top of proppant banks due to the shear force is equal to the rate of

bank formation via proppant settling. We improved the high-fidelity process model of hydraulic

fracturing processes to describe the formation of a proppant bank with the equilibrium height. A

section-based optimization method was employed to determine the optimal well-fracture configu-

ration, maximizing the overall productivity for a given amount of proppant to be injected. Then,

MPC theory was applied for the design of a real-time model-based feedback control system. The

proposed methodology was able to generate an online pumping schedule leading to a uniform

proppant bank height along the targeted length while explicitly taking into account actuator limita-

tions, state constraints for process safety, and economical considerations. We further improved our

control framework to reduce the measurement uncertainty by taking advantage of the relationship

between the fracturing fluid injection rate and measurement noise covariance in a microseismic
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monitoring technique, which is the most widely used measurement technique for a comprehensive

understanding of fracture geometry.

Subsequently, we aimed to consider multi-stage hydraulic fracturing where multiple fractures

are generated simultaneously. In multi-stage hydraulic fracturing treatments, simultaneously prop-

agating multiple fractures with close spacing often induce non-uniform fracture development due

to stress-shadow effects, resulting in one or two dominant fractures due to the uneven distribution

of fracturing fluids. We initially developed a new high-fidelity model for simultaneously growing

multiple fractures to describe the fracture propagation by explicitly accounting for stress shadow

effects as well as the proppant transport. Then, we proposed a model-based design technique

to compute the perforation conditions which promote an equal distribution of fracturing fluids to

achieve a uniform growth of multiple fractures while mitigating the undesired stress-shadow ef-

fects. Lastly, the proposed MPC scheme was applied to compute online fracturing fluid pumping

schedules. The proposed methodology was able to generate a uniform proppant bank height along

the targeted fracture length while simultaneously incorporating the limitations of actuators, process

operational safety and economic considerations.

We further considered the interaction of hydralic fractures with natural fractures in naturally

fractured unconventional reservoirs. It was observed from the sensitivity analysis that the cumu-

lative oil production from a well is proportional to total fracture surface area (TFSA), which in

turn depends on the fracturing fluid pumping schedule for given fracturing resources and natural

fracture distributions. Therefore, we developed a novel MPC framework to compute the fracturing

fluid pumping schedule that maximizes the TFSA in naturally fractured unconventional reservoirs.

9.2 Future work

This study laid the foundations for the design of a model-predictive control framework to com-

pute pumping schedules for hydraulic fracturing process to achieve an optimal fracture geometry.

In what follows a list of potential improvements currently under consideration in the lab is pro-

vided:
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1. Although the hydraulic fracturing process enhances the recovery of hydrocarbons in uncon-

ventional reservoirs, it is heavily dependent on water resources. In the five largest shale oil

and gas reserves in the U.S., the average water usage per well ranges from 71,000-155,000

BBL [100, 177]. Thus, understanding the life cycle of water consumption associated with

shale oil and gas production is imperative [178, 179, 180]. During the hydraulic fracturing

process, the water cycle consists of five key sub-stages: water acquisition, chemical mixing,

well injection, flowback and produced water, wastewater treatment and wastewater disposal.

In the first 3-4 weeks after completion of the well injection, 15-40% of the injected water,

depending on the specific region, flows back to the surface as highly contaminated water,

which is called flowback water [99]. Generally, deep well injection has been the primary

method for wastewater disposal. However, in some areas where shale gas production is

abundant, this disposal option is either unavailable near the drilling site or restricted due to

indications of seismic activity because of the higher injection pressure. In this regard, in

the future, Dr. Kwon’s lab aim to develop environmentally sustainable and economically

feasible water management and treatment options.

2. Various types of fracturing fluids are used depending largely on the geologic structure and

formation and formation pressure for a well. The main categories of fracturing fluids cur-

rently available/used include: (i) water frac, (ii) linear aqueous gels, (iii) cross-linked aque-

ous gels, (iv) aqueous viscoelastic surfactant-based fluids, (v) foam fluids, and (vi) gelled

oil-based fluids. After hydraulic fracturing treatments, unbroken fracturing fluids may result

in productivity impairment in shale gas production. This clean-up process is modeled by

assuming Newtonian fluid behavior for the fracturing fluid. However, most cross-link gelled

fracturing fluids are indeed non-Newtonian with yield stress. Motivated by this, Dr. Kwon’s

lab aim to improve the clean-up process model and incorporate it in the controller design.
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