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ABSTRACT 

 

With recent breakthroughs in sensing technology, data informatics and computer networks, 

smart manufacturing with intertwined advanced computation, communication and control 

techniques promotes the transformation of conventional discrete manufacturing processes 

into the new paradigm of cyber-physical manufacturing systems.  

The cybermanufacturing systems should be predictive and instantly responsive to incident 

prevention for quality assurance. Thus, providing viable in-process monitoring approaches 

for real-time quality assurance is one essential research topic in cybermanufacturing system 

to allow a closed-loop control of the processes, ensure the quality of products, and 

consequently improve the whole shop floor efficiency. However, thus far, such in-process 

monitoring tools are still underdeveloped on the following counts: 

• For precision/ultraprecision machining processes, most sensor-based change 

detection approaches are reticent to the anomalies since they largely root in the 

stationary assumption whilst the underlying dynamics under precision machining 

processes exhibit intermittent patterns. Therefore, existing approaches are feeble to 

detect subtle variations which are detrimental to the process;  

• For shaping processes that realize complicated geometries, currently there is no 

viable tool to allow a noncontact monitoring on surface morphology evolution that 

measures critical dimensioning criteria in real time. 

• For precision machining processes, we aim to present advanced smart sensing 

approaches towards characterizations of the process, specifically, microdynamics 
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reflecting the fundamental cutting mechanisms as well as variations of 

microstructure of the material surfaces. 

To address these gaps, this dissertation achieves the following contributions: 

• For precision and ultraprecision machining processes, an in-situ anomaly detection 

approach is provided which allows instant prevention from surface deterioration. 

The method could be applied to various (ultra)precision processes of which most 

underlying systems are unknow and always exhibit intermittency. Extensive 

experimental studies suggest that the developed model can detect in-situ anomalies 

of the underlying dynamic intermittency; 

• For shaping processes that require noncontact in-process monitoring, a vision-

based monitoring approach is presented which rapidly measures the geometric 

features during forming process on sheet-based workpieces. Investigations into 

laser origami sheet forming processes suggest that the presented approach can 

provide precise geometric measurements as feedback in real time for the control 

loop of the sheeting forming processes in cybermanufacturing systems. 

• As for smart sensing for precision machining, an advanced in-process sensing/ 

monitoring approach [including implementations of Acoustic Emission (AE) 

sensor, the associated data acquisition system and developed advanced 

machine/deep learning methods] is introduced to connect the AE characteristics to 

microdynamics of the precision machining of natural fiber reinforced composites. 

The presented smart sensing framework shows potentials towards real-time 
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estimations/predictions of microdynamics of the machining processes using AE 

features. 
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CHAPTER I  

INTRODUCTION 

Background 

The Industry 4.0 essentially cultivates a smart manufacturing platform that 

revolutionizes the manufacturing infrastructure by digitizing multiple sectors across many 

integrations within this smart factory, such as material preparing, manufacturing processes, 

the smart sensing and the integration of big data and/or artificial intelligence (AI) to realize 

smart and autonomous manufacturing processes as well as smart logistics/ material 

handling. By the year of 2023, the Industry 4.0 that integrates most advanced computation, 

communication and control techniques, transforms conventional discrete manufacturing 

processes into the new paradigm of cyber-physical manufacturing systems, creating market 

more than 20 billion dollars with  a compound annual growth rate (CAGR) of 20% [1, 2]. 

A cyber-physical system (CPS) allows a process under monitored and controlled 

with the implementation of computer-based algorithms [3], and the whole system is tightly 

integrated with Internet for communications with users. The cybermanufacturing systems 

should be predictive and instantly responsive to incident prevention for quality assurance. 

Thus, providing viable in-process monitoring approaches for real-time quality assurance is 

one essential research topic in cybermanufacturing system to allow a closed-loop control 

of the processes, ensure the quality of products, and consequently improve the whole shop 
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floor efficiency. However, thus far, such in-process monitoring tools are still 

underdeveloped. 

As the principle foundation in cybermanufacturing systems, the smart sensing 

bridges the gaps between the traditional machining and cyber physical manufacturing by 

providing statistical/machine learning approaches to allow a self-recognition, change 

detection, and closed-loop control of the processes (as shown in Figure I-1), and it has been 

gaining interests among researchers and industrial [4]. This is mainly due to the dramatic 

increase in the availability of data from the machine to the enterprise using advanced sensor 

monitoring techniques. As for various machining processes, different suitable monitoring 

schemes and associated modeling tools should be provided accordingly. For instance, as 

for material removal processes, understanding the system dynamics of the process under 

stable and nonstationary conditions is essential for developing sensor-based modeling 

approaches to diagnose incipient anomalies that may lead to variations in cutting forces, 

subsurface damages on machined workpiece. 

One related topic for the sensor-based monitoring approaches mainly sit in the 

ultra-precision machining processes. Level of precision and sensitivity of sensors is one of 

the main considerations of the sensor-based monitoring scheme. The issue is to not only 

design an adequate sensor monitoring scheme but also provide effective conversion from 

signal into useful information that allows detecting in-situ anomalies. 
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Most conventional sensors may have limited signal-to-noise ratio (SNR) and is 

insensitive to monitor the subtle variations in cutting processes at ultraprecision level, of 

which the cutting force is several orders of magnitudes smaller than those in conventional 

machining processes. Acoustic emission (AE) sensor, on the other side, has high sensitivity 

required to ultraprecision level for characterizing cutting processes and surface finish as it 

could gather the elastic stress waves from the plastic deformation during the material 

removal process at ultraprecision level. 

However, thus far, most sensor-based change detection approaches that are largely 

rooted in the stationary assumption are reticent to the anomalies since the underlying 

dynamics of AE signals under ultraprecision machining processes (UPM) and chemical 

mechanical planarization (CMP) exhibit intermittent patterns. Therefore, existing 

approaches are feeble to detect subtle variations which are detrimental to the process. 

Therefore, an in-situ anomaly detection approach is needed to enable instant prevention 

from surface deterioration. The method should be applied to various (ultra)precision 

processes of which most underlying systems are unknown and always exhibit 

intermittency. 
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Figure I-1. Smart manufacturing for Industry 4.0. 

Other than material removal mechanism, processes such as laser bending processes 

apply defocused laser ray on sheet-form workpiece to initiate thermal-plastic deformation. 

Such processes require non-contact sensing schemes for monitoring the workpiece 

geometric evolution. However, thus far, such a monitoring tool is still underdeveloped. It 

is necessary to provide an image-based monitoring scheme to capture the workpiece 

evolution during sheet forming processes and generate real-time quantifiers for surface 

geometric features as well as the dimension tolerancing. 

The final goal is to implement the cyber-physical system into the conventional 

discrete manufacturing processes, which would demonstrate the merits of 
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cybermanufacturing platform towards qualification of advanced manufacturing 

technologies (such as additive manufacturing and laser origami sheet forming) to meet the 

functionality specified by industry. 

Dissertation Structure 

The dissertation consists of five papers. The research objectives of the dissertation 

include the following tasks (which is also summarized in Figure I-2): 

1. For ultraprecision machining processes, an in-situ anomaly detection approach needs 

to be provided which allows incipient anomalies detection for instant prevention 

from surface deterioration. The method could be applied to various (ultra)precision 

processes of which most underlying systems are unknow and always exhibit 

intermittency. Extensive experimental studies suggest that the developed model can 

detect in-situ anomalies of the underlying dynamic intermittency. A simulation 

model needs to be presented to capture the dynamics of the ultraprecision machining 

process (UPM). It suggests that using the in-process monitoring system, the extract 

features from collected sensor signals could be applied for forecasting the surface 

finish in real time for ultraprecision machining processes[5-8]; 

2. For sheet forming processes that require noncontact in-process monitoring, a vision-

based monitoring approach should be presented to rapidly measure the geometric 

features during forming process on sheet-based workpieces. Investigations into 

applications of real processes such as laser origami sheet forming should be 

conducted to demonstrate that the presented approach can provide precise geometric 



 

6 

 

 

 

measurements as feedback in real time for the control loop of the sheeting forming 

processes in cybermanufacturing systems [9, 10]; 

3. For the micromilling processes, the surface characterizations based conventional 

prediction model fails to capture the variations of the surface characteristics. 

Experimental investigations into micromilling processes suggest that the finished 

surface deteriorates due to multiple effects, of which the build-up edge (BUE) on the 

smeared surfaces plays a significant role on such surface variations[11]. An image-

based approach is therefore needed to 1) capture the BUE on the surface finish, 2) 

provide a quantitative analysis based on captured surface morphology with BUE, 

and 3) extract valid features from images and integrate them into the prediction 

approach to allow an accurate estimation of the surface characteristics; 

4. The implementation of the real-time monitoring and control approaches into smart 

manufacturing systems needs to be provided for demonstration the capability of the 

smart sensing in several cybermanufacturing applications [12]; 

5. The smart sensing configurations along with the implemented advanced machine 

learning and deep learning approaches for characterizations of the manufacturing 

processes for novel composite materials (i.e., natural fiber reinforced composites) 

[13, 14]. 
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Figure I-2.  A schematic diagram listing all research objectives for both methodology 

and application merits. 

 

The remaining chapters of this dissertation are organized as follows: in Chapter 2, 

we present an advanced nonparametric approach of anomalies detection for quality 

assurance in ultraprecision manufacturing processes. Chapter 3 includes a comprehensive 

study of micromilling process and presented image-based analytic framework towards 

characterizations of the subsurface deterioration due to the emergence of the build-up edge 

(BUE) during micromilling. Next, Chapter 4 reviews current status of vision-based 

monitoring scheme and presents the vision-based monitoring approach for assuring quality 

in real time for origami bending processes. Chapters 5 and 6 include the implementation 

of Acoustic Emission sensors into the real-time monitoring on the fiber reinforced 

composite cuttings using presented machine learning (and deep learning) approaches to 

connect the AE characteristics to the different failure modes in the cutting mechanisms. 

Extensive experimental investigations show potentials towards characterizing the 
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subsurface finish as well as microstructure using smart AE sensing approaches. Finally, a 

summary of the contributions for this dissertation is provided in Chapter VII. 
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CHAPTER II  

A DIRICHLET PROCESS GAUSSIAN STATE MACHINE MODEL FOR CHANGE 

DETECTION IN TRANSIENT PROCESSES1 

Preface 

The ability to detect incipient and critical changes in real world processes—

essential for system integrity assurance—is currently impeded by the mismatch between 

the key assumption of stationarity underlying most change detection methods and the 

nonlinear and nonstationary (transient) dynamics of most real-world processes. The current 

approaches are slow or outright unable to detect qualitative changes in the behaviors that 

lead to anomalies. We present a Dirichlet process Gaussian state machine (DPGSM) model 

to represent dynamic intermittency, which is one of the most ubiquitous real-world 

transient behaviors. The DPGSM model treats a signal as a random walk among a Dirichlet 

process mixture of Gaussian clusters. Hypothesis tests and a numerical scheme based on 

this nonparametric representation were used to detect subtle changes in the transient 

(intermittent) dynamics. Experimental investigations suggest that the DPGSM approach 

can consistently detect incipient, critical changes in intermittent signals some 50-2000 ms 

(20-90%) ahead of competing methods in benchmark test cases as well as a variety of real-

 

1 Reprinted with permission from “A Dirichlet process Gaussian state machine model for change detection 

in transient processes” by Z. Wang and S.T.S. Bukkapatnam, Technometrics, 2018, 60 (3): 373-385, 

Copyright [2018] by Taylor & Francis. 
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world applications, such as in alternation patterns (e.g., ragas) in a music piece and 

vibration signals capturing the initiation of product defects in an ultra-precision 

manufacturing process. 

 

Introduction 

Fast and accurate detection of incipient anomalies, such as damage in machinery 

and other physical systems, as well as pathological states in natural processes can allow 

timely intervention to prevent catastrophes [15]. Automated change detection methods 

employed currently for anomaly detection overwhelmingly assume the non-anomalous 

“regular” behavior to be (reduced to) a stationary process. Change detection involves 

testing a hypothesis on the parameters θ of the distribution or some other quantifiers of the 

stochastic process underlying the measured signals (e.g., 𝐻𝑜: 휃 = 휃𝑜 against 𝐻𝑎 ∶ 휃 ≠ 휃𝑜). 

For example, 휃 can connote a parameter of an underlying probability distribution, such as 

mean, µ, or standard deviation, 𝜎, of a Gaussian distribution, or a model parameter, such 

as a coefficient of a classical time series (e.g., an autoregressive in- tegrated moving 

average, ARIMA) model. However, real-world processes are often not in a steady state. 

They operate in a transient state, i.e., 휃 varies over time. Many of these processes, when 

considered over long time horizons can be assumed to be stationary [16]; however, 

anomalies and faults can occur when the system operation shifts from one such transient 

phase to another. The change points in such systems are, there- fore, not transition points 
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between two steady states or nary behaviors but between two transient phases, one 

capturing “normal” behavior (which can be assumed to be near- stationary when large time 

series samples are considered) before the anomaly or a fault sets in, and the other that can 

lead to a new abnormal, faulty, pathological, or otherwise anomalous behavior. For 

example, the first transient phase near a change point 𝑡∗ = 3127 may consist of an AR(1) 

process with time varying coefficient 𝜑𝑡 = (1 − 0.5𝑐𝑜𝑠 (
16𝑡

1024
)) , and the process 

transitions due to the inception of an anomaly to the second transient phase, which is 

another AR(1) process with 𝜑𝑡 = (1 − 0.5 𝑐𝑜𝑠 (
8𝑡

1024
)). 

As the current change detection methods are largely rooted in the stationarity 

assumption, they can only detect well-developed changes (i.e., over long time scales 

where consistency conditions for the estimates of θ are not violated) and are slow to 

detect incipient anomalies. Hence, considering the transient phases that separate the 

two behaviors will help reveal the change much earlier than when the system settles 

down into a normal behavior where the stationarity assumption holds. 

𝑑𝑥/𝑑𝑡 = 𝐹(𝑥, 𝛯, 𝜖)                                               (1) 

that specifies the evolution of the state 𝑥(𝑡) from an initial condition 𝑥(0). Here, 𝛯 is 

the process parameter vector, and 𝜖 is the system noise. The time series signal 𝑦(𝑡) 

gathered from this dynamic process is a function of the state 𝑥(𝑡);  i.e.,  𝑦 = ℱ(𝑥). It 

must be noted that the system begins its evolution from an initial condition almost 
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always under transient (nonstationary) conditions. It evolves through a series of 

transient phases before asymptotically executing a stationary, steady state behavior 

[17]. 

The process is in a transient phase if 𝑦(𝑡) exhibits time-varying behaviors, such 

as varying moments, piecewise or modulated stationarity or a specific pattern (e.g., 

periodic or asymmetric cycling) of gradual or abrupt variations [17, 18]. The paucity 

of change detection methods for a transient process may be due to the challenges 

associated with quantifying the diverse forms of transient phases. For instance, 

detecting changes in first-order moments such as in mean shifts, shifting trendlines, 

and seasonality (e.g., Figure II-1 (a)) has received notable attention (e.g., Montes De 

Oca et al. in [19]). Last and Shumway [20] studied changes in the patterns of the time-

varying covariance function, such as those induced when a modulated AR(1) process 

𝑥𝑡  =  𝜑𝑡𝑥𝑡−1 + 𝜖𝑡 , where 𝜑𝑡  = (1 − 0.5 ⋅ 𝑐𝑜𝑠 (
6𝑡

1024
)) changes to an AR(2) process 

𝑥𝑡 = 𝜑𝑡 · 𝑥𝑡−1 − 0.81𝑥𝑡−2 + 𝜖𝑡  at 𝑡 =  666  time units, as shown in Figure II-1 (b).  

Choi et al. [21] investigated the detection  of changes in additional time-varying patterns, 

such as in an AR(1) process with slow time-varying coefficient 𝜑𝑡 =

1.8[
𝑒𝑥𝑝(50(𝑡−512)/1024)

1+exp(50(𝑡−512)/1024)
−

1

2
] at 𝑡 =  512 time units, as in Figure II-1 (c). Some recent 

investigations on detecting changes under certain elementary forms of transients marked 

by shifting trends and periodicity, as well as piecewise constant and modulated 
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covariance structures have been reported [19, 21-24]. These limited representations of 

multifarious nonstationary behaviors impede timely detection of critical changes in many 

real-world systems.  

 

Figure II-1. Representative time-series traces showing different types of transient 

behaviors: a) drifting trendlines, b) modulated AR process, c) slow time-varying AR 

processes and d) (on-off type) intermittency [25]. 

Intermittency is one of the most common transient behaviors exhibited by real-

world systems. Many complex nonstationary real-world behaviors, such as the evolution 

of financial prices, machine vibrations, and the biological processes that are not reducible 

to simple variations in the first few moments (e.g., trend, heteroskedasticity and 

seasonality), may be adequately described in terms of intermittency [26, 27]. Intermittency 

consists of irregular alternation of dynamic behaviors [28]as shown in Figure II-1 (d). This 

phenomenon has been studied extensively in   the context of fluid flows near laminar-

turbulence transitions. The behavioral regimes and their sojourn times are known to 

change, often dramatically, as the Reynold’s number of the flow edges towards the 

transition point [29](Genc et al. 2012). None of the contemporary methods has been 
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reported to reliably detect such changes in the intermittency dynamics in real time from 

measured signals. 

Although the engineering literature on this topic is fairly sparse, representation 

of simple forms of intermittencies, such as on-off and in-out, that exhibit multiple near-

stationary regimes has received some attention in the dynamic systems theory literature 

[30-32](Wang 1989; Isola 1999; Sturman and Ashwin 2004). For example, a Markov 

transition matrix was employed to model a particular instance of intermittency 

[32](Sturman and Ashwin 2004). Similar representations have also been considered to 

capture transitions among well-defined finite states (e.g., the governing 

difference/differential equations are known) [18, 33, 34]. However, the larger issues of 

how to identify and quantify the stationary sets and transitions using time series data 

gathered from transient processes and develop suitable hypothesis tests for change 

detection remain to be addressed. 

Intuitively speaking, change detection in an intermittency process is akin to 

discerning changes in music patterns, especially in note progressions. As can be 

gathered from the following sections, such changes can hardly be detected with 

traditional or contemporary methods, including those considered recently for detecting 

changes in near-stationary processes [20, 35]. 

We present a nonparametric Bayesian approach based on representing the 

transient stochastic process underlying measured time series data as a random, 



 

17 

 

 

 

Dirichlet process mixture of Gaussian clusters [36], with a specified nonlinear 

stationary process determining the internal evolution within each cluster. A Markov 

transition matrix is specified to determine the stationary transition between clusters. 

This representation, henceforth referred to as a Dirichlet process mixture of Gaussian 

state machine (DPGSM) can capture complex steady states (stationary behaviors) as 

well as various forms of intermittency and it is conducive to developing strategies for 

change detection. 

We also present theoretical results that form the basis for a procedure to fit a 

DPGSM model to limited real-world data, and report the application of the model to 

capture transitions in real-world processes not discernible using the conventional and 

contemporary models tested. Apart from benchmark test cases, the performance of the 

approach was evaluated for detecting subtle changes in music pattern alternation, 

specifically transitions between two ragas in the Indian music system that have 

identical sets of notes and differ only in the alternation rules.  The results indicate that 

only the DPGSM approach was   able to consistently detect the changes with low 

latency. These results provide a theoretical basis and improve upon an earlier study 

that focused on the application of a similar approach to manufacturing process quality 

monitoring [5]. Experimental investigations also suggest that microscopic-scale 

defects on components created during ultra-precision manufacturing processes and not 
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identifiable using other competing methods can be detected 20-90% earlier than with 

other methods tested. 

The remainder of this chapter is organized as follows: Sec.2 presents the 

DPGSM representation and change detection approach for intermittent processes 

followed by the investigations of parameter selection and change-detection 

performance; Sec.3 contains the results from various applications, including numerical 

test cases, music pattern changes and incipient anomaly detection in manufacturing 

processes; conclusions are presented in Sec.4. 
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Methodology 

DPGSM Model 

 

 
Figure II-2. Schematic diagram of an in-out dynamic intermittency [32]. 𝜴 is a linear 

subspace of a smooth map 𝓕. Any non-minimal attractor can be decom- posed into 

attracting subsets {𝓐𝟏,𝓐𝟐, … }  and a set of repelling segments {𝓡𝟏, 𝓡𝟐, … } . The 

dotted lines represent trajectories of near-stationary sets within 𝜴. The nonlinear 

reinjection region completes the attractor as a 3-in and 3-out intermittent process. 

(reprinted with permission) 

An intermittent process is characterized by finite-time sojourns of system 

trajectories in the state space about multiple attractors (i.e., stationary sets that cannot 

be decomposed into subsets with invariant non-negative measures). As noted in Figure 

II-2, a class of intermittency dynamics can be viewed as an intersection of attractor 𝒜  

and a linear subspace Ω. The intersect consists of multiple subsets 𝒜𝑘 ⊂ 𝒜  with 

invariant measures such that they are attracting within Ω  but transversely unstable and, 

similarly, multiple repelling subsets ℛ𝑘  (unstable within Ω  but transversely stable). It 
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must be noted that the evolution of the trajectories in an attractor embedded in a d-

dimensional state space [the embedding dimension d is usually estimated using the 

false nearest neighbor criterion [37, 38]] is a topological d-Markov process [39]. 

Consequently, the finite-time sojourns about, and transitions of the system trajectories 

over, the multiple attracting subsets can be represented as a Markov transition 

matrix [18, 33, 34]. 

For example, let us consider a simpler (reduced) case of intermittent behavior 

(known as Type 1 intermittency) given by a one-period Poincaré circle map [40]: 

[
𝑥1(𝑖 + 1)

𝑥2(𝑖 + 1)
] = {[𝑉31 𝑉32] ⋅ [

𝑥1(𝑖)

𝑥2(𝑖)
] + [

𝑉13

𝑉23
]}

−1

⋅ {[
𝑉11 𝑉12

𝑉21 𝑉22
] ⋅ [

𝑥1(𝑖)

𝑥2(𝑖)
] + [

𝑉13

𝑉23
]}        (2) 

where the matrix V is defined as: 

𝑉 ≔ [

𝑣1
2 − 𝑣1𝑣2

2 −𝑣2
2 𝑣1

2𝑣2 − 𝑣1𝑣2

2𝑣1𝑣2
2 − 𝑣1

2𝑣2
2 𝑣1

2 − 𝑣1𝑣2
2 𝑣1

3𝑣2 − 𝑣1
2

𝑣1
2𝑣2 + 𝑣2

3 − 𝑣1
3𝑣2 𝑣1𝑣2 − 𝑣1

2𝑣2 𝑣1
4 − 2𝑣1𝑣2

2

]                         (3) 

such that 𝑣1 :=sinh 휁  and 𝑣2 :=cosh 휁 . Figure II-3 (a,b) show the phase portraits 

{𝒙(0), 𝒙(1), 𝒙(2), . . . } generated from Eqs.(2 and 3) for 휁= 1.39 and 1.4, respectively 

(Liu 2007). This change is equivalent to a transition from a turbulent phase with power 

law coefficient 𝜅 = 1.012 to one with 𝜅= 0.729 [25]. The points in the state space are 

marked with 8 distinct colors; each represents a cluster of (possibly singleton) 
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attracting sets. The system exhibits intermittency under both values of 휁 although the 

patterns in the phase portraits are different. 

 

 
Figure II-3. Phase portraits of a circular iterative map (Liu 2007) at two different 

settings of a model parameter, (a) 𝜻 =1.39 and (b) 𝜻  =1.40 showing distinct 

differences in the intermittent patterns. The green lines indicate the trajectory of 

the map, and the colors along the perimeter of the circle denote clusters (in this 

case data points were clustered based on the K -means clustering technique). (c) 

Time portraits of x1(i) from the process in (a) juxtaposed with the process in (b), 

suggesting that the patterns at 𝜻=1.39 and 1.40 are not easy to distinguish in the 

time domain (and using contemporary change detection techniques). (d) & (e) are 

the Markov matrix representations of the transitions between clusters. (reprinted 

with permission) 

The time series outputs from such intermittencies may be conveniently represented 

as a stochastic process 𝑥𝑖|휃𝑐𝑖
∼ 𝒩(⋅ |휃𝑐𝑖

) with 𝑐𝑖 ∼ 𝐶𝑅𝑃(𝜗, 𝑐−𝑖), where (𝑐𝑖) is a random 
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sequence representing the “cluster” to which 𝑥𝑖 is associated, 휃𝑐𝑖
 is the parameter set of 

cluster 𝑐𝑖, and 𝜗 is the concentration parameter. The clusters are drawn according to a so-

called Chinese restaurant process (CRP, a variant of the Dirichlet process), such that for 

any 𝐶  previously realized clusters, we  have  the  prior  distribution as 

𝑃 (𝑐𝑖 = 𝑘 ≤ 𝐶|𝑐−𝑖) ∝
𝐼𝑘

𝑖−1+𝜗
 and (𝑐𝑖 = 𝑘 ≤ 𝐶 + 1 |𝑐−𝑖) ∝

𝜗

𝑖−1+𝜗
, where the subscript −𝑖 

denotes the set {1, 2, . . . , 𝑖 −  1}, and 𝐼𝑘  is the count of the  realized 𝑥 − 𝑖  assigned to 

cluster 𝑘 (MacEachern and Mu¨ller 1998). Equivalently, the parameters of every Gaussian 

cluster are given by 휃𝑐 ∼ 𝐺  where 𝐺 ∼ 𝐷𝑃(𝜗, 𝐺0)  is a random distribution drawn 

according to a Dirichlet process (DP) with a base measure 𝐺0. 

The posterior distribution for the clusters was estimated using a Gibbs sampling 

scheme [41] by noting that 

                    𝑃(𝑐𝑖 = 𝑘|𝑐−𝑖, (𝑥𝑖)) ∝ 𝐼𝑘
−𝜙(𝑥𝑖|휃𝑘), for 𝑘 = 1,2, … , 𝐶 

𝑃(𝑐𝑖 = 𝑘|𝑐−𝑖, (𝑥𝑖)) ∝ 𝜗∫ 𝜙(𝑥𝑖|휃𝑘)𝑑𝐺0(휃)                                  (4) 

where 𝐼𝑘
−  represents the number of elements in cluster 𝑘  when the observation 𝑥𝑖  is 

removed; 𝜑(𝑥𝑖|휃𝑘) is the Gaussian likelihood of 𝑥𝑖 with parameter 휃 = {𝜇, 𝛴}. Also, we 

define a transition matrix  𝜫 = [

𝜋11 ⋯ 𝜋1𝐾

⋮
⋱

⋮
𝜋𝐾1 … 𝜋𝐾𝐾

] among 𝑘 =  1, 2, . . . 𝐾 ≤  𝐶 prominent 

clusters (i.e., states) such that each element πjk presents the probability that the time 
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series data at time step 𝑖 in state 𝑗, will move to cluster 𝑘 at step 𝑖 + 1. Thus, 𝜋𝑗𝑘  at 

time step 𝑡 can be estimated as [42] 

𝜋𝑗𝑘 =
∑ 𝑃(𝑐𝑖 = 𝑗|𝑥𝑖 , 휃𝑗)𝑃(𝑐𝑖+1 = 𝑘|𝑥𝑖+1, 휃𝑗)𝑁−1

𝑖=1

∑ 𝑃(𝑐𝑖 = 𝑗|𝑥𝑖, 휃𝑗)𝑁−1
𝑖=1

                            (5) 

It may be noted that for each row of a transition matrix, we have ∑ 𝜋𝑗𝑘 = 1𝑘 . Also, the 

count vector 𝑧𝑗  of transition samples from cluster j to every cluster (including itself) 

follows a multinomial distribution with the parameter vector 𝝅𝒋 = {𝜋𝑗1, 𝜋𝑗2, … , 𝜋𝑗𝑘 } [43]. 

Consequently, the Bayesian posterior distribution of the vector 𝜋𝑗 for the counts 𝑧𝑗
(𝑡)

 up to 

time t may be stated as follows: 

Proposition 1. The Bayesian posterior distribution of row vector 𝜋𝑗 for a given 

𝒛𝑗
(𝑡)

 follows a Dirichlet distribution, i.e. 𝐷𝑖𝑟(𝑧𝑗1
(𝑡), 𝑧𝑗2

(𝑡), . . . , 𝑧𝑗𝐾
(𝑡)): 

𝑓(𝝅𝑗|𝒛𝑗
(𝑡)

)= 
1

𝐵(𝒛
𝑗
(𝑡)

)
∏ 𝜋𝑗𝑘

𝑧𝑗𝑘
(𝑡)

−1𝐾
𝑘=1 ; 𝐵(𝒛𝑗

(𝑡)
) =

∏ Г(𝑧𝑗𝑘
(𝑡)

)𝐾
𝑘=1

Г(∑ 𝑧
𝑗𝑘
(𝑡)𝐾

𝑘=1 )
                     (6) 

Again, 𝒛𝑗
(𝑡)

 can be updated as 

𝑧𝑗𝑘
(𝑡)

= ∑ 𝑃(𝑐𝑖 = 𝑗|𝑥𝑖 , 휃𝑗) ∙ 𝑃(𝑐𝑖+1 = 𝑘|𝑥𝑖+1, 휃𝑗) + 𝑤𝑗𝑘
𝑡−1
𝑖=𝑡−𝐿+1                      (7) 

where we set 𝜔𝑗𝑘 as 1 for a non-informative prior, and 𝐿 is the window length employed. 

The distribution of elements 𝜋𝑗𝑘 is given by the following result: 
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Proposition. Individual πjk follows a marginal beta distribution 

𝐵𝑒𝑡𝑎(𝑧𝑗𝑘
(𝑡)

, ∑ 𝑧𝑗ℎ
(𝑡)

)ℎ≠𝑘 , i.e.  

𝐵𝑒𝑡𝑎 (𝜋𝑗𝑘|𝒛𝒋
(𝑡)

) =
Г(∑ 𝑧𝑗𝑘

(𝑡)
𝑘 )

Г(𝑧
𝑗𝑘
(𝑡)

)Г(∑ 𝑧
𝑗ℎ
(𝑡)

ℎ≠𝑘 )
 𝜋

𝑗𝑘

𝑧𝑗𝑘
(𝑡)

−1
(1 − 𝜋𝑗𝑘)

∑ 𝑧𝑗ℎ
(𝑡)

ℎ≠𝑘 −1
                 (8) 

Pertinently, Figure II-3 (d) and (e) show the (color coded) Markov transition 

matrices �̃� the processes presented in Figure II-3 (a) and (b), respectively. The time 

portrait in Figure II-3 (c) consists of 500 data points from the time series output from 

process Figure II-3 (a) juxtaposed with 500 points from the time series from process 

Figure II-3 (b). Remarkably, most of contemporary change detection methods (see 

Sec.3) failed to detect the transition between the two intermittency behaviors (here, the 

time step at which the two segments were juxtaposed). The resulting average run length 

𝐴𝑅𝐿1 (a measure of the expected latency in detecting a change) was more than 500 time 

steps. However, the DPSGM was able to capture the change with an 𝐴𝑅𝐿1 of 1.026 time 

steps as Markov matrices �̃�’s exhibit noticeable differences. This example indicates that 

the pattern of the estimated matrix �̃� discern changes in intermittency dynamics. 
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Change Detection Method 

Invoking the uniformly most powerful (UMP) hypothesis test, we have, for every cluster 

pair 𝑗 and 𝑘, 𝐻𝑜: 𝜋𝑗𝑘 = 𝜋𝑗𝑘
0 ; 𝐻𝑎: 𝜋𝑗𝑘 ≠ 𝜋𝑗𝑘

0 , where 𝜋𝑗𝑘
0  is the nominal value of a transition 

matrix element under hypothesis 𝐻𝑜. The null hypothesis, H0, is rejected if the value of 

test 𝜋 𝑗𝑘 = 𝜋𝑗𝑘|𝑧𝑗
(𝑡)

=
𝑧𝑗𝑘

(𝑡)

∑ 𝑧
𝑗𝑘
(𝑡)𝐾

𝑘=1

 does not lie within the interval 

[𝐹−1 (
𝛼𝑗

2
;  𝑧𝑗𝑘

(𝑡),  ∑ 𝑧𝑗ℎ
(𝑡)

ℎ≠𝑘 ) , 𝐹−1 (1 −
𝛼𝑗

2
;  𝑧𝑗𝑘

(𝑡),  ∑ 𝑧𝑗ℎ
(𝑡)

ℎ≠𝑘 )] . 𝛼𝑗 = 1 − (1 − 𝛼)
𝑤𝑗

𝐾   is 

the significance level of row 𝑗, which is set based on the specification of the family-

wise error rate (FWER) 𝛼 , i.e., 𝑃(𝑟𝑒𝑗𝑒𝑐𝑡𝑖𝑛𝑔 𝑎𝑡 𝑙𝑒𝑎𝑠𝑡 𝑜𝑛𝑒 𝐻𝑗|𝐻𝑗 ∈ 𝐻𝑜) = 𝛼 , and 

𝑤𝑗 ∝ 𝑧𝑗
(𝑡)

, the updated counts of each transition matrix row 𝑗. 

Because of the interdependencies among 𝜋𝑗𝑘 , 𝑘 = 1…𝐾, the UMP test may lead to 

excessive type II error. Alternatively, a new statistic may be employed to detect the change 

in the transition rows under the hypothesis test 𝐻𝑜: 𝜋𝑗𝑘 = 𝜋𝑗𝑘
0 ; 𝐻𝑎: 𝜋𝑗𝑘 ≠ 𝜋𝑗𝑘

0 , where 𝜋𝑗
0 is 

the nominal transition row vector under the null hypothesis. For large 𝑛, row-wise distance 

𝑑𝑗
2 = (𝝅𝒋 − 𝝅𝒋

𝟎)𝑺𝒋
−1(𝝅𝒋 − 𝝅𝒋

𝟎)
⊤

 follows a chi-square 𝜒𝐾
2  distribution where 𝑆𝑗  is the 

sample covariance matrix for estimating the true covariance matrix 𝛴𝜋𝑗
 given a large 

population. A 3𝜎  limits (α ≈ 0.0027) may be set so that a change in intemittency is 

deemed wherenever the estimated 𝜋�̃�  deviate from their expected values beyond these 

limits. Even though these 3𝜎 limits usually treat the Gaussian distributed observations, 
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their setup is reasonable for a non-Gaussian process if the 3𝜎 error is converted into a 

sequential equivalent: the average run length between false alarms (ARL0). Here 𝐴𝑅𝐿0 =

1

𝛼
≈ 370 as type I error 𝛼 ≈ 0.0027 in most cases tested. The overall procedure may be 

summarized as follows: 

•Step 1: Determine DP cluster distributions 𝑃(𝑐𝑖 = 𝑘|𝑥𝑖, 휃𝑘) from Eq.4. 

•Step 2:  For every time 𝑡 thereafter, estimate the transition matrix �̃�(𝑡)  from 

Eq.5.  

•Step 3: Set the significance level vector 𝛼 = {𝛼1, 𝛼2, . . . , 𝛼𝐾} such that 𝛼𝑗 =

1 − (1 − 𝛼)𝜔𝑗/𝐾 is the significance level of row 𝑗. 

•Step 4: Calculate the statistic 𝑑2 and the control limits for each row 𝑗. 

•Step 5: Monitor the process and estimate 𝐴𝑅𝐿1. 

 

Choice of Window Length 

The window length 𝐿  is a crucial parameter that highly affects the change-

detection performance of the DPGSM. A proper choice of 𝐿 is needed to ensure the 

consistency of the estimator of the transition matrix. In this context, we conducted a 

numerical study to investigate the convergence rate of the posterior distribution of the 

DPGSM and provide a statistical scheme to estimate 𝐿. We also present numerical 

studies to evaluate the power of the DPGSM model for change detection. 
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Convergence rates of the DPGSM model 

The convergence rates of posterior Dirichlet mixtures have been studied by multiple 

research groups [44-48]. The following results, based on [4 8] , provide one of the 

most conservative convergence rates of the posterior distributions of independent 

samples of length L drawn from a Dirichlet process mixture of Gaussians: 

Proposition 3. The density 𝜌  of a Dirichlet process mixture of Gaussians 

converges in probability to the true density 𝑝0 at a rate 𝜍𝐿 = 𝐿−
1

2(𝑙𝑜𝑔𝐿)
3

2, i.e., 

𝐺 ({𝑝: 𝜌𝐻(𝑝, 𝑝0) > 𝑀𝜍𝐿}|𝑥1, 𝑥2, . . . , 𝑥𝐿)  →  0,  ∀𝑀 >  0                     (9) 

where 𝜌𝐻 (𝑝, 𝑝0) is the Hellinger distance and 𝐺(. |𝑥1, 𝑥2, . . . , 𝑥𝐿) denotes the 

posterior measure estimated with 𝐿 observations. 

However, the actual convergence rate may be highly sensitive to the cluster 

concentrations and the number of components as well as the dependency among the 

samples [44]. For example, whenever the clusters are highly concentrated (i.e., high 

concentration prior), and the number of clusters is <  8, the convergence rates can 

exceed polynomial rates, and Proposition 3 may offer a loose bound [47, 49] for the 

convergence rate of a posterior mixture. The effect of window length 𝐿 on the transition 

matrix estimation was studied further using the following numerical study, which 

employed a multi-dimensional time series realized from a DPGSM model such that 

𝑥𝑡 ∼ 𝒩(⋅ |휃𝑐
𝑡  
). 
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Two factors, namely, the concentration of the clusters, and the dependency 

among realized samples, have been considered in this study. The Gaussian covariance 

was adjusted to change the cluster concentration and study its influence on the 

convergence rate [44]. The dependency among the samples was adjusted by changing 

the order of the autoregressive (AR) process generated from the independent sample 

realization. This study allows us to investigate the convergence rate of posterior 

Dirichlet with autocorrelated observations. 

In the first study, five levels of cluster overlap were investigated. The overlap 

among clusters was adjusted by scaling the covariance matrix structures on all cluster 

components. Specifically,  DPGSM  model  𝑥𝑡|𝑐𝑡 ∼ 𝒩(⋅ |휃𝑐𝑡
), where 휃𝑐𝑡

= {µ𝑐𝑡
 , 𝜉 ⋅

𝛴𝑐𝑡
} and 𝜉 is the scale factor, contains 𝐾 =  5 clusters. The cluster mean vectors were 

chosen as, respectively, 𝜇1 = [
0
0
], 𝜇2 = [

−3
−5

], 𝜇3 = [
4
6
], 𝜇4 = [

−5
5

] and 𝜇5 = [
4

−6
]. 

Note that the covariance matrix 𝛴𝑗 follows an inverse-Wishart distribution, i.e., 𝛴𝑗 ∼

𝐼𝑛𝑣𝑊𝑖𝑠ℎ𝑎𝑟𝑡(Ψ , ν)  with the scale matrix 𝛹  and degrees of freedom 𝜈 . Then the 

covariance matrices for two different levels of overlap were sampled based on different 

sets of priors {𝛹, 𝜈}. 

For each setting of 𝜉 = {1, 5, 10, 20, 50, 100}, we first simulated a time series of 

10,000 data points from the DPGSM and computed the estimation errors in terms of 

the unscented Hellinger distances 𝜌𝐻(𝑝, 𝑝0 ) [50] between posterior distribution 𝑝 
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given data points within window length 𝐿 and the true Gaussian mixture 𝑝0 . For a 

given 𝜉 ranging from 1 to 100, we capture multiple conditions of cluster overlaps as 

shown in Figure II-4. As 𝜉  ranges from 1 to 10, the Gaussian mixtures are well 

separated but for 𝜉 ≥  50,  the clusters are highly overlapped. The variations in the 

estimation errors based on 10 simulations at each setting are summarized in the box 

plots shown in Figure II-5 . The solid lines represent the two theoretical bounds of the 

convergence rates- the topline (red) for the polylogarithmic rate and the bottomline 

(green) for the parametric rate. The dark (black) dashed line connects the average 

values of the errors at different L using a polynomial interpolation. 

 
Figure II-4. Scatter plot of a mixture Gaussian model under different levels of 

noise (ξ ranges from 1 to 100). (reprinted with permission) 
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One can note that for 𝜉 < 20,  the convergence follows a parametric rate. For 𝜉 ∈

 [20, 50], the convergence rate is well bounded using the polylogarithmic rate, indicating 

the robustness of the suggested polylogarithmic rate even when the mixtures are hard to 

identify. However, when 𝜉 is greater than 50, the uncertainty seems to increase to an extent 

that for reasonable values of window length 𝐿, the convergence rate seems slower than the 

polylogarithmic rate. In brief, when the mixtures are highly overlapping and Gaussian 

noise and the time series is overwhelmed by the level of Gaussian noise, the convergence 

rate is slower than the parametric rate, and the polylogarithmic term might provide a 

suitable lower bound. 

 
Figure II-5. Comparisons of convergence rates under different levels of Gaussian 

noise. (reprinted with permission) 
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The second study investigates the convergence rate of the DPGSM realized 

with different levels of sample dependency. First, we chose the same distribution 

parameters as the previous case study: 5 clusters with identical means and priors of 

covariance matrices. To introduce the dependency in stochastic terms, the time series 

is realized by the autoregressive (AR) model 𝑦𝑡 = (1 + 𝜙1𝐵 +

𝜙2𝐵
2 + . . . + 𝜙𝑞𝐵

𝑞)𝑥𝑡 + 𝜖𝑡 where 𝑥𝑡|𝑐𝑡 ∼ 𝒩(⋅ |휃𝑐𝑡
), 𝜖𝑡 ∼ 𝑀𝑉𝑁(0, 𝐼), 𝑞 is the order 

and {𝜙𝑞} are the coefficients of the AR model. We considered four orders, namely 

𝑞 =  {1, 2, 5, 10}, to investigate the convergence rate under different dependencies. 

The variations in empirical convergence rates with L for different AR models 

are shown in Figure II-6.  Since the AR model creates highly concentrated mixtures 

(each cluster is well separated) with a small component number (as 𝐾 = 5) for all four 

AR models, the empirical convergence rates, shown as dashed black lines, tend to be 

close to/bounded by parametric rate 𝐿−
1

2  for 𝐿 >  200. The results also indicate that 

the asymptotic convergence rates can be higher than the parametric rate. However, as 

the AR order increases, it takes longer for the convergence rate to reach this level. It 

may be noted that most real-world systems considered in our case studies contain 

significant noise, to an extent that the cluster concentrates and hence the convergence 

rates tend to be much lower. For example, when mixing rates are high with complex 

correlation structures a more conservative bound of 𝐿−
1

3   may be employed. These 
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observations open the possibilities for additional theoretical studies on convergence 

rates of correlated mixture data. 

 
Figure II-6: Comparisons of convergence rates under different AR models. (reprinted 

with permission) 

 

Asymptotic Property for the Transition Matrix Estimation Errors 

For determining window length 𝐿 based on the foregoing study, we need to express 

𝜍𝐿  and 𝐿  in terms of the specified significance level, 𝛼 . However, doing so is not 

straightforward, as 𝑝0  is unknown for the time series samples from most real-world 

processes. We therefore pursued an alternative approach to select the window length. Here, 

we define 𝛷 , the vectorized representation of 𝛱  such that 𝛷 = [𝝅1., 𝝅2., . . . , 𝝅𝐾⋅] and 
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∆𝛷 = 𝛷(𝐿) − 𝛷(0), where 𝛷(𝐿) is the vectorized transition matrix estimated using time 

series within window length 𝐿 and 𝛷(0) is the vectorized true transition matrix (unknown 

in most real-world contexts). We also define 𝑄 = ∆𝛷𝛴𝛱
−1(∆𝛷)⊤ . For sufficiently large 𝐿, 

we have the following result [42]: 

Proposition 4. As 𝐿 → ∞, 𝐿𝑄 follows a chi-squared distribution, i.e., 𝐿𝑄~𝜒𝐾2
2 . 

Thus, given significance level α and bound 𝑞∗ for 𝑄, we can specify a lower bound 

for the window length. The result can be stated as follows: 

Proposition 5. Given 𝑄 =  𝑞∗, we have the lower bound of minimum window length 

as 

𝜒
𝐾2,

𝛼
2

2

𝑞
≤ 𝐿𝑚𝑖𝑛                                                  (10) 

As suggested in Proposition 5, the error between the estimated transition matrix 𝛱 and the 

true transition matrix 𝛱(0)  expressed as 𝑞 =  ∆𝛷𝛴Π
−1(∆𝛷)⊤ is bounded by 𝑞 ≥

𝜒
𝐾2,

𝛼
2

2

𝐿
.  

Here Φ is the vectorized row of the transition matrix Π = [𝜋1., 𝜋2. , . . . , 𝜋𝐾⋅] and 

∆Φ is the error between the estimated transition matrix Φ(L) using a time series within 

window length 𝐿 and the true transition matrix Φ(0). 
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Figure II-7. Boxplots of 𝒒’s compared with their statistical lower bounds with 

multiple confidence levels, 𝜶’s. (reprinted with permission) 

However, specifying the bound on ∆ΦΣ −1(∆Φ)T is difficult since the value 𝑞∗ 

may differ case by case for different values of Σ −1. Instead, the following result 

provides the bounds on 𝐿 when the 𝑙2-norm error of the transition matrix is specified: 

Proposition 6. Given ∆𝛷(∆𝛷)⊤ ≤ 𝜖∗, the bound for (a) minimum window length 

is given by 

                                                (11) 

where 𝜆max (𝛴
−1) represents the largest eigenvalue of 𝛴−1. 

Consistent with Proposition 6, window length 𝐿 was chosen to be in the range of 

500~2000 data points for all investigations reported in the following section. This choice 

was found to be adequate to ensure convergence (for 𝜖∗ ≈ 𝐾2 × 10−4) of Π in the DPGSM 

approach. 
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To verify the suitability of the propositions, we compute the estimation 

errors, 𝑞’s, obtained with 10 simulations with the theoretical lower bounds 
𝜒

𝐾2,
𝛼
2

2

𝐿
 for 

various 𝛼 values (see Figure II-7). Evident from the figure, most of the estimation 

errors 𝑞′𝑠  lie above the lower bounds given 𝛼 ≈ 0.0027. Therefore, Proposition 5 

provides the valid lower bounds for choosing a proper window length, 𝐿. 

Power Test 

We now present the statistical power of the procedure provided in Sec. 2.2 to 

detect a change introduced to a DPGSM process. Here, the Markov matrix of DPGSM 

process Π= {πj0} was changed at a certain time 𝑡∗ to Π1= {πj1} = {πj0 + δπj} for 𝑗 =

 1,2, . . . , 𝐾. We employed  𝛿𝑞 = ∑ (𝛿𝜋𝑗
) Σ𝜋𝑗

−1 (𝛿𝜋𝑗
)
⊤

𝐾
𝑗=1  to signify the extent of this 

change. For each setting of δq, we studied the change detection performance for 100 

DPGSM process realizations, each with a randomly chosen setting of ξ as detailed in 

Sec. 2.3.1. For each realization, we computed both the theoretical and the empirical 

powers for detecting this change, i.e., to reject K null hypotheses, 𝐻𝑜  𝜋𝑗 = 𝜋𝑗
0;  𝑗 =

 1,2, . . . 𝐾; in favor of 𝜋𝑗 = 𝜋𝑗
1. Then, the theoretical power of such an FWER-based 

hypothesis can be expressed as 1 − 𝛽(𝐷𝑃𝐺𝑆𝑀) = Pr (reject at leat one of the false 𝐾 

null hypothesis ) = 1 − ∏ 𝛽𝑗
𝐾
𝑗  where 𝛽𝑗  is the row-wise type II error. 
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Figure II-8.  Empirical test power compared with theoretical power (dashed lines). 

(reprinted with permission) 

It may be noted that the term 𝐿 ⋅ (𝜋�̃�
1 − 𝜋𝑗

0)Σ𝜋𝑗

−1(𝜋�̃�
1 − 𝜋𝑗

0)
⊤

 follows a 

noncentral chi-squared distribution 𝜒𝐾
2(𝜆𝑗) (Hogg and Craig 1994) with the noncentral 

parameter 𝜆𝑗 = 𝐿 ⋅ ∑ 𝛿𝜋𝑗𝑘

2𝐾
𝑘=1 . Consequently, the overall test power can be formulated 

as 1 − ∏ 𝛽𝑗
𝐾
𝑗 = 1 − ∏ Pr (𝐿 ⋅ (𝜋�̃�

1 − 𝜋𝑗
0)Σ𝜋𝑗

−1(𝜋�̃�
1 − 𝜋𝑗

0)
⊤

≤ 𝜒𝐾,1−𝛼𝑗

2 )𝐾
𝑗 . We 

conducted a numerical study to observe the variation of 1 − 𝛽 relative to 𝛿𝑞  with 𝛼 =

0.05 at different choices of window length 𝐿 to estimate 𝛱1. Figure II-8records the 

25%, 50% and 75% quartiles of empirical powers 1 − �̂�’s (solid lines) along with those 

of theoretical powers 1 − 𝛽’s (dashed lines) for different L’s. 

The power curves suggest that even under significant overlap among the 

Gaussian clusters, the empirical estimate 1 − �̂� is consistent with the theoretical power 

1 − 𝛽 at all L’s. More interestingly, 𝐿 was a crucial determinant of test power. As 𝐿 

increases the sensitivity approaches 1 at progressively smaller values of 𝛿𝑞 . For 

example, for 𝐿 = 200, the sensitivity exceeded 0.80 at 𝛿𝑞 ≈ 0.50 and for 𝐿 = 2000, it 

reached the 0.8 at 𝛿𝑞 ≈ 0.05. For small values of δq and 𝐿, the mean sensitivity remains 
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close to zero, and we did not observe significant sample-to-sample variation in the 

sensitivity. Similarly, for large L and δq, the sensitivity remained close to 1 with little 

sample-to-sample variation. For intermediate values, however, we observed significant 

differences in the sensitivity from sample to sample. In general, a large variation in test 

power estimates 1 − �̂�’s occurs when the theoretical test power increases sharply as 

depicted in Figure II-8. This interesting finding may open future investigation into the 

robustness of DPGSM models. 

 

Implementation Details and Results 

The performance of the present approach was evaluated for detecting changes in 

intermittency patterns introduced in carefully designed numerical experiments, as well as 

those occurring in complex physical processes, namely music patterns (specifically 

transitions between ragas that use the same scales and notes), and manufacturing machine 

vibrations. The average run length, ARL1 was used to compare the performance of the 

DPSGM with three other change detection methods; namely, a conventional exponential 

weighted moving average (EWMA), a contemporary parametric wavelet-based SD-

WCUSUM (CUSUM control chart on Haar wavelet coefficients) [35], and a piecewise 

segmentation method [20], which methods have been considered for change detection 

scenarios involving transients. We did not use computationally intensive hidden Markov 

models. At the outset, the investigations suggest that our approach allows detection of 

salient changes in intermittency dynamics not discernible with any other method. 
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 (a) Type A fault: Variance change (b) Type B fault: Sojourn time change 

Figure II-9. Traces of piecewise stationary time series data showing two types of 

changes. (reprinted with permission) 

 

 

 

Table II-1: ARL1 comparisons. (reprinted with permission) 

 

Change Detection for Piecewise Stationary Time Series 

We employed a piecewise stationary autoregressive and moving average 

ARMA(2,1) process  𝑥𝑖 = 𝑓𝑚(𝑥−𝑖; 𝜙
(𝑚), 𝜓(𝑚 )), 𝑖 = 1,2, … , 𝑁 , defined over 𝑀  time 

intervals (im−1,im), such that im, 𝑚 =  0, . . . , 𝑀, forms an order statistic sampled from a 

discrete uniform distribution 𝑈𝑁𝐼𝐹(0, 𝑁) [51]. The Gaussian noise (shock) process for 

each interval has a constant variance 𝑎𝑡 ∼ 𝑁(0, ∆𝑚𝜎2), such that ∆3𝑚+1= 3, ∆3𝑚+2=4, 

∆3𝑚+3=1. We compared the performances of the DPGSM and the methods mentioned 

earlier for detecting the following two types of faults introduced at time index i=3000 (see 

Figure II-9): a Type A fault consists of a change in the variance patterns to  ∆3𝑚+1=6, 
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∆3𝑚+2=7, ∆3𝑚+3=1, and so on and a Type B fault consists of changing the lengths of 

intervals (im, im+1) to half of their original lengths. The ARL1 values with various methods 

for detecting the two faults are summarized in Table II-1. The results suggest that all three 

methods can detect a Type A fault and that ARL1 are much lower with the DPGSM, RNDP, 

and SD-WCUSUM methods than with EWMA. For a Type B fault, however, only the 

DPGSM was able to detect the change consistently, with a low ARL1 of ∼ 3.8 time steps. 

 
Figure II-10. Time portraits of representative (a) MMA and (b) MAR time series. 

(reprinted with permission) 

 

Next, we employed the modulated moving average (MMA) and modulated 

autoregressive (MAR) time series models investigated in [20]. We used yt = εt + atεt−1 + 

0.5εt−2, as the MMA time series model (See Figure II-10 (a)), where the time-varying 

coefficient at is given by 𝑎𝑡 = 1.122 (1 − 1.781 ⋅ 𝑠𝑖𝑛 (
𝜋𝑡

2048
)). A fault was introduced at 
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time index t=4096 data point by doubling the modulation frequency so that 𝑎𝑡
′ =

 1.122 (1 − 1.781 ⋅ 𝑠𝑖𝑛 (
𝜋𝑡

2048
)).  

Similarly, we used yt = atyt−1 − 0.81yt−2 + εt, with 𝑎𝑡 = (1 − 0.5 ⋅ 𝑐𝑜𝑠 (
4𝜋𝑡

2048
)) as the 

MAR time series model [20]. A fault was introduced at 𝑡 = 4096 in the form of doubling 

of the modulating frequency, i.e., 𝑎𝑡 = (1 − 0.5 ⋅ 𝑐𝑜𝑠 (
2𝜋𝑡

2048
)) (See Figure II-10 (b)). We 

tested the performances of the DPSGM and the other change detection methods, including 

EWMA and SD-WCUSUM [35], as well as a piecewise stationary segmentation method 

(henceforth referred to as SKL-Info) reported in [20] using 50 time series realizations of 

the MMA and MAR processes. SKL-Info uses a symmetrized Kullback-Leibler divergence 

statistic that quantifies changes in the frequency spectral distribution for change detection. 

Figure II-11 compares the distribution of ARL1 values with various methods for 50 

realizations of the MMA and MAR time series. It was noticed that EWMA and SD-

WCUSUM methods failed to detect the change in the MMA and MAR processes, as 

reflected in the large ARL1 values. Moreover, for the MMA model, the SD-WCUSUM 

failed to detect changes in 20 of the 50 trials. Change detection with the SKL-Info method 

is comparable to that of the DPSGM for the MMA series. However, SKL-Info has much 

higher latency (ARL1 values are higher by 2000 points) relative to DPSGM for detecting 

changes in the MAR time series. 
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Figure II-11. Comparison of change point estimation with different methods for (a) 

MMA and (b) MAR models. (reprinted with permission) 

 

 

 

 
Figure II-12. Scalograms (a) MMA and (b) MAR time series. (reprinted with 

permission) 

 

The SD-WCUSUM as well as SKL-Info methods essentially rely on the assumption 

that the underlying covariance structure and/or the frequency content over a large time 

window is stationary prior to the change, i.e., no intermittency. However, the spectrograms 

of MMA and MAR time series (see Figure II-12) suggest that the wavelet spectral content 

exhibits a distinct time-varying pattern even under non-anomalous conditions. 
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Consequently, SDWCUSUM and SKL-Info methods failed to detect the changes in these 

cases. In contrast, the DPGSM consistently obtains the lowest median ARL1 values of 11.2 

for MMA and 1.8 for MAR as shown in Figure II-12. 

 

Music Signal Pattern Change Detection 

Music and audio signals are inherently nonstationary and exhibit transient 

behaviors [52]. Their transient evolution, interestingly, creates a stationary mood, and a 

discerning human brain can detect a change in music patterns (e.g., the ragas genre in 

classical Indian music) within seconds (usually 3-100 sec) of its inception. Prior efforts 

to investigate the perception of music pattern changes, whether in key signature, scale, 

or relative articulation, are very limited, although significant efforts have been made 

towards automated classification of music patterns and ragas [53]. To investigate the 

effectiveness of the DPGSM for online, fast detection of changes in music patterns, we 

devised two test cases. 

First, we considered the Introduction to “Smoke on the Water”, and investigated 

the detection of the alternation of chord progression from G5 − Bb5 − C5 to G5 − C5 − Bb5 

under the same key (Figure II-13 (a)) as well as a change in the key signature of chord 

progression from chord E5 to D5 (Figure II-13 (b)). The results, summarized in Table II-2, 

suggest that the present approach can detect changes in chord progression and key signature 

orders of magnitude earlier than with other methods. 
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We next studied a case inspired by the central structure of a classical Indian raga 

scheme, which prescribes a collection of “gestures” to develop the melody. A gesture is a 

sequence of notes, often inflected with various micro-pitch alterations and articulated with 

an expressive sense of timing. We investigated two cases of raga changes (see Figure II-14) 

(a) from a base raga jaijaiwante (Raga 1) to another, khamaj (Raga 2) that has the same 

notes as the base raga but follows a different sequence, and (b) from a base raga 

yamankalyani (Raga 3) to yaman (Raga 4), which has a note missing compared to the base 

raga. The results (see Table II-3) suggest that the conventional EWMA, as with most cases 

tested, does not provide timely detection of change (large ARL1 with frequent false alarms). 

While SDWCUSUM as well as the present DPGSM can detect raga changes associated 

with missing note(s), only the DPGSM is able to detect changes when a raga transitions to 

another raga with the same set of notes but different rules for the rendition of the note 

sequences. 
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 (a) Progressions alternation              (b) Key signature change chord 

Figure II-13. Representative time and time-frequency portraits of signals with 

changes in intermittency dynamics. (reprinted with permission) 

 

 

 

Table II-2. ARL1 comparisons. (reprinted with permission) 

 
# Due to the false alarm since the change point was set by Type I error 

The results may be rationalized by examining the possible routes of changes for 

intermittency dynamics. A change in transit behavior may connote either (a) a different 

path taken through the same collection of attractors, (and hence mostly invariant time-

frequency patterns), or (b) the meandering of system trajectories to attractors not visited 

earlier (the signals emanating therefrom may exhibit a distinct, and new note pattern). 

In the first case, both Ragas 1 and 2 contain the same scores but with different 

sequences. Since the reconstructed state space signal for each music note possesses the 

same set of attractors and hence frequency patterns, albeit with different transition 
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patterns, the frequency content (whose change is necessary for SD-WCUSUM-based 

detection) does not change. But the change in the sequence can cause the distribution 

of the transition vectors πj|∗ estimated from their local sample mean πj and covariance 

matrix 𝑆𝑗  to change dramatically. As a result, the Mahalanobis distance statistic value 

was able to indicate a change in the Raga which other methods could not detect. In the 

second case, two nonstationary signals consist of a different set of attractors (the 

consequence of a missing note) as Raga 4. The resulting difference in the frequency 

pattern was quickly discerned with SD-WCUSUM as well as the DPGSM. 

 
        (a) Changes in ascending and descending scales          (b) Scale change with missing notes 

Figure II-14. Representative time and time-frequency portraits of raga snippets with 

micropitch and note sequence changes. (reprinted with permission) 
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Table II-3. Delay for detection (ms) for Raga music. (reprinted with permission) 

# 

Due to the false alarm since the change point was set by Type I error 

 

Detecting Incipient Surface Quality Variation in Ultra-precision Manufacturing 

Processes 

Next, we applied the DPSGM to detecting incipient anomalies in chemical 

mechanical polishing (CMP). The semiconductor industry widely employs this 

ultraprecision manufacturing process for realizing highly polished wafers for integrated 

circuit fabrication. Accurate and timely detection of incipient process anomalies including 

pad wear and the resulting surface scratches [see Figure II-15 (b)] is critical for quality and 

yield assurance [54]. We investigated the application of the present approach to detection 

of pad wear and scratch formation in the CMP process. Here, a bench-top CMP machine 

was equipped with a wireless (XBee IEEE 802.15.4 RF module) multi-sensor unit that 

included a MEMS 3-axis accelerometer from Analog Devices (ADXL 335) for polishing 

a copper disk (dia∼40.6 mm, thickness∼12.5 mm, and initial surface roughness Ra∼15 

nm). Although the accelerometer was sensitive to process variations, detection of surface 

deterioration in the early stages was challenging because of the noise induced by 

extraneous interferences. 
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Table II-4. Comparisons of delays (ms) in detecting CMP pad glaze. (reprinted with 

permission) 

 

 

 
Figure II-15. (a) Bench top CMP machine with vibration sensor setup; (b) Glazed pad 

and wafer scratch after 12 min of polishing and the time portrait of a vibration signal 

capturing transition to glazed pad condition; (c) Copper wafer polished by the CMP 

setup with the mirror-like surface finish; Vibration signal gathered during polishing 

with observations of (d) depletion of slurry and (e) slurry coagulation. (reprinted with 

permission) 

 

After 3 min of polishing (platen speed 250 RPM, head speed 60 RPM and download 

force 4 lbs), the average Ra improved to around 7 nm. After 12 min of polishing, significant 
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deterioration (glazing) of the polishing pad as well as scratches on the wafer were observed 

(Figure II-15Fig. 15(b)), and the finish degraded to Ra ∼22 nm. In addition, depletion of 

slurry at the pad-wafer interface as well as coagulation of abrasive particles increased the 

propensity for scratches on the wafer surface. As shown in Figure II-15 (d) and (e), we 

created faults of slurry depletion (by closing the slurry gate), and abrasive particle 

coagulation (by introducing large-sized silica particles), respectively, at 90 sec of CMP 

polishing. The deteriorated surface with scratches (shown in the Figure II-15 (e)) were the 

consequences of these faults. Results comparing on-line detection of pad degradation along 

with slurry inadequacy and coagulation from vibration signals using the DPGSM, EWMA 

and SD-WCUSUM methods are summarized in Table II-4. It was noticed that the DPGSM 

outperformed the EWMA and SD-WCUSUM in all three cases by achieving the minimal 

delay of detection values. Especially for detection of the pad wear and scratch formation, 

the values for detection delay were more than 2.2 seconds with EWMA and SD-

WCUSUM, while the DPGSM could detect the surface deterioration within 65 ms. These 

applications taken together indicate the potential of the present approach for early stage 

change detection in precision manufacturing processes that tend to exhibit transient 

dynamics. 
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Conclusions 

This chapter has introduced a new approach based on a Dirichlet process 

Gaussian state machine (DPGSM) to detect changes in intermittency dynamics, one of 

the most common types of transient processes. The main conclusions from the present 

work are as follows: 

• The DPGSM represents an intermittent process as a random walk about a 

Dirichlet process distribution of Gaussian clusters, with random sojourn times 

around each cluster. The elements of the Markov transition matrix that captures 

the random walk are shown to exhibit beta distribution. 

• A DPGSM-based change detection method was developed based on discerning 

changes to the transition matrix elements. A Mahalanobis distance based 

statistic was investigated to capture changes in the transition matrix in the 

presence of large data. 

• Numerical studies on DPGSM convergence suggest that errors in predicting the 

transition matrix of the DPGSM converge at a parametric rate wherever the 

clusters do not overlap (high concentration prior) and the time series samples 

are (fairly) independent of each other. However, when the cluster overlap is high 

or significant autocorrelations exist, the polylogarithmic rate provides a suitable 

lower bound for the convergence rate. We also developed a statistical constant 
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to obtain a suitable window length, Lmin to obtain constant DPGSM models. 

Investigations also suggest that sensitivity exceeding 90% is possible by 

choosing proper window lengths L. 

• The performance of the DPGSM approach was compared to multiple existing 

competing methods, namely EWMA, SD-WCUSUM and RNDP, using 

numerical benchmark test cases as well as real-world applications involving the 

detection of changes in music patterns and ultra-precision manufacturing. The 

ARL1 metric was used to compare the sensitivity of the methods to detecting 

changes. 

• Piecewise stationary ARMA models with variance changes and laminar sojourn 

time changes were designed to emulate changes in intermittency dynamics. The 

results indicate that ARL1 values with DPGSM approach are 43% lower 

compared to other methods tested. More pertinently, only the DPGSM could 

detect the changes in sojourn times. 

• Application to detecting changes in modulated moving average and modulated 

autoregressive models suggests that the DPSGM reduces ARL1 values by 44% 

for MMA and 98% for MAR compared to competing methods. 

• Several music clippings were designed to compare the detection of subtle music 

pattern changes (different note articulation and altered attractors). It was noticed 
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that SD-WCUSUM performed well in detecting frequency change cases but 

failed to detect changes in note alternation (i.e., the change is related to the path 

taken for visiting each attractor). The DPGSM approach outperformed others 

by detecting changes at least 40 ms in advance (21% improvement). 

• In ultraprecision manufacturing processes (CMP), the DPGSM-based detection 

of incipient surface characteristic variations from subtle changes in vibration 

sensor signal patterns was investigated. DPGSM was able to capture the salient 

intermittency characteristics of the process from the vibration signal patterns 

and, consequently, was able to detect surface damage (scratches) almost an 

order of magnitude earlier than existing change detection methods (e.g., EWMA 

and SD-WCUSUM). 

In closing, the DPGSM provides a robust approach to discerning incipient 

changes in intermittency dynamics and it can emerge as a viable tool for change 

detection in real-world intermittent nonstationary systems. Furthermore, to improve the 

present detection method, the robustness of the DPGSM model and parameter selection, 

especially for the sampling scheme, should be investigated. For example, concentration 

parameter ϑ and the use of alternative priors (e.g. Pitman-Yor processes) may play 

important roles in generating a proper Gaussian mixture as well as decreasing small 

false alarm rates. 
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CHAPTER III   

BUILT-UP-EDGE EFFECTS ON SURFACE DETERIORATION IN MICROMILLING 

PROCESSES2 

Preface 

Built-up edge (BUE) has been noted as a major cause for surface finish 

deterioration in micromachining processes—even a trace formation of hardened and brittle 

structure on the tool edge alters the chip load, creates ad hoc and irregular material flow 

patterns, and results in deposits and smeared regions on the machined surface. To date, few 

investigations have addressed the formation and effects of BUE in micromachining. This 

report is one of the first experimental investigations of the BUE effects on surface quality 

and its prediction in micromachining. Experiments were conducted on a Haas OM2 CNC 

milling system with air bearing spindle. The experiments consisted of micromilling 12 mm 

long thin channels on 316L stainless steel plates (30×40×0.5 mm) using uncoated tungsten 

carbide micromills (from Performance Micro Tools with flat end and Φ0.406 mm diameter) 

at 16 different settings of carefully selected combination of cutting speed and chip load 

with minimum quantity lubrication (MQL). The surface morphology including BUE 

distribution, as well as BUE formation on tool surfaces were studied ex situ via optical and 

 

2 Reprinted with permission from “Built-up-edge effects on surface deterioration in micromilling processes” 

by Z. Wang, V. Kovvuri, A. Araujo, M. Bacci, W.N.P. Hung, and S.T.S. Bukkapatnam, Journal of 

Manufacturing Processes, 2016, 24: 321-327, https://doi.org/10.1016/j.jmapro.2016.03.016, Copyright 

[2016] by Elsevier. For copyright details, please visit https://www.elsevier.com/about/policies/copyright 

https://doi.org/10.1016/j.jmapro.2016.03.016
https://www.elsevier.com/about/policies/copyright
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scanning electron microscopy.  We introduce two metrics to quantify the severity of BUE, 

namely, BUE density and its distribution entropy. These metrics capture, respectively, the 

extent and dispersion of BUE on the surface. We also conducted empirical studies to assess 

the extent to which these quantifiers can determine the variation in surface finish (Sa). 

Results suggest that the BUE is the major determinant of surface finish besides the chip 

load effect in micromachining. Statistical Granger-causality tests suggest also that 

estimation of the BUE density can help with improving the accuracy (R2) of surface finish 

Sa prediction from a negative value (poor fit) with conventional model to 0.4, i.e., 40% of 

Sa variation in the micromachining experiments can be attributed to the BUE effect. 

 

Introduction 

Micromachining processes have found growing applicability in the industry for 

realizing complicated geometries, such as for fabricating masks for X-ray lithography, 

creating microfluidic channels, and biomedical devices [55]. This process employs slender 

endmills of diameters < 0.5mm at axial depths in 2-50 𝜇𝑚 range [56-62]. In this process, 

the tool edge radius is comparable to the chip thickness, axial depth of cut and material 

grain size (see Figure III-1). The round tool edge promotes a distinct negative rake angle 

regime that gives rise to a unique chip formation and cutting mechanism where the 

workpiece material is subject to a predominantly ploughing effect with some shear, which 

is often highly localized.  
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Figure III-1. Schematic diagram of built-up edge formation in micro machining 

processes. (reprinted with permission) 

 

 
Figure III-2. BUE deposits on (a) tool rake face, (b) chip flank face, and (c) 

micromilled surface. (reprinted with permission) 

Even at low chip loads employed in micromachining, the cutting geometry (e.g., 

negative rake angle) and machining mechanisms promote temperature fields and material 

quiescent zones that are known to lead to BUE formation [63]. Since the dimension of BUE 

is of the same order of magnitude of depth of cut and chip thickness (see Figure III-1), even 

BUE deposits on 

machined surface 

BUE deposit on 

the chip 

BUE 

Tool speed 

(a) 2 µm (b) 1 µm (c) 20 µm 
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with little amount of BUE, the rake angle and the effective tool geometry and thence the 

cutting forces are altered substantially [64]. As in conventional machining, the hardened 

and brittle BUE would smear the machined surface under the tool flank face by the effects 

of friction and thermomechanics [63, 65]. Also, the fractured segments of the brittle BUE 

are either swept away as the chip flows up the tool (Figure III-2 (b)) and/or would adhere 

to the workpiece surface (BUE deposits shown in Figure III-2 (c)) thereby affecting the 

surface quality.   

The physics of BUE formation and the effect of BUE on deterioration of surface 

characteristics in conventional machining has received notable attention, particularly in 

terms of providing guidance on proper process parameter selection to eliminate BUE [66, 

67]. Pertinently, it was suggested that milling process with high feed rate would cause the 

surface deterioration due to the effect of BUE [68-71]. Recent research attempts have also 

addressed process control and quality improvement based on BUE detection and 

prediction. Shahabi and Ratnam [72] proposed an in situ inspection technique to detect and 

measure BUE. A subtraction method and polar-radius transformation algorithms on images 

from high resolution microscopes were applied to detect the formation of BUE. Fang et al. 

[73] developed resource allocation network and multilayer perceptron network models to 

predict BUE formation in round and sharp cutting tool edges.  

Although BUE is a major limiter of surface finish in micromachining, very few 

efforts to date have investigated the effects of BUE in micromachining. For example, some 
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ex situ techniques have been report to characterize BUE using Scanning Electron 

Microscope (SEM) and optical microscope [66]. Ucun et al. [74] investigated the BUE 

effect on surface finish with different process parameters in micromilling of Inconel 718 

alloy and observed that machining with a coated cutting tool would minimize BUE 

formation and low surface roughness realized at low feeds. To date, these sparse 

observations are yet to be represented quantitatively. Mathematical models exist in 

conventional and ultraprecision machining to relate surface roughness quantifiers such as 

Ra and Rq with process parameters [75, 76]. Such models tend to become highly inaccurate 

for micromachining. Our recent experimental studies suggest that BUEs are the main 

reason leading to the bias between the theoretical model estimates and experimental 

measurements of surface roughness in micromachining [77, 78]. Therefore, the models 

need to be modified to accommodate BUE effect. However, the lack of a suitable quantifier 

of BUE and its severity limits our ability to characterize its effect on surface deterioration 

and thereby obtain an accurate estimate of variation of surface roughness quantifiers (e.g., 

Ra and Sa) in micromachining.  

This chapter presents an experimental study of BUE formation in micromachining 

of thin channels on 316L plates under various settings of cutting speed and chip load with 

minimum quantity lubrication (MQL). Based on subsequent ex situ optical and SEM 

characterizations of the micromachined surfaces we present two metrics that quantify the 

extent and the spatial dispersion of BUE on the machined surface. Further investigations 
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and subsequent confirmatory experiments suggest that BUE is the major determinant of 

surface finish in micromachining beyond the chip load effect considered in conventional 

mesoscale machining. The proposed BUE quantifiers increased the accuracy of surface 

finish Sa estimation in micromachining with R2 increasing from -11.35 (i.e., the discrepancy 

is much larger than the variations in the Sa measurements) with conventional models to 

over 0.4 with BUE quantifiers. The remainder of this chapter is organized as follows: Sec 

2 presents our experimental approach and the experimental confirmation of BUE. 

Quantification of BUE in micromilling as well as the results on Sa prediction with BUE 

consideration are provided in Sec. 3, and conclusions are presented in Sec. 4. 

Experimental Setup 

The micro-milling experiments consisted of machining microchannels on 316L 

stainless steel plates (30×40×0.5 mm) using a Haas OM2 CNC milling system fitted with 

an air bearing spindle (Figure III-3(a)). Workpiece alignment with the horizontal machine 

plane was measured by sweeping the plate surface using a Mitutoyo indicator with 1.27 

µm (0.000,05 in) resolution, and parallelism precision within 2 µm along every 25 mm. 

We used double flute uncoated tungsten carbide micromills (from Performance Micro 

Tools). The end mills had a flat end with a tool diameter of Φ0.406 mm, tool edge radius 

of ~5 µm and a flute length 1.220 mm. A 12 mm long slot (Figure III- 3 (b)) was machined 

using these tools under 16 different process conditions (Table III-1) obtained from varying 

the cutting speed (10, 27, 44, 60m/min) and the chip load (0.05, 0.20, 0.50, 1.00 µm/tooth). 
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The depth of cut (Doc) was selected as 30 µm which resulted in a significantly large 

Doc/edge radius ratio (600% compared to critical value as 50%) to improve cutting under 

all process conditions. All experiments were conducted with minimum quantity lubrication 

(MQL). In addition, two sets of meso-scale milling processes experiments were conducted 

under 2 to 100 µm/tooth chip loads: The first set of experiments were conducted on a pure 

titanium workpiece using a signal flute AlTiN coated WC tool with Φ0.8 mm diameter and 

5.2o concavity angle, at 10 m/min speed, 30 𝜇𝑚 depth, dry condition at chip loads in 2~8 

µm/tooth range. The second set was conducted on a 6061-T6 aluminum workpiece using a 

double flute Φ3.175 mm uncoated high speed steel tool of 3.5∘  concavity angle, at 60 

m/min speed, 100 µm depth, dry condition, for chip loads in 12.7 to 101.6 𝜇𝑚/tooth range. 

 
Figure III-3: (a) Experimental setup from micromilling, including the MQL nozzle, 

laser displacement sensor (Keyence LK-G82) for alignment and 316L stainless steel 

plate (30×40×0.5 mm) on the workpiece holder, (b) SEM image of a channel segment 

on workpiece machined using an uncoated tungsten carbide tool with Φ0.406mm and 

concavity angle of 7. (reprinted with permission) 

 

Workpiece 

MQL nozzle 

Laser 

100 𝜇𝑚 

(a) (b) 
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The machined workpiece was then treated with acetone in an ultrasonic cleaner for 

5 minutes. Subsequently, the surface characteristics, including the surface profile and 

surface roughness (Sa) of the stainless steel plate were analyzed via multiple non-contact 

metrology instruments, namely, optical interference microscope (Zegage from Zygo), 

optical microscope (Olympus STM6) and scanning electron microscope (TESCAN Vega 

LM3) integrated with an energy dispersive X-ray spectroscopy (EDS) system. The 

workpiece was Au-Pd sputter-coated prior to SEM imaging. The images were subsequently 

processed using Image Pro software for BUE quantification and analysis. A summary of 

the average Sa values obtained each experimental condition is provided in Table III-1.  

Table III-1. Achieved surface roughness Sa (µm) values averaged over ten 

measurements taken at random locations of the channel machined under each of the 

selected process parameters with consistent 30 µm depth of cut. (reprinted with 

permission) 

  Cutting Speed 

(m/min) 

Chip Load 

(µm/tooth)   

10  27  44  60  

0.05 0.154 0.138 0.094 0.094 

0.2 0.155 0.137 0.087 0.091 

0.5 0.148 0.139 0.091 0.084 

1 0.130 0.136 0.093 0.075 
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Figure III-4(a) shows the SEM images of a workpiece surface with BUE after 

machining at a chip load of 0.05 µm/tooth and cutting speed of 10 m/min. Note that the 

size of BUE deposit appears twice as large as the chip load. An SEM image of the BUE 

formation observed on the tool edge is shown in Figure III-4(b). The geometry of the BUE 

image suggests a high amount of localized shear and deformation of chip. The associated 

thermomechanical regime is known to conducive to sustain BUE formation [79]. We 

employed energy dispersive spectrum (EDS) on the samples with BUE deposits. Results 

suggest that the chemical composition of the samples studied is consistent with the one of 

316L (Table III-2), indicating that the adherent matter on the tool edge and the workpiece 

surface is indeed a BUE.  

Table III-2. Chemical composition of 316L stainless steel and a BUE after 

micromilling. (reprinted with permission) 

Element 316L stainless steel BUE 

Cr 16-18% 17.7% 
Ni 10-14% 9% 
O 0 4% 

Mn <2% 1.6 
Si <0.75% 0.4 
Fe Balance 69% 
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Figure III-4. (a) SEM image of typical built-up-edges on micromilled surface. 

Micromilling 316L stainless steel with ø0.406 mm tool, 10 m/min speed, 0.05 µm/tooth 

chip load, 30 µm depth, MQL; (b) SEM image of built-up-edges on the cutting edge 

of a micromilling tool; (c) Energy dispersive spectrum of the BUE. (reprinted with 

permission) 

Subsequently, we performed a quantitative characterization of how BUE influences 

surface roughness in a micromachining process. As noted earlier, previous works 

(e.g.,[80]) suggest that under wet meso-scale machining, the surface roughness Ra (or Sa) 

are essentially functions of the chip load 𝑓𝑡 and the concavity angle γ, i.e.,  

𝑅𝑎 =
tan(𝛾)

4
⋅ 𝑓𝑡                                                      (1) 

We tested the predictions from this conventional surface roughness estimation 

model using a prior meso-scale milling experiment [78] in addition to the aforementioned 

micromilling experiments. For meso-scale milling processes, a high-speed steel tool with 

diameter Φ3.175 mm and concavity angle 3.5° was employed with depth of cut of 100 µm 

under dry condition. As summarized in Figure III-5, surface roughness estimation model 

was valid for meso-scale milling (R2~94%) while it failed to capture the surface profile 

trends for micromilling with chip loads below 1 µm/tooth. While BUE can be contributing 

4 µm 2 µm 

(a) (b) (c) 
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to this discrepancy, absent a consistent metric it is not possible to quantitatively capture its 

effect on Sa. 

 
Figure III-5. Theoretical and experimental results for surface finish in meso- and 

micro-milling with cutting speed 60 m/min. (reprinted with permission) 

 

BUE Quantification and Surface Roughness Prediction 

As noted in the foregoing, an appropriate quantification of BUE effect is needed (similar 

to how 𝑉𝑏 the width of the wear land has emerged as a quantifier for flank wear effects) for 

accurate prediction of surface roughness in micromilling processes and thus design process 

conditions to improve quality assurance. Here, we present an approach for BUE 

quantification based on a statistical analysis of surface images. Although images from 

various microscopes can be employed for BUE quantification, we use optical microscope 

(Olympus STM6) to ensure wider relevance. In total, 20 images were taken at the scale of 

100×100 µm2 for each experimental condition—ten of which were captured on the 
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upmilling regions and the other ten on the downmilling regions. Associated surface profiles 

and roughness values (including Sa and Sq) were gathered using a Zegage profilometer from 

Zygo. We introduce quantifiers that capture, respectively, the volume and the dispersion 

of BUEs on a machined surface for surface finish prediction in micromilling. The 

procedures of estimating the different BUE quantifiers are as follows: 

 
Figure III-6. (a) Processing the optical microscope images of micromilled surfaces, (b) 

extraction of binary imaging to BUE images and (c) subsequent delineation of BUE 

boundaries (process conditions: 316L stainless steel workpiece with uncoated WC 

tool, Φ0.406 mm, at 10 m/min speed, 0.05 µm/tooth chip load, 30 µm depth, MQL). 

(reprinted with permission) 

 

BUE density estimation: Techniques borrowed from digital image analysis literature [81] 

were applied to extract the density of BUE residues on the finish. The procedure consisted 

of (see Figure III-6): (1) Converting microscopic image to a gray-scale matrix/image, (2) 

Automatic estimates of #(BUE), the count of independent BUE residues (marked in red in 

Figure III-6(c)) based on using the image grayscale variation in adjacent pixels to 

 10 µm 

(a) (b) (c) 
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determine the boundaries and segments, (3) computing the BUE density using the 

following equation:  

⍴(𝐵𝑈𝐸) =
#(𝐵𝑈𝐸)

A
× 102                                          (2) 

where area A refers to 100×100 µm2  sample image area. It may be noted that ⍴(𝐵𝑈𝐸) can 

serve as a surrogate for the volume of BUE generation. However it does not quantify the 

variation in the BUE fragment sizes or the dynamic (intermittent) nature of the BUE 

inception, growth, fragmentation, and deposition process [82]. 

BUE entropy:  The image entropy quantifies the variation of BUE residues on the 

micromachined surface. Here, the entropy 𝐻 of a BUE image is given by: 

𝐻(𝐵𝑈𝐸) = −∑ 𝑝𝑘 𝑙𝑜𝑔2(𝑝𝑘)𝑘                                       (3) 

where 𝑝𝑘 is the fraction of histogram counts returned from image which represents the 

probability of the difference of gray-scale value between any two adjacent pairs of pixels 

equals 𝑘 (𝑘 = 0,1, … ,255). It may be noted that 𝐻(𝐵𝑈𝐸) captures the irregularity in the 

size and dispersion of BUE on a micromachined surface but the volumetric information is 

absent. 

We note that this procedure is an improvement over popular image analysis tools 

such as ImageJ in the sense that ImageJ counts were found to be sensitive to the feed marks, 

and assume near-circularity of the BUE deposits. The thresholds chosen from our methods 

provide flexibility to isolate BUE dispersion as noted in Figure III-6. 
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a) Boxplot of BUE density under 16 conditions   b) Boxplot of BUE entropy under 16 conditions 

Figure III-7. Variation of the BUE quantifiers with the cutting speed and chip load. 

(reprinted with permission) 

 

Figure III-7 summarizes the variation of the quantifiers ⍴(𝐵𝑈𝐸) and 𝐻(𝐵𝑈𝐸) with 

cutting speed under various chip load conditions. The figure indicates that the BUE volume 

and entropy values are the highest at the low cutting speed and chip load setting. This 

condition is most conducive for BUE formation because under this condition the edge 

effects are predominant and likelihood for material seizure and subsequent formation and 

severance of BUE is high. Under the low chip load of 0.05 µm/tooth the BUE density and 

entropy does not monotonically decrease as the cutting speed increases.  Similar 

observations of BUE effect in micromachining when the depth of cut is in the range of 100 

𝜇𝑚 was presented by Weule et al. [83]. They note that as the cutting speed increases from 

5 to 140 m/min, BUE effect is worse at cutting speed of 60 m/min due compared to that at 

40 m/min or 80 m/min.  Also, given the distribution of the shapes and sizes of BUE deposits 

0.05 0.2 0.5 1 
Chip load (µm/tooth) 

0.05 0.2 0.5 1 
Chip load (µm/tooth) 

10 m/min 27 m/min 44 m/min Cutting speed: 60 m/min 
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observed from our experiments, we believe that more than one route for BUE formation 

exist in micromachining due to extreme shear localization and associated 

thermomechanical regimes concentrated around the tool edge [84]. These may include 

adhesion and asperity deformation with thermal softening [85]. Investigations into the 

thermomechanics, chip formation and interaction between machined surface and tool flank 

face would be necessary to fully understand these interesting observations of BUE 

formation in micromilling.  

More pertinently, Pearson correlation values in Table III-3suggest that ⍴(𝐵𝑈𝐸) 

and 𝐻(𝐵𝑈𝐸) are positively correlated mutually and with the measured Sa values. All p-

values from a student t-test [86] (Table III-4) were below the significance level of 0.05, 

indicating that these correlations are statistically significant. 

Table III-3. Pearson correlation between BUE features and surface roughness 

(Process parameters: chip load 1 µm/tooth, cutting speeds 10, 27, 44, 60 m/min). 

(reprinted with permission) 

 Sa BUE Density BUE Entropy 

Sa 1.00 0.56 0.47 

BUE Density 0.56 1.00 0.60 

BUE Entropy 0.47 0.60 1.00 
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Table III-4. The p-values from a student-t test (the orange elements are with the p-

values less than 0.05). (reprinted with permission) 

 Sa BUE Density BUE Entropy 

Sa - 1.5E-04 2.2E-03 

BUE Density 1.5E-04 - 4.8E-05 

BUE Entropy 2.2E-03 4.8E-05 - 

Table III-5. F-statistic values for causality of BUE density and entropy to the surface 

finish quality (the elements are painted orange if their values are greater than the 

rejection criterion at 0.05 significant level). (reprinted with permission) 

F-Statistic BUE Density BUE Entropy 

For Sa  7.10 3.64 

For Sq 16.46 5.94 

 

However, the correlations could not indicate the potential existence of causal relations [17, 

87]. The causes with underlying relations may be indirect, and high correlations may be 

due to the tautologies (overlap with identity relations) where even no causal process exists. 

As a result, correlation between BUE features and the surface roughness is insufficient to 

establish a causal relationship. Alternatively, a Granger-causality test [88] was then applied 

to BUE features’ impact on surface quality. The null hypothesis is tested for possible 

rejection under assumption that BUE features are not useful in estimating the surface 

roughness Sa. The observed F-statistic values (rejection criterion at 0.05 significance level 

was 4.11) are listed in Table III-5. The results indicate that only BUE density is a causal 

predictor of Sa, but both the density and entropy are causal predictors of Sq. The reason 

why the features are more significant for predicting Sq rather than Sa could be explained as 
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follows: the BUE deposits on a micromilled surface cause large peaks and valleys on the 

profiles compared to those caused by the tool feed. These large variations affect RMS value 

(i.e. Sq) much more so than the mean absolute deviation Sa.  

Based on the foregoing, we used BUE density as a predictor of surface roughness 

Sa along with the chip load 𝑓𝑡 and the concavity angle γ. The modified Sa prediction model 

was of the form:  

𝑆𝑎 = 0.25 𝑡𝑎𝑛(𝛾) ⋅ 𝑓𝑡 + 𝑎 ⋅ 𝜌(𝐵𝑈𝐸)                                    (4) 

where the coefficient 𝑎 captures the effect of BUE on Sa. The model prediction results are 

summarized in Table III-6. The low p-value (0.00322) indicates the significance of the 

chosen feature (BUE density) in the prediction of surface roughness. A standard error of 

some 25% of the coefficient indicates marginal collinearity between the chip load and the 

BUE density values. The implication of this model is that as chip load increases, there is 

an upper bound on the uncut chip thickness above which BUE effect on surface 

morphology becomes insignificant. To substantiate this point, predictions with the 

conventional model (green/light line) and the improved model (black line) were plotted 

along with actual surface roughness measurements (depicted as blue/dark squares). The 

results indicate that the conventional model can capture the variation of Sa under meso-

scale milling (Table III-7) but it fails to predict the surface roughness in micromilling for 

chip loads ≤1 μm/tooth (Table III-7b)). In fact, the prediction accuracy R2 for chip loads ≤1 

μm/tooth falls to -11.35, indicating that systematic deviations far exceed even the natural 
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variation in the measured Sa values with process conditions. In contrast, the modified model 

can capture the surface profile characteristics under micromilling with an R2 of 0.4. 

Table III-6. Linear regression result for modified estimation model. (reprinted with 

permission) 

Fitting variables Estimate Std. Error p-value 

Coefficient 𝑎 1.962e-05 5.902e-06 0.00322 

 

 
Figure III-8. Prediction results of conventional and modified models with the 

experimental Sa measurements. (reprinted with permission) 
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Table III-7. Comparisons of Sa estimation results between conventional and modified 

models. (reprinted with permission) 
 Conventional model Improved model  

𝑅2 0.94 0.96 

a) Comparison of total R2 for conventional vs. improved models 
 

 Conventional model Improved model  

𝑅2 -11.35 0.40 

b) Comparison of R2 for conventional vs. improved models under micromilling conditions (chip load ≤1 μm/tooth) 

 

Additionally, a lower bound of chip thickness would also likely exist below which 

no chip formation happens and elastic deformation regimes dominate. Perhaps due to the 

surface asperities being of the same order as the chip load and axial depth, chips bearing 

marks of shear localization were observed even at the lowest chip load and depth condition 

experimented (Figure III-9). Further experiments with chip load < 1µm/tooth need to be 

conducted on surfaces prepared to a much finer finish to understand the chip and BUE 

formation mechanisms and establish the existence of critical chip thickness. 

 
Figure III-9. SEM image of collected chip under micromilling processes (process 

parameters: depth 2-5 µm, RPM: 7839 rev/min, chip load 0.2 µm/rev). (reprinted with 

permission) 
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Conclusions  

We reported the BUE effects on surface deterioration and present quantification of 

BUE using a set of experimental results of micromilling. The main conclusions from the 

present work are as follows:  

• Investigations and subsequent confirmatory experiments through microscopic and 

SEM characterization suggest that the presence of BUE is detrimental to surface 

finish in micromachining. Using the ex-situ optical and SEM characterization of 

the micromachined surfaces, an image process based technique was applied to 

generate two quantifiers of BUE that capture the BUE effect on surface morphology 

deterioration; 

• The significance of presented BUE quantifiers on surface deterioration was verified 

using the student-t tests on the correlation between test BUE features and achieved 

surface finish. Evidences are shown as small p-value compared to the significance 

level 𝛼=0.05. Moreover, results from Granger-causality hypothesis test signifies 

the impact of presented BUE density on surface morphology estimation under 

micromilling processes with significant large F-statistic values (5.64 which is larger 

than the critical value for rejection 4.41 with 𝛼=0.05);  

• The BUE density was introduced in the surface roughness estimation model as a 

major predictor reflecting the BUE’s impact on surface deterioration. The modified 
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estimation model achieves accurate estimation on surface roughness with 𝑅2 over 

0.96. Consequently, prediction results imply that our modified model could capture 

the surface profile variations in micromillings with significantly improvement as 

R2~0.4 compared to conventional model poorly fitted with negative R2 value. 

Future investigations will attempt to quantify and predict surface finish in 

micromilling due to (i) tool coating, (ii) tool wear, (iii) process parameters, (iv) workpiece 

material properties, and (v) thermomechanics. Additionally, the ongoing effort is focused 

on understanding the chip morphology as well as causal mechanisms for high BUE under 

low chip loads. 
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CHAPTER IV  

A VISION-BASED MONITORING APPROACH FOR REAL-TIME CONTROL OF 

LASER ORIGAMI CYBERMANUFACTURING PROCESSES3 

 

Preface 

Laser origami processes that use sheet precursors offer considerable advantages 

over traditional powder based additive manufacturing for fast realization of functional 

complex shapes for custom manufacturing. An in-process monitoring tool that captures 

shape transformation in real time is necessary to assure cost and quality parity with mass 

production. Recent advances in optimal image correlations with Aruco markers and sparse 

regression formulations can lead to fast and accurate real-time process monitoring and 

quality assurance. We present a spatial regression approach to combine information from 

multiple low-resolution cameras for real-time monitoring of a laser-origami processes. 

Experimental investigations on an origami testbed at Texas A&M University suggest that 

the present approach can provide fast (delays of around 100 ms) and accurate (error rates 

𝑁𝑅𝑆𝑀𝐸 < 5%) estimates of geometric features such as the angle of a fold in the laser 

based origami shape forming process.  

 

3 Reprinted with permission from “A vision-based monitoring approach for real-time control of laser origami 

cybermanufacturing processes” by Z. Wang, A.S. Iquebal, and S.T.S. Bukkapatnam, Procedia of 

Manufacturing, 2018, 26: 1307-1317, https://doi.org/10.1016/j.promfg.2018.07.135, Copyright [2018] by 

Elsevier. For copyright details, please visit https://www.elsevier.com/about/policies/copyright 

https://doi.org/10.1016/j.promfg.2018.07.135
https://www.elsevier.com/about/policies/copyright
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Introduction 

Recent breakthroughs in sensing, additive manufacturing (AM), and data 

informatics technologies offer an exciting opportunity to fabricate custom and personalized 

products as part a new paradigm of cybermanufacturing systems [1, 2] at a mass-production 

cost structure for the industry [89]. The current AM processes that mostly employ powder 

or wire/filament precursors have some shortcomings in this context. They are slow, 

requiring hours to print, compared to other manufacturing processes, and are limited to 

small prototypes (part dimensions < 1m). They often need additional post-processing (e.g., 

sintering and finishing) to provide functional parts, and expensive material handling and 

safety systems (e.g., explosion-protected vacuum cleaners, integrated sieves) [90, 91]. 

 
Figure IV-1. Schematic diagram of origami product [92-94]. 

As an alternative, we have been investigating a novel custom manufacturing 

approach, referred to as the laser origami process [95], which adapts the 

cybermanufacturing system paradigm with sheet-based precursors. The current setup, 

equipped with a laser source and robotic arm(s), can operate a sequence of bend-fold 

(origami) to realize complicated, innovative and highly load-bearing structures that meet 
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the functionalities of customization (Figure IV-1). Such a process provides advantages over 

traditional AM as it is comparatively time-efficient, and sheet precursors are safer and 

easier to handle than the powder precursors used in conventional additive manufacturing 

processes [96].  

However, laser origami processes are sensitive to the perturbations of the process 

parameters (e.g., laser power and the moving speed of the laser nozzle); consequently, the 

open-loop process creates uncertainties in the finished geometric dimensioning. Therefore, 

real-time control is essential for deploying custom manufacturing systems. Also, for low 

volume customized production, the relationship connecting the structural transformations 

achieved during the process with specific settings and adjustments of the process 

parameters and tool motion is not known a priori. Consequently, process control cannot be 

hardcoded as part of a process plan and should be part of a real-time service application 

that uses inputs from online sensors. 

Recent advances in image processing offer a promising approach for in-process 

monitoring of the new laser-origami cybermanufacturing process. Two types of imaging 

approaches, viz., feature-based and marker-based, have been attempted earlier to track the 

morphing of objects, such as the sheet material during the origami process [97]. In general, 

feature-based approaches generate sparse descriptors that contain extracted image features 

from local regions and use them as reference sets to track the object [98]. For example, the 

digital image correlation (DIC) method is a vision-based approach which has been widely 

used for measuring surface deformation of materials and structures subjected to various 

loadings [99]. This technique determines the surface deformation by comparing the gray 
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intensity changes of the object surface before and after deformation. However, as with most 

feature-based approaches, extracting and pairing the localized features of the image in DIC 

is time-consuming, and the wrong pairing of features in images introduce significant errors 

in object tracking. In contrast, marker-based tracking can provide accurate, fast, and 

consistent monitoring in real time, as each marker can be uniquely identified via distinct 

patterns [100]. For example, fiducial markers have been applied as part of mono- as well 

as stereo-mode simultaneous localization and mapping (SLAM) [101, 102] for tracking 

moving objects. The markers are often attached to the tracked object and the background 

walls, allowing a reconstruction of the object in the environment based on the estimates of 

camera pose parameters. These approaches often use a state estimation method, such as 

Kalman filter or its extensions to reduce projection errors of each individual marker [103, 

104]. The current marker-based approaches, however, assume that the state space of the 

object motion is well known. This assumption does not hold in real world situations, 

especially considering the uncertainty associated with the depth of fields of the cameras. 

This renders the estimates from the current marker-based approaches inadequate for 

accurate tracking [103]. Thus far, few monitoring schemes exist to allow closed-loop 

control of a sheet forming processes including the present laser origami process [96]. The 

issue of how to visually capture the morphology and precisely track the evolution of 

origami planes in real-time, essential for ensuring accurate geometric features and 

dimensioning of highly customized products, has not received much attention in the 

literature.  
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In this chapter, we present a vision-based monitoring approach for the laser origami 

and other sheet metal free-forming processes that can be implemented towards real-time 

control and quality assurance for such a process. This approach extends Aruco marker-

based tracking schemes [105] reported to reconstruct origami objects in camera 

coordinates. The prior methods have attempted to try to track markers by applying a 

monocular tracking system [106, 107]. The camera is often mounted on the ceiling of the 

building or on an aerial robot to increase the field of view of a single camera. Further 

research [108] applies a stereo camera setup in which the location for each camera is fixed. 

However, this stereo setup requires extensive calibration whenever the relative position 

between two cameras changes [109]. Thus, the prior methods may not be suited for laser 

origami monitoring since camera displacements may differ case by case because of the 

complex geometry of each highly customized origami product. In contrast, the present 

method employs a multiple-camera setup with an associated absolute orientation 

algorithm. This framework allows a rapid image stitching based on marker projections in 

camera coordinates, a feature which introduces more flexibility for stereo-monitoring. 

Experimental results suggest that the approach presented here achieves speeds of 10 frames 

per second and accurate estimations of geometric features during the geometric evolution 

in the laser origami process. The remainder of this chapter is organized as follows: the 

technical details of the vision-based monitoring approach are presented in Sec. 2; the 

implementation of the approach to in-process monitoring of laser cybermanufacturing 

processes and performance evaluations are reported in Sec. 3; and Sec. 4 provides some 

concluding remarks. 
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Approach  

Real-time control for the laser origami cybermanufacturing processes requires a 

monitoring approach with adequately short detection delay (video frame rate at least 

5~10fps) to track the morphing of the sheet during the kirigami process, and simultaneously 

estimate geometric features at high precision (the deviation of the estimates for geometric 

features needs to be less than 5% of the realized bending angle to meet the minimal 

requirement for geometric tolerancing as recommended by ISO 2768-1 [110]). Towards 

realizing this capability, our investigations address the following three intertwined 

challenges: 1) a mathematical representation of the origami object that allows modeling for 

sequential laser origami processes; 2) the monocular image tracking using fiducial markers 

to reconstruct origami objects in camera coordinates; and 3) a multiple-camera setup that 

can provide a sufficiently broad field of view for consistently tracking complex surface 

morphing.  

Representation of origami object 

First, we present a mathematical representation of an origami object in sequential 

evolutions of sheet morphing. An origami object 𝕆(ℳ,𝒜, Θ) is defined [111], in terms of 

the facets ℳ, the facet connectivity 𝒜, and dihedral angles Θ, detailed  as follows. 

Origami Facets, 𝓜: 

The crease pattern based on the origami design divides the sheet precursor into 

multiple facets. A collection of 𝐾  facets is represented as ℳ = {𝑀1, 𝑀2, … ,𝑀𝐾} . For 
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example, the initial origami, shown in Figure IV-2, consists of 4 facets 𝑀1, 𝑀2, 𝑀3 and 𝑀4 

based on three red-dashed creases 𝑙(1), 𝑙(2) and 𝑙(3). 

Facet connectivity, 𝓐: 

An adjacency mapping 𝒜:ℳ ↦ 2ℳ is applied to describe the facet connectivity. 

Given a facet 𝑀𝑘, such mapping is defined by  𝒜(𝑀𝑘) = { 𝑀𝑗 ∈ ℳ|𝑀𝑗 ∼  𝑀𝑘, ∀ 𝑗 ≠  𝑘 } 

where ∼  denotes the adjacency between two facets 𝑀𝑗  and 𝑀𝑘  if they share one edge 

(crease).  

Dihedral angles, 𝚯:  

Θ = {{휃ℱ1
= 𝜗ℱ1

0 , … , 휃ℱ𝑛
= 𝜗ℱ𝑛

0 }, {휃ℱ−𝑛
= 𝜗ℱ−𝑛

𝜏 }} is the set of all dihedral angles 

that describe the geometric features between any two connected facets. Here, the subscript 

ℱ𝑛 represents two facets affected by the 𝑛th folding. It may be noticed that Θ contains two 

subsets of which the first subset collects all realized dihedral angles up to the 𝑛th folding 

with achieved dihedral angle values 𝜗ℱ𝑛

𝜏 ’s, and the second subset contains all other dihedral 

angles {휃ℱ−𝑛
} that wait to be laser-bended from their initial dihedral angle values {𝜗ℱ−𝑛

0 }. 

As shown in Figure IV-2, after two foldings along the creases 𝑙(1) (between 𝑀1 and 𝑀3) 

and 𝑙(2) (between 𝑀1 and 𝑀4), Θ = {{휃13 = 𝜗13
𝜏 , 휃14 = 𝜗14

𝜏 }, {휃12 = 𝜗12
0 }}, where initial 

states of all dihedral angles 𝜗12
0 = 𝜗13

0 = 𝜗14
0 = 0° and the achieved angle values 𝜗13

𝜏 =

𝜗14
𝜏 = 90°. 

In general, the evolution of the origami object 𝕆𝑛(ℳ,𝒜, Θ) during the 𝑛th laser 

bending step can be mathematically represented as follows: select a crease line 𝑙(𝑛) to 

generate the 𝑛 th fold, and then determine the associated ℱ𝑛  that includes two facets 
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affected by this folding. Next, apply a defocused laser along the crease line 𝑙(𝑛) and fold 

the origami until a desired angle value 𝜗ℱ𝑛

𝜏  is realized. As the illustrative example shown 

in Figure IV-2, each fold over a crease line constitutes on laser bending step. The 

generation of an origami product is complete when all desired dihedral angles are realized, 

i.e., Θ = {{휃ℱ𝑛
= 𝜗ℱ𝑛

𝜏 ; 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑛}, {∅}}. 

 

Figure IV-2. An illustrative example on representation of an origami object. 

(reprinted with permission) 

 

Camera/image based 3D reconstruction using planar markers 

One key aspect of our vision-based approach is to consistently track the geometric 

evolution of the sheet in real time during the origami operations. Two types of vision-based 

approaches, viz., feature-based and marker-based, have been widely used for object 

tracking [97]. In general, feature-based approaches extract elementary descriptors that 
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contain visual features, such as color, texture and motion from highly localized areas, and 

use them as reference sets for real-time object recognition and tracking [98]. However, the 

feature extraction and descriptors pairing for such a monitoring scheme are time-

consuming, and descriptor mismatches between consecutive video frames may cause 

inconsistent object tracking. On the other hand, the marker-based tracking approach 

provides a fast, accurate and consistent monitoring scheme as each fiducial marker can be 

uniquely identified via its distinct binary patterns. An earlier work [100] investigated the 

performances of different fiducial marker libraries. It suggests that the Aruco marker has 

advantages over other competitive marker libraries as it obtains both the minimal error rate 

on marker border estimation and the minimal inter-marker confusion error with 

comparatively short computation time (e.g., detection delay of all markers in the dictionary 

is less than 10 ms). Therefore, as shown in Figure IV-3, we apply the planar markers from 

Aruco library [112] on a non-curved crease pattern origami plate (i.e., each facet lies in a 

plane). Formally, the planar markers are denoted by planar segments {𝑚𝑗} (𝑗 = 1,2, … , 𝐽), 

and 𝑚𝑗 ∈ 𝑀𝑘  represents that the marker 𝑚𝑗 is embedded onto the origami facet 𝑀𝑘.  
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Figure IV-3. Representation of origami using planar markers. (reprinted with 

permission) 

The use of such planar markers facilitates fast and accurate the registration of each 

facet in the camera coordinates. Figure 4 illustrates how the fiducial markers are projected 

into the camera coordinate system. Let four vertices of a marker 𝑚𝑗  in the marker-reference 

coordinate system be {𝒫𝑖} = {(𝑈𝑖 , 𝑉𝑖 ,𝑊𝑖)
𝑇}.  For example, the coordinates of the four edges of a 

the marker shown in the figure are {𝒫1, 𝒫2, 𝒫3, 𝒫4}  =  {(−
𝜌

2
,
𝜌

2
, 0)

𝑇
, (

𝜌

2
,
𝜌

2
, 0)

𝑇
, (−

𝜌

2
, −

𝜌

2
, 0)

𝑇
,  

(
𝜌

2
, −

𝜌

2
, 0)

𝑇

}, and 𝜌 is the predefined marker length. 𝑥𝐶 , 𝑦𝐶 and 𝑧𝐶 in Figure 4 are three 

axes of the camera coordinate system. The mapping of {𝒫𝑖} (red-dotted in Figure 4) from 

the marker-reference coordinates into the camera coordinates {𝑃𝑖} = {(𝑥𝑖, 𝑦𝑖, 𝑧𝑖)
𝑇} is given 

by  

[𝑥 𝑦 𝑧]𝑇 = [𝑅|𝑇][𝑈 𝑉 𝑊 1]𝑇                                            (1) 

where we have the rotation matrix 𝑅 =  [[𝑟11  𝑟21  𝑟31]
⊤, [𝑟12  𝑟22  𝑟32]

⊤, [𝑟13  𝑟23  𝑟33]
⊤] 

and the translation vector 𝑇 = [𝑡1 𝑡2 𝑡3]
𝑇 . Both 𝑅 and 𝑇 can be estimated by solving a 

perspective-n-point (PnP) problem (in this case, 𝑛 = 4  for all corners) in the marker-
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reference coordinates {𝒫𝑖}, and their corresponding 2D projections on the image plane 

{𝑝𝑖} = {(𝑢𝑖, 𝑣𝑖)
𝑇} [113]. This solution follows a perspective projection model as follows: 

𝑧 ⋅ [𝑢 𝑣 1]⊤ = 𝐾 ⋅ [𝑅|𝑇][𝑈 𝑉 𝑊 1]⊤                                   (2) 

where  𝐾 = [[𝑓  0  0]⊤, [0  𝑓  0]⊤, [𝑢𝑐  𝑣𝑐   1]⊤] is the intrinsic camera parameter matrix, 

𝑓 is the focal length of the camera, and (𝑢𝑐, 𝑣𝑐)
𝑇 is the focus center on the image plane (in 

unit of pixels). Then the following procedure provides a solution to the camera pose 

estimation:  

We first define𝛤 ≝ 𝐾 ⋅ [𝑅|𝑇] = [[𝛾11  𝛾21  𝛾31]
⊤, [𝛾12  𝛾22  𝛾32]

⊤, [𝛾13  𝛾23 𝛾33]
⊤, 

[𝛾14 𝛾24 𝛾34]
⊤]. Then, the estimated values of (𝑢𝑖, 𝑣𝑖) can be expressed as:  

(𝛾31𝑈𝑖  + 𝛾32𝑉𝑖 + 𝛾33𝑊𝑖 + 1)�̂�𝑖 = 𝛾11𝑈𝑖  + 𝛾12𝑉𝑖 + 𝛾13𝑊𝑖 + 𝛾14                 (3) 

(𝛾31𝑈𝑖  + 𝛾32𝑉𝑖 + 𝛾33𝑊𝑖 + 1)𝑣𝑖 = 𝛾21𝑈𝑖  + 𝛾22𝑉𝑖 + 𝛾23𝑊𝑖 + 𝛾24                  (4)  

Here, Eqs. 3 and 4 form the implicit system of equations to obtain the estimates �̂�𝑖 and  𝑣𝑖. 

The actual functional relations explicitly connecting �̂�𝑖  and  𝑣𝑖 to 𝛤  and 𝒫𝑖  may be 

represented as follows.  

�̂�𝑖 = 𝑔1(𝛤, 𝒫𝑖) = 𝑢𝑖  + 𝜖𝑖,    𝜖𝑖 ∼ 𝑁(0, 𝜎2)                           (5) 

𝑣𝑖 = 𝑔2(𝛤, 𝒫𝑖) = 𝑣𝑖 + 휀𝑖,     휀𝑖 ∼  𝑁(0, 𝜎2)                          (6) 
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Figure IV-4. Schematic diagram of marker reconstruction in camera coordinate 

system. (reprinted with permission) 

 

Here, Eqs. 5 and 6 also represent the relationship between the estimates and the 

ground truth of the projected points (note that 𝜖𝑖  and 휀𝑖 are independent white noises with 

the variance 𝜎2 ). The likelihood of 𝛤  given (𝑢𝑖, 𝑣𝑖)’s could be therefore expressed as 

follows: 

                                                𝐿 = Πi𝑝(�̂�𝑖|𝑢𝑖)𝑝(𝑣𝑖|𝑣𝑖)     

= Πi 𝑒𝑥𝑝 (−
(𝑢𝑖−𝑢𝑖)

2

𝜎2 ) 𝑒𝑥𝑝 (−
(𝑣𝑖−�̂�𝑖)

2

𝜎2 ) + 𝐶1                              (7) 

We apply the Levenberg-Marquardt algorithm to find the optimal solution of 𝛤  by 

minimizing the negative log likelihood: 

−𝑙𝑜𝑔𝐿 = ∑ [
(𝑢𝑖−𝑢𝑖)

2

𝜎2
+

(𝑣𝑖−�̂�𝑖)
2

𝜎2
] + 𝐶2𝑖                                                 (8) 
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where 𝐶1 and 𝐶2 are two constants. Then a QR decomposition on the optimal solution �̂� 

can recover an upper triangle matrix, i.e., the intrinsic camera matrix 𝐾, and an orthogonal 

matrix [�̂�|�̂�]  that contains the camera pose [114]. Based on estimated �̂�  and �̂� , the 

projections of markers in the single camera coordinates can be obtained from Eq. 1.  

 

Absolute orientation problem in a multiple-camera setup 

A single camera setup has serious drawbacks to track the laser origami process as 

it performs the sequence of folding operations, especially to generate complicated 

geometries. Oftentimes, the facets and or markers thereon may be far divergent from the 

camera’s line of focus (depicted in Figure 4 as a thick blue line emanating from the camera 

with an arrow). Additionally, certain marker planes can become significantly tilted parallel 

to the camera’s line of focus, especially while realizing a sharp dihedral angle, that causes 

the pose estimation errors to increase, and affects the reprojection accuracy of the origami 

plates [115]. Even worse, this monocular vision-based approach may lose its tracking 

targets during complex shape realization. To overcome this shortcoming, we apply a 

multiple-camera setup in which each camera is set at a different orientation towards the 

origami object. By combining the information from each camera, such a setup provides a 

broad field of view that assures a consistent monitoring of the origami morphing. 

However, the multiple-camera setup introduces an absolute orientation problem: 

since the cameras are oriented at different directions relative to each other and the tracking 

object, the projections from different camera coordinates need to be transformed into a 

uniform coordinate system. 
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To find the spatial translation of the coordinates between two cameras (denoted by 

𝑐1 and 𝑐2), let one of the cameras be the reference camera coordinate system (in this case 

camera 𝑐2 is selected). Then, the solution to this spatial translation between two camera 

coordinate systems of 𝑐1 and 𝑐2 can be obtained by minimizing the transformation errors 

in terms of the sum of squares, which is formulated as: 

min
s∈ℝ+,𝑅∈ℝ3×3

𝑎𝑛𝑑 𝑅⊤=𝑅−1

∑ ||𝑃𝑚𝑗,𝑖,𝑐2
− 𝑠 ⋅ 𝑅 (𝑃𝑚𝑗,𝑖,𝑐1

) − 𝑇||2𝐼
𝑖=1                          (9) 

where || ⋅ || is the 𝑙2-norm and 𝑠 is the scale (𝑠 > 0). Horn [116] provides a closed-form 

solution for this absolute orientation problem, which is computationally efficient compared 

to most nonlinear optimization algorithms. First, the mean value of the projection points 

was subtracted from the original projections to generate the set of points 𝑃𝑚𝑗,𝑖,𝑐2

′ =

𝑃𝑚𝑗,𝑖,𝑐2
−

1

𝐼
∑ 𝑃𝑚𝑗,𝑖,𝑐2

𝐼
𝑖=1  of which the centroid is at the origin. Then the objective function 

could be rewritten as: ∑𝑖=1
𝐼 ||𝑃𝑚𝑗,𝑖,𝑐2

′ ||2 − 2𝑠 ⋅ ∑ 𝑃𝑚𝑗,𝑖,𝑐2

′ ⋅ 𝑅𝐼
𝑖=1 (𝑃𝑚𝑗,𝑖,𝑐1

′ )  +𝑠2 ⋅

 ∑𝑖=1
𝐼 ||𝑃𝑚𝑗,𝑖,𝑐1

′ ||2 . The closed-form solution to minimize this objective function can be 

expressed in Eqs. 10 and 11. Here the vector 𝑞 = [𝑞0, 𝑞𝑥, 𝑞𝑦, 𝑞𝑧]
𝑇
 is the coefficient of the 

unit quaternion solution to the problem, obtained from the eigenvector with respect to the 

largest eigen of matrix 𝑁 in Eq. 12, where 𝑆𝑥𝑥 = ∑ 𝑥𝑚𝑗,𝑖,𝑐1

′𝐼
𝑖=1 𝑥𝑚𝑗,𝑖,𝑐2

′ , 𝑆𝑥𝑦 = ∑ 𝑥𝑚𝑗,𝑖,𝑐1

′𝐼
𝑖=1 𝑦𝑚𝑗,𝑖,𝑐2

′ , 𝑆𝑥𝑧 =

∑ 𝑥𝑚𝑗 ,𝑖,𝑐1

′𝐼
𝑖=1 𝑧𝑚𝑗,𝑖,𝑐2

′  and 𝑥⋅
′, 𝑦⋅

′ and 𝑧⋅
′ are the values of three coordinates of the projection point 

𝑃⋅
′. 
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𝑅 = [

𝑞0
2 + 𝑞𝑥

2 − 𝑞𝑦
2 − 𝑞𝑧

2 2(𝑞𝑥𝑞𝑦 − 𝑞0𝑞𝑧) 2(𝑞𝑥𝑞𝑧 + 𝑞0𝑞𝑦)

2(𝑞𝑦𝑞𝑥 + 𝑞0𝑞𝑧) 𝑞0
2 − 𝑞𝑥

2 + 𝑞𝑦
2 − 𝑞𝑧

2 2(𝑞𝑦𝑞𝑧 − 𝑞0𝑞𝑥)

2(𝑞𝑧𝑞𝑥 − 𝑞0𝑞𝑦) 2(𝑞𝑧𝑞𝑦 + 𝑞0𝑞𝑥) 𝑞0
2 − 𝑞𝑥

2 − 𝑞𝑦
2 + 𝑞𝑧

2

]          (10) 

𝑠 = 
∑ 𝑃𝑚𝑗,𝑖,𝑐2⋅𝑅(𝑃𝑚𝑗,𝑖,𝑐1)𝐼

𝑖=1

∑ ||𝑃𝑚𝑗,𝑖,𝑐1||2𝐼
𝑖=1

                                                                             (11) 

𝑁 =  

[
 
 
 
 
(𝑆𝑥𝑥 + 𝑆𝑦𝑦 + 𝑆𝑧𝑧) 𝑆𝑦𝑧 − 𝑆𝑧𝑦 𝑆𝑧𝑥 − 𝑆𝑥𝑧 𝑆𝑥𝑦 − 𝑆𝑦𝑥

𝑆𝑦𝑧 − 𝑆𝑧𝑦 (𝑆𝑥𝑥 − 𝑆𝑦𝑦 − 𝑆𝑧𝑧) 𝑆𝑥𝑦 + 𝑆𝑦𝑥 𝑆𝑧𝑥 + 𝑆𝑥𝑧

𝑆𝑧𝑥 − 𝑆𝑥𝑧 𝑆𝑥𝑦 + 𝑆𝑦𝑥 (−𝑆𝑥𝑥 + 𝑆𝑦𝑦 − 𝑆𝑧𝑧) 𝑆𝑦𝑧 + 𝑆𝑧𝑦

𝑆𝑥𝑦 − 𝑆𝑦𝑥 𝑆𝑧𝑥 + 𝑆𝑥𝑧 𝑆𝑦𝑧 + 𝑆𝑧𝑦 (−𝑆𝑥𝑥 − 𝑆𝑦𝑦 + 𝑆𝑧𝑧)]
 
 
 
 

              (12) 

It may be noted that the Hamilton's quaternion representation offers significant 

advantages compared to other formulations of spatial translation such as the orthogonal 

matrix and Euler angles [117] in the following ways: 1) it reduces the dimensions 

(compared to the rotation matrix and translation vector), which saves computation time, 2) 

a unit quaternion representation ensures that recovered solution of rotation matrix is 

orthogonal, and 3) it can represent multiple transformations simply by taking a product of 

quaternions because of its homomorphism property [118]. The time complexity and 

accuracy of this absolute orientation method are further discussed in Sec. 3.1.  

 

Sequential monitoring of the evolution of origami 

After 3D reconstruction in a uniform coordinate system, a linear regression, Eq. 13, 

is applied to estimate the plane function of facet 𝑀𝑘: 

𝑍 = 𝛽𝑋 + 𝜖                                                           (13) 
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where 𝑿 = [(1, 𝑥𝑚𝑗,𝑖,𝑐1
, 𝑦𝑚𝑗,𝑖,𝑐1

)
𝑇
, (1, 𝑥𝑚𝑗,𝑖,𝑐2

𝑐1 , 𝑦𝑚𝑗 ,𝑖,𝑐2

𝑐1 )
𝑇
]  is the input including 𝑥 and 𝑦  values in 

coordinates for  all projection points (𝑖 = 1,2,3,… , ℕ), over every ∀𝑚𝑗 ∈ 𝑀𝑘, 𝒁 = [𝑧𝑚𝑗 ,𝑖,𝑐1
, 𝑧𝑚𝑗,𝑖,𝑐2

𝑐1 ] 

is all corresponding 𝑧  values from those projection points for ∀𝑚𝑗 ∈ 𝑀𝑘 , 𝜷 =

[𝛽0
(𝑀𝑘)

, 𝛽1
(𝑀𝑘)

, 𝛽2
(𝑀𝑘)

] is the vector of regression coefficients fitting the plane function of facet 

𝑀𝑘, and 𝝐~𝒩(𝟎, 𝑰𝜎2) is the Gaussian noise. Suppose the surface planes of two connected 

facets, 𝑀𝑘 and 𝑀𝑟, are fitted by: Facet 𝑘: −𝛽1
(𝑀𝑘)

⋅ 𝑥 − 𝛽2
(𝑀𝑘)

⋅ 𝑦 + 𝑧 = 𝛽0
(𝑀𝑘)

 and Facet 𝑟: 

−𝛽1
(𝑀𝑟) ⋅ 𝑥 − 𝛽2

(𝑀𝑟) ⋅ 𝑦 + 𝑧 = 𝛽0
(𝑀𝑟).Then the estimate of geometric feature in terms of the 

dihedral angle between 𝑀𝑘  and 𝑀𝑟  can be formulated as a function of regression 

coefficients: 

𝑐𝑜𝑠휃̂𝑘𝑟 =
|𝛽1

(𝑀𝑘)
⋅𝛽1

(𝑀𝑟)
+𝛽2

(𝑀𝑘)
⋅𝛽2

(𝑀𝑟)
+1|

√[𝛽1

(𝑀𝑘)
]
2

+[𝛽2

(𝑀𝑘)
]
2

+1⋅√[𝛽1
(𝑀𝑟)

]
2
+[𝛽2

(𝑀𝑟)
]
2
+1

                     (14) 

For the present application, 휃̂𝑘𝑟 is estimated at every 120 ms time step, and is 

provided as an input for real-time tuning of the laser power and the scanning rate. In 

addition, we include the pseudocode for the whole monitoring approach in Appendices. 

 

Experimental case studies 

The performance of the present approach was evaluated for the monitoring of the 

sheet precursor evolution based on the experiments conducted on a laser origami testbed 

at Texas A&M University. The laser origami setup, shown in Figure 5, was equipped with 

one 4-axis robotic arm that could precisely place the workpiece, i.e., sheet precursors 

attached with fiducial markers, in the laser machine coordinates (with displacement 
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precision ~ 0.2mm), in addition to a multiple digital camera setup for monitoring the 

surface morphing, and a 𝐶𝑂2 laser source with 10.6 𝜇𝑚 wavelength and power up to 100 

watts. 

 
Figure IV-5. Laser origami setup. (reprinted with permission) 

 

Investigations into accuracy and time complexity 

First, we investigated the time efficiency and the accuracy of the method. Here, we 

reconstruct the planar markers in the camera coordinates using a sampled mesh grid with 

a specific number of projection points ℕ. The value of ℕ is crucial for the overall time 

complexity {including complexities of absolute orientation problem 𝒪(ℕ) and  the linear 

regression model 𝒪(ℕ) [119]} and the goodness of fit for plane functions. Therefore, we 

conducted a set of experiments to investigate the impact of ℕ on 1) the detection delay for 

the image tracking and 2) the estimation accuracy of the geometric features.  

In total, six settings of resolutions of mesh grid points (i.e., ℕ) were selected. For each 

setting of ℕ = {22, 32, 52, 112, 212, 512} , the performance of the present method was 

evaluated in terms of the root mean square error (𝑅𝑀𝑆𝐸), goodness of fit (𝑅2 value) and 
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time delay of detection. The presented approach was computed 20 times based on the same 

number of the video frames taken when monitoring a completely realized dihedral angle 

between two origami plates (𝑀1 and 𝑀2). The performance estimates are summarized as 

box plots in Figure 6. Each boxplot captures the variation of a performance metric, namely, 

the time delay for detection (Figure 6a), RMSE values (Figure 6b), are 𝑅2 values for two 

origami planes 𝑀1 and 𝑀2 (Figures 6c&d) relative to mesh grid resolution ℕ.  It may be 

noted that as ℕ increases, 𝑅2 increases to plateau to its maximum (0.95) for ℕ > 121, and 

𝑅𝑀𝑆𝐸  that calculates the error between estimated dihedral angle and its ground truth 

decreases to reach a minimum of 1.0641 for ℕ > 121. This may be due to that as the mesh 

grid points increase beyond a certain resolution, more redundant sample points are 

introduced as they are highly spatial-correlated and consequently they would not further 

improve the estimation accuracy. These results imply that given the camera resolution as 

well as the rate of change in the slopes and curvatures over the surface, there is a maximum 

resolution beyond which the prediction accuracies do not improve and latency worsens.  

Moreover, the results from the time consumption in Figure 6a) suggest that the time 

delay increases significantly as ℕ surpasses 400. With the consideration of the time delay, 

we select ℕ = 25 to sample the mesh grid of each marker to obtain a minimal estimation 

error (𝑁𝑅𝑆𝑀𝐸 ≈ 2.14%) as well as a fast computation speed (delay of detection is around 

100 𝑚𝑠). 
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Figure IV-6. Experimental results of a) boxplot of time delays vs 𝑵, b) boxplot of 

RMSE vs ℕ, and goodness of fit in terms of  𝑹
𝟐
 values for two planes as depicted in c) 

and d). (reprinted with permission) 

 

Sequential bending for realizing origami box 

Next, we conducted laser origami bending on a workpiece (as illustrated in Figure 

7) to achieve an origami box. The process involves three bends: on selected creases 

𝑙(1), 𝑙(2), and 𝑙(3). For the 𝑛th folding (as 𝑛 = 1,2,3), based on the crease l(𝑛) and the 

connectivity mapping 𝒜 , we generate the subset ℱ𝑛 ∈ ℳ,  which includes the facets 

affected by the 𝑛th folding. Our approach is then applied for the monitoring of the origami 

plate morphing on ℱ𝑛  and computing the geometric feature 휃ℱ𝑛
 in real time. Figure 8 

shows step-by-step video footage of the origami evolution followed by the folding 
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sequence of 𝑙(1), 𝑙(2), and 𝑙(3). The box origami was achieved until all the geometric 

angles were realized. 

  
Figure IV-7. Workpiece of origami box with folding sequence as 𝒍(𝟏), 𝒍(𝟐) and 𝒍(𝟑). 

(reprinted with permission) 

Figure 9 summarizes the evolutions of the dihedral angles 휃13, 휃12 and 휃14 with 

respect to the crease sequence 𝑙(1), 𝑙(2) and 𝑙(3). It may be noticed that significant 

variations on dihedral angles were observed before desired 휃12 and 휃14 were realized. This 

phenomenon may be due to the temperature gradient mechanism (TGM): as the defocused 

laser ray is applied on restricted area (along the crease pattern), an inhomogeneous 

temperature distribution is generated, introducing non-uniform thermal stress along 

thickness direction, and consequently, the origami plate bends towards the laser beam. The 

accuracy of the monitoring approach was then evaluated by a normalized root mean square 

error (𝑁𝑅𝑀𝑆𝐸), which can be formulated as:  

𝑁𝑅𝑀𝑆𝐸 = √
1

∑ 𝐹𝑟(𝑛)−𝐹𝑟0
(𝑛)𝑁

𝑛

∑ ∑ (휃̂ℱ𝑛

(𝑓𝑟)
− 휃ℱ𝑛 )

𝐹𝑟(𝑛)

𝑓𝑟=𝐹𝑟0
(𝑛)

 
𝑁
𝑛 /휃̅                    (15) 

where 휃̂ℱ𝑛

(𝑓𝑟)
  is the estimate of the realized dihedral angle for the 𝑛th bending at video 

frame  𝑓𝑟. 휃ℱ𝑛  is the ground truth of the realized bending angle measured by a digital 
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protractor (with measurement error less than 0.3 °). Since the video recordings of three 

bending angles, 휃ℱ𝑛 ’s, were of different durations, we applied a weighted mean value 휃̅ 

for the ground truth measurement, i.e., 휃̅ = ∑ 𝑤𝑛휃ℱ𝑛 
𝑁
𝑛  where 𝑤𝑛 is the weight such that 

∑ 𝑤𝑛𝑛 = 1  and 𝑤𝑛 ∝ 𝐹𝑟(𝑛) − 𝐹𝑟0
(𝑛)

 . Here 𝐹𝑟0
(𝑛)

 and 𝐹𝑟(𝑛)  represent the starting and 

ending frames of the recording of the realized 휃ℱ𝑛
, and the weight, 𝑤𝑛,  is thereby 

proportional to the footage duration of the 𝑛th bending. Based on the recordings of the 

origami box realization, an 𝑁𝑅𝑀𝑆𝐸 of 4.36%  was obtained for the geometric feature 

estimation, suggesting that the presented approach can provide an accurate closed-loop 

feedback for laser origami processes. 

 
Figure IV-8. Experimental results for a box bending: a) is the initial workpiece with 

attached planar markers, b), c) and d) capture the states of origami plate after the 

laser bendings along the crease patterns 𝒍(𝟏), 𝒍(𝟐)  and 𝒍(𝟑)  (yellow-dashed), 

respectively. (reprinted with permission) 
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Figure IV-9. Estimates of the dihedral angles 𝜽𝟏𝟑 , 𝜽𝟏𝟐  and 𝜽𝟏𝟒  during the laser 

bendings along the crease patterns 𝒍(𝟏), 𝒍(𝟐) and 𝒍(𝟑), respectively. (reprinted with 

permission) 

 

Conclusions 

In this chapter, we have presented a vision-based monitoring approach that 

addresses the core issue in realizing a viable cybermanufacturing system that employs sheet 

precursors for custom fabrication of freeform shell geometries. The present approach 

allows real-time tracking of the bending process to control sheet forming processes, 

particularly laser origami processes. A mathematical representation of an origami object is 

presented for modeling the sequential evolution of the origami plate. The monitoring 

approach applies planar markers and a multiple-camera setup to consistently track origami 

plates and estimate the states of the origami process. Case studies suggest that the present 

approach can yield an accurate estimation (𝑁𝑅𝑆𝑀𝐸 ≤ 5%) with video frame rate≈10fps. 

Therefore, it can be a viable tool for providing closed-loop feedback for in-process quality 

control of the laser-origami cybermanufacturing process.   

There are several practical and theoretical issues that need to be addressed in the 

future. For example, upgrading the hardware setup by introducing 6-axis robotic arms may 

𝐷
𝑒𝑔

𝑟𝑒
𝑒 

(°
) 
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be necessary for achieving complicated foldings (e.g., dihedral angle 휃 = 180°), and a 

randomization sampling scheme for the mesh grid should be presented to reduce spatial 

correlations and improve computation efficiency. 
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CHAPTER V  

ACOUSTIC EMISSION (AE) CHARACTERIZATION OF NATURAL FIBER 

REINFORCED PLASTIC (NFRP) COMPOSITE MACHINING USING A RANDOM 

FOREST MACHINE LEARNING MODEL4 

Preface 

Natural fiber reinforced plastic (NFRP) composites are eliciting an increased 

interest across industrial sectors, as they combine a high degree of biodegradability and 

recyclability with unique structural properties. These materials are machined to create 

components that meet the dimensional and surface finish tolerance specifications for 

various industrial applications. The heterogeneous structure of these materials—resulting 

from different fiber orientations and their complex multi-scale structure —introduces a 

distinct set of material removal mechanisms that inherently vary over time. This structure 

has an adverse effect on the surface integrity of machined NFRPs. A real-time monitoring 

approach is therefore desirable for timely intervention for quality assurance. Acoustic 

emission (AE) sensors that capture the elastic waves generated from the plastic 

deformation and fracture mechanisms have potential to characterize these abrupt variations 

in the material removal mechanisms. However, the relationship connecting AE waveform 

 

4 Reprinted with permission from "Acoustic Emission(AE) characterization of natural fiber reinforced plastic 

(NFRP) composite machining using a random forest machine learning model," by Z. Wang, F. Chegdani, N. 

Yalamarti, B. Takabi, B. Tai, M. E. Mansori, and S. T. Bukkapatnam, Journal of Manufacturing Science and 

Engineering, pp. 1-40. Copyright [2020] by the American Society of Mechanical Engineers. 
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patterns with these NFRP material removal mechanisms is not currently understood. This 

chapter reports an experimental investigation into how the time-frequency patterns of AE 

signals connote the various cutting mechanisms under different cutting speeds and fiber 

orientations. Extensive orthogonal cutting experiments on unidirectional flax-fiber NFRP 

samples with various fiber orientations were conducted. The experimental setup was 

instrumented with a multi-sensor data acquisition system for synchronous collection of AE 

and vibration signals during NFRP cutting. A random forest machine learning approach 

was employed to quantitatively relate the AE energy over specific frequency bands to 

machining conditions, and hence the process microdynamics; specifically, the phenomena 

of fiber fracture and debonding that are peculiar to NFRP machining. Results from this 

experimental study suggest that the AE energy over these frequency bands can correctly 

predict the cutting conditions to ~95% accuracies, as well as the underlying material 

removal regimes.  

 

Introduction 

Natural fiber reinforced plastic (NFRP) composites have recently received 

considerable interest in the industry [120-123]. Their high degree of biodegradability and 

recyclability offers tremendous economic and ecological advantages for sustainable 

manufacturing. Machining of NFRPs is an essential operation for finishing industrial 

products from such composite materials. In fact, the viability of fiber reinforced plastics 

for various industrial applications is largely determined by the machined surface quality 

[124]. The texture and the finish of the machined surfaces of fiber reinforced composites 
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have a fundamental bearing on the mechanical properties (strength and hardness) and the 

geometric tolerance [125, 126]. 

While significant investigations of the mechanics of material removal in fiber 

reinforced composites have been reported, relatively fewer attempts have been made to 

characterize the machining of NFRP composites [127]. The machining process for fiber-

reinforced composites involves complicated material removal mechanisms [128] that 

include a combination of shear deformation of the matrix material, fractures across the 

natural fibers, fiber pull-out, fiber-matrix detachment through tensile fracture, shearing and 

sliding along the fiber orientation directions, and delamination of fiber bundles [128-130]. 

Earlier investigations suggest that the cutting mechanisms may highly depend on fiber 

orientation angle and matrix properties [131]. Machining of NFRP is further complicated 

by the multi-scale nature of the fibers themselves [121], as well as the prevalence of 

significant thermal effects [120].  
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Figure V-1. a) Surface obtained from polishing a flax fiber reinforced plastic material 

showing a clear contour of flax fibers and basin PP matrix (with a magnified SEM 

image for showing the elementary/bundle fiber); b) Surface finished using orthogonal 

cutting processes in which the torn/broken-off fibers are randomly oriented on the 

surface finish (with the SEM image showing detailed torn fibers on the finished 

surface). (reprinted with permission) 

For example, Figure V-1 shows the machined surface of an NFRP composite with 

a rough texture resulting from the presence of fiber protrusions spread over the surface 

even when the machining process was well-controlled. These protrusions result whenever 

the natural fibers are cut and/or pulled out across and along their lay direction. As most 

natural fibers are highly flexible and heterogeneous over multiple geometric scales (e.g., 

the material composition and mechanical properties vary greatly from macro- to micro- to 

nano-scales [121]), the defects on machined surfaces affect the integrity of the finished 
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surface, and consequently reduce mechanical properties and geometric and dimensional 

tolerances, hence impeding the emerging industrial applications of NFRP composites.  

Currently, investigations into the machining of NFRP composites rely heavily on 

offline approaches that employ mechanical property testing and alternative imaging and 

microscopy instruments to characterize the strength, thermo-mechanics, surface 

morphology, and chip formation [132]. While these methods have shed significant light on 

the various modes of material removal and surface modification [133, 134], they cannot 

fully capture the effects of the enormous statistical heterogeneity and variations in the 

distributions of the fibers over multiple scales of the matrix on the material removal 

mechanisms. Additionally, these offline characterization tools are often unwieldy for real-

time monitoring of the NFRP machining processes, and a sensor-based in-process 

monitoring approach is desirable to observe and delineate the diverse material removal 

mechanisms prevalent during NFRP cutting, to characterize the cutting process in real time, 

and to provide real-time predictions of the machined surface quality for timely intervention 

for quality assurance [131, 135, 136].  

Conventional sensor technologies may have a limited signal-to-noise ratio (SNR) 

and are often insensitive to the subtle variations in cutting processes at high precision 

levels, where the cutting dimensions are of the order of a few µm and cutting force values 

are smaller than those in conventional machining processes [137]. Acoustic emission (AE), 

which emanates from the deformation, fracture, and/or friction mechanisms at the various 

tool, workpiece, and chip interfaces of machining, can be sensitive to monitoring and 

enable us to discern among the various material removal mechanisms in NFRP machining. 
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AE can also provide information related to chip entanglement, crack formation and 

propagation, and chip breakage in this process [138, 139]. As detailed in the next section, 

very little, if any, work has been done to study AE monitoring of the NFRP machining 

process. 

Background 

Earlier applications of AE for characterizing traditional glass and carbon fiber 

reinforced polymer composites employed approaches developed in the non-destructive 

testing literature for measuring and localizing the damage [140-142]. For machining 

applications, however, environmental noise/inference needs to be maintained at a level that 

ensures an adequate signal-to-noise (SNR) ratio. Many of the underlying dynamics of 

machining processes are complicated, and the signals are often contaminated with a high 

level of environmental noise. Consequently, how to analyze the nature of the nonstationary 

AE signals during NFRP machining remains a major challenge.  

Initial investigations of AE in machining have focused mostly on relating various 

statistical quantifiers of the signal patterns to predicting machining conditions [143, 144]. 

One of the earlier research thrusts was based on applying advanced machine learning 

approaches to estimate the machining process state using extracted frequency features of 

AE signals. Kamarthi et al. [145] and Pittner et al. [146, 147] presented a neural network 

that extracted features using the wavelet decomposition on a multi-sensor setup for 

detecting tool wear. The microdynamics of the AE signal have also been investigated by 

Bukkapatnam et al. [148], and a recurrent neural network (RNN) framework that uses the 

fractal properties of the attractor of the underlying dynamic system along with other 
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machining parameters as the training inputs was developed to predict flank wear in 

machining. Furthermore, Rao et al. [149] applied a recurrent predictor neural network 

(RPNN) to capture the complex nonlinear and nonstationary evolution of the process 

underlying the measured vibration and AE signals and detect the incipient surface 

deterioration in ultra-precision machining processes. Cheng et al.[8] applied the Gaussian 

process with extracted statistical features as well as features based on nonlinear recurrent 

analysis for on-line prediction of the surface morphology. Some statistical analysis 

approaches [144, 150] have been presented to analyze the AE for monitoring of the cutting 

tool condition and to relate the AE signal features to the metal cutting process parameters. 

Lee et al. [137] discussed the unique requirements for monitoring precision manufacturing 

processes and the suitability of AE as a monitoring technique at the precision scale. A 

statistical modeling approach from our earlier effort [6] was aimed at handling transient 

behaviors during ultra-precision machining processes. However, most of these approaches 

may rely heavily on data-driven modeling and consequently lack explanations for the 

physical principles connecting the acoustic emission signal to the process microdynamics. 

Chang and Bukkapatnam [151, 152] addressed the connection between AE sensor signal 

waveforms and the microdynamics for machining ductile metals. The model that represents 

the propagation of AE waveform signals from the plastic deformation in the shear zone 

suggests that AE energy is highly related to the shear strain and the shear strain rate.  

Investigations into the characteristics of AE waveforms from NFRP composite 

machining, especially those attempting to understand the relationships connecting the 

measured AE signals and the NRFP machining microdynamics, have received very little 
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attention. This lack of attention is mostly due to the difficulties of characterizing the 

complicated material removal mechanisms that govern NFRP composite machining. Some 

research efforts have also investigated the spectral characteristics AE during the machining 

processes of polymer-matrix composite materials [153, 154]. These investigations suggest 

that the AE frequency components are highly related to flank wear and workpiece surface 

modifications.  

The present work investigates the AE characteristics related to the machining 

processes of NFRP composites using a data-driven analytic approach which not only 

allows real-time sensing and detection of the variations in the microstructure of NFRPs 

during machining processes, but also provides analytic insights towards explaining the 

deformation mechanism during machining of such NFRP materials. An experimental study 

is presented to relate AE signals from NFRP machining to the process conditions and the 

underlying material removal mechanisms. The experiments were conducted on an 

orthogonal cutting testbed equipped with a multi-sensor data acquisition system. To 

connect the AE signal patterns to the machining mechanisms of NFRP cutting, we employ 

a random forest machine learning model. This model aims to capture the underlying 

nonlinear relationship between predictors from AE signals and the estimate of the process 

condition without sustaining significant overfitting issues. The model was also employed 

subsequently to enable us to the spectral components of AE signals that are highly sensitive 

to various material removal mechanisms during the cutting of NFRPs. The remainder of 

this chapter is organized as follows: the experimental setup as well as the framework of the 

present approach is presented in Sec.3; Sec. 4 presents the results of the random forest 
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modeling study and provides insights into the physical origins of the signal components; 

Section 5 concludes this chapter. 

 

Experimental and Analysis Approach 

Experimental Setup and Procedures 

 

 
Figure V-2. Experimental setup for the orthogonal cutting process: a) schematic 

diagram showing the mounting locations of AE and vibration sensors, b)  the 

orthogonal cutting machine setup with the installed high-speed camera and 

illumination system, c)  a PCD inserted cutting tool is held against the unidirectional 

flax fiber/PP matrix sample before the cutting begins, and d) a schematic diagram 

showing the disposition of the cutting direction relative to the fiber orientation angle. 

(reprinted with permission) 

 

The experiments were conducted on an orthogonal cutting testbed as shown in the 

schematic diagram in Figure V-2. The setup consists of two linear sliders and a workpiece 
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holder/clamping vice. The cutting tool setup was attached to one linear actuator (L70, 

Moog Animatics, Milpitas, CA) through a customized tool holder. A high-torque 

servomotor drives the linear actuator to ensure a consistent cutting speed. Mainly two types 

of sensors were mounted on the machine setup: two accelerometers (Kistler Type 

8728A500) were mounted on the tool holder and the workpiece holder separately for 

gathering vibration signals while an acoustic emission sensor (Physical Acoustics S9225) 

was mounted on the cutting tool holder for collecting acoustic emission signals during the 

orthogonal cutting processes. This sensor monitoring system was equipped with a data 

acquisition system (National Instrument compactDAQ with DAQ module NI-9223) that 

allows real-time data collection at a 1MHz sampling rate for each sensor signal. 

Unidirectional flax-fiber-reinforced polypropylene composites (UDF/PP) mounted on the 

clamp-on vice were used as workpiece samples to investigate the effect of the fiber 

orientation angle on the cutting process. The UDF/PP samples shown in Figure V-2 c) are 

manufactured by the material supplier Composites Evolution – UK. Each UDF/PP 

workpiece is a rectangular slab with dimensions of 20×15×4 𝑚𝑚3 . The fiber volume 

fraction is 40% and the fiber unidirectionality is maintained by polyester weft fiber with 

low volume fraction (around 5%). The orthogonal cutting experiments were conducted 

with the depth of cut around 100 𝜇𝑚 in different cutting conditions with varying cutting 

speeds (𝑣=2, 4, 6, 8, 10, 12 m/min) and different fiber orientation angles (𝐹𝑂𝐴 = 0∘, 45∘ 

and 90∘) relative to the cutting direction (shown in Figure V-2 d). Polycrystalline diamond 

(PCD) cutting tool inserts (Sandvik Coromant- Model TCMW16T304FLP-CD10) with a 

tungsten carbide substrate (as shown in Figure V-2 c)) were employed for the experiments.  
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Figure V-3. A schematic diagram of the presented research approach. (reprinted with 

permission) 

 

As noted earlier, the purpose of this study is to assess the ability of AE signals to 

discern the various process conditions including changes in the cutting speed and 

orientation in real-time. The ability to discern changes in the process parameters is essential 

(but not sufficient) for a sensor to be qualified for real-time monitoring applications. This 

ability is also important in NFRP machining because of the high levels of variation 

expected in the fiber orientation related to the cutting direction as well as in the speeds 

during the machining of complex geometries and profiles.  Consistent with this notion, the 

present approach aims to estimate process conditions based on analyzing the spectral 

characteristics of AE signals gathered from orthogonal cutting experiments using a random 

forest model, as summarized in Figure V-3. We employed a total of 18 different 

experimental settings, each formed by a combination of six cutting speeds, 𝑣 =

2, 4, 6, 8, 10, 12 m/min, and three 𝐹𝑂𝐴s, 0∘ , 45∘  and 90∘. Experiments were replicated 

three times at each combination. At the beginning of each experiment, the surface of each 

NFRPs sample was polished using sand paper with a grit size of ~15μm to ensure a 

consistent initial condition (i.e., smooth surface with minimal deformed protrusions). As 

the surface was machined, the data acquisition system recorded signals from three 
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Supervised monitoring for the process 
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Orthogonal Cutting Experiment   Feature extraction on AE signal 

Random forest Model 

AE features 

Temporal-spectral feature 
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channels, viz., two from the vibration sensors and one from an AE sensor, at a sampling 

rate of 1 MHz. A moving windowed time-frequency analysis was performed to extract 

frequency features over the specified 125 µsec long time windows. To investigate the 

relationship between the frequency responses of the AE signal and the fundamental cutting 

mechanisms during the cutting of the NFRPs, we treated the generated time-frequency 

features as inputs to a random forest model for characterizing the cutting processes with 

different fiber microstructures. Given the spectral features extracted from the online data 

during the machining, the trained random forest model was expected to predict the 

machining conditions, specifically the cutting speed and the 𝐹𝑂𝐴 in real-time. The details 

of this approach are presented in the following subsections. 

 

Time-frequency analysis and feature extraction 

 
Figure V-4. Time portraits showing the synchronously gathered AE signal along with 

vibration signals from the tool holder (Accelerometer 1) and the workpiece holder 

(Accelerometer 2), respectively, during an orthogonal cutting process experiment 

(𝒗 = 𝟖 m/min, 𝑭𝑶𝑨 as 45°). ( reprinted with permission) 
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Figure V-4 shows the representative sensor signals collected synchronously from 

the AE sensor and the two accelerometers mounted on the tool holder and the workpiece 

holder, respectively, during one cutting phase. The tool-approach and the cutting phases 

are appropriately marked. As the cutting begins, we observe a sudden increase in the 

amplitude of Accelerometer 2 (attached to the workpiece holder). This increase allows us 

to isolate the dynamics of the cutting and the non-cutting stages, such as tool-approaching 

and various cutting phases, by the distinct changes in the variance of the vibration signal 

at the onset of cutting.  

 
Figure V-5. A schematic diagram showing the temporal-spectral feature extraction 

with time stamp resolution of 0.125 ms, a 0.6725 ms overlap, and the frequency 

resolution as 200Hz. The process responses 𝒀(𝒕) = [𝜹𝒄𝒖𝒕
(𝒕) , 𝑭𝑶𝑨(𝒕), 𝒗(𝒕)]

⊤

 where 𝑭𝑶𝑨 =

𝟎∘  and 𝒗 = 𝟒 𝒎/𝒎𝒊𝒏 . Note that the matrix 𝑴𝑻𝑭  records the magnitudes of the 

Fourier components (as Volts) and their logarithmic amplitudes (in decibels) are 

depicted in the spectrogram to visually signify the frequency components’ variations. 

(reprinted with permission) 

a) b) 
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The AE signal captures the transients, i.e., time-varying frequency patterns 

associated with the material deformation and/or fractures that occur at irregular intervals 

during machining [155]. Hence, a time-frequency analysis is needed to generate the 

spectral features of the transient AE signal.  Such temporal-spectral features are visually 

represented using a spectrogram as shown in Figure V-5 a), where the x axis represents the 

time index and the y axis is the frequency range. The energy of various frequency bands is 

represented using a color map. Such a spectrogram records the frequency components of 

the signal and their variations over time. The procedures for generating the temporal-

spectral features can be summarized as follows: 

1. A sliding window with window width 𝐿 = 125 is applied to collect a set of AE 

signals at time index 𝑡, i.e., {𝑥𝑡−𝐿+1, 𝑥𝑡−𝐿+2, … , 𝑥𝑡}. 

2. Then the fast Fourier transformation (FFT) is applied to compute the frequency 

component:  

𝑿𝒌
(𝒕) = ∑ 𝒙𝒏𝒆−

𝒊𝟐𝝅𝒌𝒏

𝑳𝒕
𝒏=𝒕−𝑳+𝟏         𝑘 = 0,1, … , 𝐿 − 1                     (1) 

where {𝑥
𝑛
} (for 𝑛 = 𝑡 − 𝐿 + 1, 𝑡 − 𝐿 + 2, . . . , 𝑡) is the time series of the AE signal 

within  sliding window 𝐿, and the fast Fourier transformation generates the frequency 

components 𝑿(𝒕) = [𝑋1
(𝑡), 𝑋2

(𝑡), … ,𝑋𝐿
(𝑡)

]
⊤

. After sequentially generating the frequency 

component vectors,  𝑿(𝒕)
’s (for 𝑡 = 𝐿, 𝐿 + 1, 𝐿 + 2,… , 𝑇), the matrix of the spectrogram 

can be represented as 𝑀𝑇𝐹 = [𝑿(𝐿), 𝑿(𝐿+𝜗), 𝑿(𝐿+2𝜗), … ,𝑿(𝑇)], where 𝜗 denotes the step of 

the sliding window. Essentially, the spectral energy over the high frequency components 

of AE waveforms, is related to the underlying microdynamics of the machining processes. 
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The statistical analysis based on a Gini index [156], as presented in the sequel, suggests 

that these energy values can serve as important features to discern between various pairs 

of cutting conditions.   

Apart from the spectral energy distribution via the time-frequency analysis, we had 

considered a few advanced signal analysis approaches, such as wavelet decomposition 

[157], Hilbert-Huang transformation (HHT)/ empirical mode decomposition (EMD) and 

intrinsic time-scale decomposition (ITD). However, these methods have specific 

drawbacks in terms of being able to capture the energies across various bands. For example, 

as for wavelet decomposition, it has low resolution on high frequency components, 

especially those that capture the variations in the process microdynamics. A wavelet packet 

representation could provide fine resolution within specific frequency ranges [158]. 

However, most of the wavelet packet bases (especially, if the orthogonality condition is 

imposed) have an infinite support at time and/or frequency domain (i.e., every coefficient 

is estimated by taking all the samples of the AE signals). This complicates the extraction 

of the energies over various bands. For the HHT/EMD as well as ITD [159], it is not 

straightforward to extract frequency components from the intrinsic mode functions (IMFs). 

These representations introduce severe edge effects when decomposing the AE signals over 

multiple levels of IMFs, which amounts to losing the data points in the time domain.  
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Figure V-6. The representative time-frequency domain spectrograms (in dB) 

gathered during an orthogonal cutting experiment (𝒗 = 𝟖 m/min, 𝑭𝑶𝑨 as 45°): a) the 

AE sensor, b) the Accelerometer-1, and c) the Accelerometer-2. Here, the rectangular 

(red) frame at the right side of every plot indicates the temporal-spectral information 

during the cutting phase. (reprinted with permission) 

Figure V-6 a), b) and c) show the spectrograms of the AE and the two vibration 

signals, respectively, capturing the temporal-spectral features of the tool-approaching and 

the cutting phases. The spectrograms as shown in Figure V-5 were generated by the FFT 

with a sliding window of 0.125 ms and a 50% time step (i.e., 𝜗 = 0.5𝐿), which translates 

to a temporal resolution of 0.125 ms (x-axis), and we select 200 Hz as the spectral 

resolution (y-axis). Our choice of the window length and the overlap is based on the 

following rationale. AE sensor signals are composed of multiple AE pulses released from 

various events, such as fracture and dislocation avalanche that occur at frequency ranges 

of over 200kHz [i.e., these events last just for a fraction of a microsecond a up to a few 

microseconds (see Figure V-10)]. We selected a 0.125 ms long time window, which is of 

sufficient length to achieve the frequency resolution to discern the changes in the spectral 

shape, and at the same time, not too long to ignore the time variations of AE events (i.e., 

the transients). Similarly, a 50% was chosen to extract sufficient number of features and at 

the same time avoiding significant correlation (more specifically, multiple collinearity) 

Cutting Phase Cutting Phase Cutting Phase 

Spectrogram of AE Spectrogram of ACC-1 Spectrogram of ACC-2 b) a) c) 
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among the features to train the random forest model. Taken together, the window length 

and the overlap allow us to effectively extract the salient time and frequency characteristics 

of the measured AE signals. The edge effect due to the sliding window may be ignored as 

the window size (0.125 ms duration) is smaller than the durations of the overall recordings 

(which normally last for seconds) by 4~5 orders of magnitude. The dimensions of the 

temporal-spectral features are illustrated in Figure V-5. The energy of each element in the 

spectrogram matrix is represented in a color map, ranging from -70 dB (blue-colored) to 0 

dB (red-colored). The sensitivity of the AE sensor can be validated by the high-frequency 

response of the AE signal [Figure V-6 a)] as compared to the vibration signals shown in 

Figure V-6 b) and c). In fact, only the spectrogram of the AE signals showed 

remarkable/noticeable differences in the high frequency ranges (> 100kHz).  

Note that the multi-sensor setup allows a partition of the time-frequency features 

into cutting vs. non-cutting. Let 𝜏1 and 𝜏2  be the start and the end time stamps of the 

segment for the cutting phase [e.g., the start and the end points of the red frame shown in 

Figure V-6 a)]. Here we denote the cutting phase partition using a series of indicators 

{𝛿𝑐𝑢𝑡
(𝑡)

} = {𝛿𝑐𝑢𝑡
(𝐿)

, 𝛿𝑐𝑢𝑡
(𝐿+𝜗)

, 𝛿𝑐𝑢𝑡
(𝐿+2𝜗)

, … , 𝛿𝑐𝑢𝑡
(𝑇)

} , where 𝛿𝑐𝑢𝑡
(𝑡) = 1  for 𝑡 ∈ [𝜏1, 𝜏2]  and 𝛿𝑐𝑢𝑡

(𝑡) = 0 

otherwise. The response vector 𝒀  combines the cutting indicator with other control 

parameters for the  experiments, i.e., 𝒀(𝑡) = [𝛿𝑐𝑢𝑡
(𝑡) , 𝐹𝑂𝐴(𝑡), 𝑣(𝑡)]

⊤
 for 𝑡 = 𝐿, 𝐿 + 𝜗, 𝐿 +

2𝜗 … , 𝑇 , where 𝑇  is the total length of the acquired data, 𝐹𝑂𝐴 ∈ {0∘ , 45∘, 90∘}  and  

cutting speed 𝑣 ∈ {2,4,6,8,10,12}  (units in 𝑚/𝑚𝑖𝑛 ). Given the time duration 𝑇0  (in 

seconds) of the recording, here 𝑇 = 𝑇0 × 𝐹𝑠, where 𝐹𝑠 is the sampling rate (𝐹𝑠 = 1MHz 
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for all experiment recordings). Then, the extracted features, 𝑿’s, as well as the process 

responses, 𝒀’s, for a single recording Ω can be represented in the following format:  

 𝛀 = [𝑿(𝒕)⊤, 𝒀(𝒕)⊤]
⊤

= [𝑿
(𝑳) 𝑿(𝑳+𝝑) 𝑿(𝑳+𝟐𝝑) … 𝑿(𝑻)

𝒀(𝑳) 𝒀(𝑳+𝟐𝝑) 𝒀(𝑳+𝟐𝝑) … 𝒀(𝑻)
]                      (2) 

 

 Random forest classifier for process condition monitoring 

 
Figure V-7. The schematic diagram of the random forest machine learning approach. 

(reprinted with permission) 

 

The random forest approach [160] is applied to capture the empirical relationships 

between the AE spectral features {𝑿(𝑡)} and {𝑦(𝑡)}, where 𝑦(𝑡) is a subset of  response 

{𝒀(𝑡)} (e.g., 𝑦(𝑡) = 𝛿𝑐𝑢𝑡
(𝑡)

 for characterizing cutting vs. non-cutting phases and 𝑦(𝑡) = 𝐹𝑂𝐴(𝑡)
 

for classifying the fiber orientation). During the training phase, the random forest approach 

(in Figure V-7) employs samples obtained, with replacement, from the training set {𝑿(𝑡)} 

Final class 

Extracted features 𝑿(𝑡) = [𝑋1

(𝑡)
, 𝑋2

(𝑡)
, … , 𝑋𝐿

(𝑡)
]
⊤

 

Tree-1 

Class: 𝛿𝑐𝑢𝑡
(𝑡)

= 1 𝑜𝑟 𝐹𝑂𝐴(𝑡) = 0∘  

 

Tree-2 

Class: 𝛿𝑐𝑢𝑡
(𝑡)

= 0 𝑜𝑟 𝐹𝑂𝐴(𝑡) = 90∘  

 

Tree-B 

Class: 𝛿𝑐𝑢𝑡
(𝑡)

= 1 𝑜𝑟 𝐹𝑂𝐴(𝑡) = 45∘  

 

… 

Majority voting 
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and {𝑦(𝑡)} to build multiple tree learning models. The decision rule for each tree learning 

model was based on the randomly selected features {𝑿(𝑡)} [161, 162]. Unlike conventional 

regression approaches [163], a random sampling and selection scheme allows a 

classification model to capture the underlying nonlinear relationships without imposing 

biased structures or overfitting issues. The detailed procedures on training the random 

forest models are stated as follows [164]. 

Given a training dataset 𝛺′ =

{(𝑿(𝐿)⊤, 𝑦(𝐿)⊤) , (𝑿(𝐿+𝜗)⊤, 𝑦(𝐿+𝜗)⊤) , … , (𝑿(𝑇)⊤, 𝑦(𝑇)⊤)}  ( 𝑦(𝑡) = 𝐹𝑂𝐴(𝑡)
 for fiber 

orientation classification and 𝑦(𝑡) = 𝛿𝑐𝑢𝑡
(𝑡)

 for the cutting vs. non-cutting phase), the random 

forest first generates 𝐵 new training datasets 𝛺𝑖 (for 𝑖 = 1, … , 𝐵), which have the same 

sample size as the original 𝛺′, with some samples replaced in the dataset (also called  

bootstrap sampling). Consequently, some observations may be repeated in the new dataset 

𝛺𝑖.  

For each bootstrapped sample, the decision tree is constructed by the following 

procedures: at each node of the tree model, 𝑚 features are randomly sampled and the best 

split among these randomly selected predictors is chosen (also called a feature bagging 

scheme). The splitting criterion at the node is chosen to minimize the sum of the squares, 

which allows the partition of 𝑚 predictors into 𝑀 regions 𝑅1, 𝑅2, … , 𝑅𝑀. Assume that the 

splitting variable 𝑋𝑗  is split at point 𝑥𝑗  to segment the half plane as 𝑅1  and 𝑅2 , where 

𝑅1(𝑗, 𝑥𝑗) = {𝑿|𝑋𝑗 ≤ 𝑥𝑗} and 𝑅2(𝑗, 𝑥𝑗) = {𝑿|𝑋𝑗 > 𝑥𝑗}. The splitting variable 𝑋𝑗 and the split 

point 𝑥𝑗 should be the optimal solution to the following objective [164]: 
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min
𝑗,𝑥𝑗

[min
𝑐1

∑ (𝑦𝑘 − 𝑐1)
2 𝑋𝑘∈𝑅1(𝑗,𝑥𝑗)

+ min
𝑐2

∑ (𝑦𝑘 − 𝑐2)
2

𝑋𝑘∈𝑅2(𝑗,𝑥𝑗)
]                 (3) 

where the constants 𝑐1 and 𝑐2 are the responses in region 𝑅1 and 𝑅2. Note that the 

overall expected output/response in each region can be formulated as 𝑓(𝑋) =

∑ 𝑐𝑠
𝑀
𝑠=1 𝐼(𝑋 ∈ 𝑅𝑠) . The optimal constant value,  𝑐�̂� , is the average of  response 𝑦(𝑡)  in  

region 𝑅𝑠 , i.e., 𝑐�̂� = 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 (𝑦(𝑡)|𝑋(𝑡)). Hence, the constants can be solved by 𝑐1̂ =

𝑎𝑣𝑒𝑟𝑎𝑔𝑒 (𝑦(𝑡)|𝑋(𝑡) ∈ 𝑅1(𝑗, 𝑥𝑗))  and 𝑐2̂ = 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 (𝑦(𝑡)|𝑋(𝑡) ∈ 𝑅2(𝑗, 𝑥𝑗)) . The splitting 

algorithm is stopped once a fully binary tree model of  a certain number of levels (in the 

default setup, 8 levels) is built.  

For our case study, the inputs of the feature space are from the extracted 

spectrogram {𝑿(𝑡)}, and the training outputs {𝑦(𝑡)} are selected from the responses {𝒀(𝑡)}. 

For the parameter selection, we chose the number of trees as 𝐵 =100 and 25 variables to 

randomly sample candidates at each decision split for all the cases tested, which results in 

a minimal out-of-bag (OOB) error.  

The random forest generally performs an implicit feature selection by using a small 

subset of all variables {𝑋𝑗} for the classification problem. Such subsets are regarded as 

“strong variables” for superior performance in handling high-dimensional data/features. 

The associated Gini importance values are the measures that visualize the results from the 

implicit feature selection of the random forest model and are commonly used as the 

indicator(s) of the feature relevance to the classification results.  
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Let 𝑝𝜅 =
ℕ𝜅

ℕ
 be the fraction of the ℕ𝜅 samples from the class 𝐹𝑂𝐴 = {0∘, 45∘, 90∘} 

or 𝛿𝑐𝑢𝑡 = {0,1} (𝜅 ∈ 𝐹𝑂𝐴 or 𝛿𝑐𝑢𝑡)  of the total ℕ samples at  node 𝜉. The Gini impurity 

𝐺𝑖𝑛𝑖(𝜉) is calculated as:  

𝐺𝑖𝑛𝑖(𝜉) = 1 − ∑ 𝑝𝜅
2

𝜅                                                            (4) 

The decrement Δ𝐺𝑖𝑛𝑖 is caused by the splitting and sending of the samples to two 

sub-nodes 𝜉𝜛 and 𝜉𝜍  (with fractions with respect to the two sub nodes  𝑝𝜛 =
ℕ𝜛

ℕ
 and 𝑝𝜍 =

ℕ𝜍

ℕ
). Threshold 𝑥𝑗 on variable 𝑋𝑗  is defined as  

 

Δ𝐺𝑖𝑛𝑖(𝜉) = 𝐺𝑖𝑛𝑖(𝜉) − 𝑝𝜛𝐺𝑖𝑛𝑖(𝜉𝜛) − 𝑝𝜍𝐺𝑖𝑛𝑖(𝜉𝜍)                         (5) 

A search over all variables at node 𝜉 and over all possible segmentation threshold 

obtains a pair {𝑋𝑗, 𝑥𝑗} that allows a maximal Δ𝐺𝑖𝑛𝑖 value. The decrease in Gini impurity is 

recorded for all node {𝜉}’s for all trees 𝐵 and accumulated for all variable 𝑋𝑗’s as: 

 

𝐼𝐺𝑖𝑛𝑖(𝑋𝑗) = ∑ ∑ Δ𝐺𝑖𝑛𝑖{𝑋𝑗}
(𝜉, 𝐵)𝜉𝐵                                                   (6) 

Intuitively, this Gini importance value 𝐼𝐺𝑖𝑛𝑖 indicates how often a particular feature 

𝑋𝑘
(𝑡)

 was selected for a split, and how large its overall discriminative value was for the 

classification problem [156].  
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AE based monitoring of the NFRP machining process  

A random forest model to detect the start and end of the cutting process using AE signals 

Given the extracted AE time-frequency features {𝑿(𝑡)} and the response {𝑦(𝑡)} =

{𝛿𝑐𝑢𝑡
(𝑡) }, a random forest model was trained to discern between the cutting and the non-

cutting phases. Specifically, for both training and testing data sets 20% of the data was 

gathered during the cutting operation and the other 80% data during the non-cutting 

operation. The overall data set was split into five subgroups and each subgroup was tested 

with the random forest classification. Each data set selected around 1400 samples for 

training and about 600 samples for testing. We compared the present approach with 

Fisher’s linear discriminant analysis (LDA). At the outset, conventional LDA approaches 

are effective only when the signal features gathered from every pair of process conditions 

(e.g., cutting vs. non-cutting, and fiber orientation angle - 𝐹𝑂𝐴) can be separated (in the 

feature space) using a linear boundary (as in a hyperplane). The LDA models also assume 

that the feature values from different conditions can be grouped into distinct Gaussian 

clusters with equal variance, and that they are well separated from each other. In contrast, 

a random forest can separate out the signal features from various conditions using complex 

nonlinear boundaries and does not make any assumptions on the clustering of the feature 

values. Table V-1 summarizes the classification results [in terms of overall accuracy, True 

Positive Rate (TPR) and True Negative Rate (TNR)] from the presented approach vs. LDA 

for the present case study. Here the TPR measures the proportion of actual samples that are 

correctly identified as from the cutting condition, TNR represents the percentage of the 
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samples correctly classified as from the non-cutting condition. It is evident that the average 

accuracy of the random forest model is ~94%, which is 20% higher than that of LDA. 

Additionally, the true positive rate (TPR) increases from 0.45 with LDA to 0.84 with the 

random forest model.    

Table V-1. Cross-validation comparisons of random forest vs. LDA based for the 

study case of cutting vs. non-cutting. (adapted with permission) 

 Accuracy 
True Positive 

Rate (TPR) 
True Negative 

Rate (TNR) 

Random Forest 
Mean 0.9427 0.8390 0.9819 

Std 0.0124 0.0455 0.0079 

Fisher’s LDA 
Mean 0.7674 0.4443 0.8189 

Std 0.0264 0.0566 0.0340 

 

 
Figure V-8. Results for classifying cutting vs. non-cutting: a) the Gini importance plot 

with the significant features labeled (y-axis) by the frequency band (kHz) (e.g., the 

highest Gini value corresponds to the frequency response at 358.4kHz); b) a 

spectrogram representation of the non-cutting phase vs. the cutting phase (red-line 

segmented) with corresponding significant frequency bands highlighted in the pink 

frame. (reprinted with permission) 

  

b) a) 

Non-cutting Cutting 
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The resulting Gini importance values from the classification problem of the cutting 

vs. non-cutting phases are shown in Figure V-8 a). Note that each y-axis label refers to the 

frequency (kHz) in the temporal-spectral matrix (e.g., the first Gini index relates to the 

frequency response in 358.4kHz). A higher Gini importance value of a frequency range 

indicates a greater contribution of the spectral feature to improving the accuracy. 

Interestingly, the most significant frequency features determining the accuracy of the 

random forest based on Gini importance are in the frequency ranges of 350kHz to 440kHz. 

The spectrogram in Figure V-8 b) suggests that more energy is contained in such a 

frequency range (highlighted in the pink frame) during the cutting compared to the non-

cutting phase. However, conventional vibration sensors are not suited for monitoring 

processes at such high frequencies, as they do not have an adequate dynamic response in 

this range. This high frequency response highlights the significance of using an AE sensor 

instead of the more commonly used vibration sensor for fast, high-frequency (> 100 kHz) 

detection of subtle changes during machining at microscales. 

Supervisory monitoring for the fiber orientation effect 

In the next case study, we investigated the effect of fiber orientation on machining 

microdynamics and the corresponding AE characteristics. Given the extracted time-

frequency features {𝑿(𝑡)} and the response {𝑦(𝑡)} = {𝐹𝑂𝐴(𝑡)}, a random forest model was 

trained to predict the fiber orientation based on the spectral features of AE. Here, spectral 

values above 100kHz in every column of the AE spectrogram (Figure V-9) were used as 

the features because the high-frequency spectral components have the time resolution 

needed to detect changes in their incipient states. As shown in Figure V-9, the AE time 



 

136 

 

portraits as well as the temporal spectral features show significant differences between the 

fiber orientation with 90 degrees and the others under the same cutting speed (4 m/min). 

In contrast, the signal variance between fiber orientations with 0 and 45 degrees are less 

noticeable in the time domain compared to the difference between their temporal-spectral 

features plotted in the spectrograms in Figure V-9.  

 

 
Figure V-9. The combined AE signals recorded during orthogonal cutting with 

different fiber orientation angles (𝑭𝑶𝑨s) at the same cutting speed (4 m/min) and 

three spectrograms, one for each 𝑭𝑶𝑨. (reprinted with permission) 

Orientation 90° Orientation 45° Orientation 0° 
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The results of classification accuracy are listed in Table V-2  (results are generated 

based on 5 computations on the combined data from different cutting speeds). Here in the 

confusion matrix, each row represents the actual class and the columns are the predicted 

results for three classes. The value inside each element [𝜅𝑖, 𝜅𝑗] of the confusion matrix 

represents the portion of samples from actual class 𝜅𝑖 that are identified as class 𝜅𝑗 (𝜅𝑖, 𝜅𝑗 ∈

𝐹𝑂𝐴 = {0∘, 45∘, 90∘}). The results suggest a statistically significant difference between 

study cases with 0 degrees of orientation and all others. This difference may be due to the 

cutting mechanisms of different fiber orientations. In the 0 degrees study case, the fibers 

are mostly aligned along the cutting direction. Therefore, for such an orientation, the 

cutting process is predominantly with the PP matrix removal, and with very few fibers 

sliding/shearing along interfacial areas during material removal. In contrast, the cutting 

mechanism in the 45- and 90-degree orientations involves more cutting and pulling of 

fibers. Even though the signal in the 90-degree orientation has significantly different time 

portraits, which exhibit strong transient behaviors, the random forest could recognize its 

difference compared to the other groups with around 60% accuracy. This result may 

indicate that other factors affecting the cutting mechanism and/or the material removal 

(e.g., varying cutting speeds) are not considered in the random forest model. 

Table V-2. Cross-validation results for various fiber orientations using the random 

forest. (adapted with permission) 

Confusion Matrix 
Predicted 

0° 45° 90° 

Actual 

0° 0.8531 0.1259 0.0210 

45° 0.1354 0.7446 0.1200 

90° 0.2047 0.1913 0.6040 
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Figure V-10. Comparison of the waveforms of the AE signals between two cutting 

speeds:  2 𝒎/𝒎𝒊𝒏  (red) vs. 12 𝒎/𝒎𝒊𝒏  (blue) for 𝑭𝑶𝑨 =  𝟗𝟎∘ . (adapted with 

permission) 

 

Results from previous investigations [125, 165-167] into the machinability of fiber 

reinforced composites suggest that as the cutting speed increases, the surface integrity 

drops. This may be due to the viscoelastic property of the composite materials. Also, higher 

cutting speeds may increase the shear stress on the chip tool interface, which in turn 

increases the strain/elongation of the fibers nonlinearly. For all these reasons, more fiber 

failures may occur (fiber breakages, pull-out and some inefficient shearing causing 

microfiber failures of the cellulose structure), along with more plastic deformation of the 

matrix per unit time for higher speed cutting conditions, resulting in more energy released. 

The evidence can be found in the time portraits of the AE signals (see Figure V-10), which 

were recorded during two experiments with the same 𝐹𝑂𝐴 but different cutting speeds. 

Here the blue lines refer to the AE signal gathered under machining parameters  𝑣 =

12𝑚/𝑚𝑖𝑛 and 𝐹𝑂𝐴 = 90∘, and the red-lined AE signal is from the experiment with 𝑣 =
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2𝑚/𝑚𝑖𝑛 and 𝐹𝑂𝐴 = 90∘. It may be noticed that even under the same fiber orientation 

angle, a higher cutting speed (12m/min) may result in a larger AE envelope. That is, when 

analyzing the cutting mechanisms with respect to different fiber orientations, the cutting 

speed also needs to be considered. Clearly, the increase in the AE amplitude due to an 

increase in the cutting speed may be attributed to the increase in the material shear rates, 

and hence the sources of AE increase with an increase in the cutting speed.  

Table V-3. Accuracy of 𝑭𝑶𝑨 classification for various fiber orientations under each 

cutting speed (m/min) (in comparisons with LDA). (adapted with permission) 

Random 
Forest  𝒗 = 𝟐 𝒗 = 𝟒 𝒗 = 𝟔 𝒗 = 𝟖 𝒗 = 𝟏𝟎 𝒗 = 𝟏𝟐 

0 vs 45 0.9719 0.9583 0.9313 0.9396 1.0000 0.9031 

0 vs 90 0.9594 0.9656 0.9563 0.9492 0.9281 0.8750 

45 vs 90 0.9938 0.9792 0.9478 0.9271 0.9667 0.9031 
 

LDA 𝒗 = 𝟐 𝒗 = 𝟒 𝒗 = 𝟔 𝒗 = 𝟖 𝒗 = 𝟏𝟎 𝒗 = 𝟏𝟐 

0 vs 45 0.7188 0.7125 0.6281 0.5688 0.7625 0.6219 

0 vs 90 0.6469 0.7031 0.7656 0.6680 0.5688 0.5844 

45 vs 90 0.6813 0.6901 0.5344 0.5625 0.6563 0.6875 

 

 

The performance of the random forest model (in terms of classification accuracy) 

for identifying the correct FOA using AE signals collected at six different cutting speeds 

was compared with that of LDA (see Table V-3). Three cases of different FOAs (0° vs. 

90°, 0° vs. 45°, and 45° vs. 90°) were investigated under each cutting speed. Compared 

with LDA, the random forest’s accuracy for discerning fiber orientations increased by 

~30% (from 65% to 94.8%). As noted earlier, such an improvement is a consequence of 

the random forest relaxing the strong assumption LDA makes on how features are clustered 

and distributed. Pertinently, the random forest employs an ensemble of decision trees, such 
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that each tree is trained using a different, random subset of the features at each split of the 

tree model. This avoids the correlation between selected features.  Also, the random forest 

provides metrics that help with feature selection as well as interpretation of the 

classification results. Specifically, it generates the quantifiers, such as Gini Index, to 

statistically indicate the extent to which every feature contributes to the classification 

accuracy. 

 
Figure V-11. GINI indices of the significant frequency components for three 𝑭𝑶𝑨 

classifiers: a) 𝟎∘𝒗𝒔. 𝟒𝟓∘ , b) 𝟎∘𝒗𝒔. 𝟗𝟎∘ , and c) 𝟒𝟓∘𝒗𝒔. 𝟗𝟎∘ . The spectrograms of the 

juxtaposed AE signals show the differences in the frequency contents among these 

three cases, d) 𝟎∘𝒗𝒔 𝟒𝟓∘ , e) 𝟎∘𝒗𝒔 𝟗𝟎∘ , and f) 𝟒𝟓∘𝒗𝒔 𝟗𝟎∘ ). The most significant 

frequency features are highlighted by pink-colored frames. (reprinted with 

permission) 
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The Gini index values for three cases are listed in the Figure V-11 a), b) and c);  

Figure V-11 d) to f) depict the comparisons of the spectrograms corresponding to these 

three cases (0∘𝑣𝑠. 45∘
, 0∘𝑣𝑠. 90∘

, and 45∘𝑣𝑠. 90∘
), where the vertical red line in each figure 

segments two orientation conditions. Note that here the pink blocks highlight the most 

significant frequency features (with highest Gini index values) suggested by the results 

from the random forest classification. Early work[168, 169] suggests that AE signals with 

a frequency response above 350kHz during failure tests of fiber reinforced composites are 

more related to fiber breakage. Our case clearly shows that the most significant spectral 

features that distinguish 0∘
 from 45∘ and 90∘

 are above 350kHz. This finding can be 

verified, as in the power spectrums of both Figure V-11 d) and e), more energy in high 

frequencies (above 350kHz) is observed for 𝐹𝑂𝐴𝑠 = 45∘ and 90∘
 compared to  𝐹𝑂𝐴 =

0∘ . When we compare the cutting processes for 45∘
 vs. 90∘

, the differences in the 

frequency components are less discernible, but the random forest model is able to select 

significant frequency features [ frequency bands 260kHz~ 280Hz and 220~240kHz, as 

highlighted in Figure V-11 f)] to recognize different fiber orientations (45∘
 vs. 90∘

) for 

cutting NFRPs. Such different features in certain high frequency bands suggest that the 

different responses of the AE sensor may be related to different types of failure 

modes/cutting mechanisms. 
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AE signatures and the fracture energy during NFRP machining  

 
Figure V-12.  A schematic diagram showing the cutting mechanisms under different 

fiber orientation angles (𝑭𝑶𝑨s) [170]. (reprinted with permission) 

 

Unlike the brittle failure mechanisms that occur when cutting synthetic fiber (e.g., 

carbon and glass fiber) reinforced composites with the thermoset polymer matrix, the 

NFRP sample with the thermoplastic polymer matrix possesses high flexibility and follows 

ductile deformation behavior when undergoing transverse shear stress during orthogonal 

cutting [128]. For 𝐹𝑂𝐴 = 0∘
, the cutting process is dominated by the matrix deformation 

under the shearing zone with some amount of debonding of the fibers along the cutting 

direction (matrix-fiber shearing) with a few episodes of fiber pull-out and microfiber 

failures (see Figure V-12). At 𝐹𝑂𝐴 = 45∘
 and 90∘

, however, micro-failures across the fiber 

axis are prevalent, due to the shearing and tensile forces. Also, for the process under 

𝐹𝑂𝐴 = 45∘
, the interfacial shearing along the fiber orientation causes debonding between 

the fiber and the PP matrix. Moreover, intermittent fracture is one mechanism under 

𝐹𝑂𝐴 = 90∘
 that results in fiber tensile failure and/or pull-out towards the cutting direction 

with a sudden increase in cutting force. 

Cutting direction 

𝐹𝑂𝐴 = 0∘ 𝐹𝑂𝐴 = 90∘ 𝐹𝑂𝐴 = 45∘ 



 

143 

 

Figure V-13 shows the schematic diagrams of the chip formation of NFRPs under 

different 𝐹𝑂𝐴’s. It may be noticed that because of the different orientation of fibers, the 

microstructure (elementary/bundle fibers and matrix-fiber bounds) may undergo 

anisotropic stress/strain, resulting in the distinct failure modes of the NFRP components 

during the material removal process. Consequently, the internal failures of the composites 

may manifest as different modes (e.g., fiber breakage and fiber-matrix debonding). The 

fracture energy released from such different failure modes may contribute to the generated 

AE waveform. The following fracture energy analysis of the cutting processes for NFRPs 

provides a theoretical explanation of the differences in the released fracture energy due to 

different microstructure variations and cutting speeds under each fiber orientation 

condition.  

 
Figure V-13.  The schematic diagrams showing the cutting modes and chip formation 

for different fiber orientations (𝑭𝑶𝑨s): a) 𝟎∘ and b) 𝟗𝟎∘. (reprinted with permission) 

 

As for the orthogonal cutting processes only for thermoplastic composites such as 

the PP-matrix in the tested NFRP samples, the power released during the shear stress can 

be formulated as: 

a) b) 
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𝐸𝑆 =
𝐹𝑆⋅𝑉𝑆

𝑏⋅𝑡𝑢⋅𝑉
=

𝐹𝑆

𝑏⋅𝑡𝑢
⋅

𝑐𝑜𝑠𝛼

cos(𝜙−𝛼)
                                                    (7) 

where 𝑉𝑆 is the shearing speed, 𝑉 is the cutting speed, 𝑏 is the chip width, 𝑡𝑢 is the uncut 

chip thickness (100 𝜇𝑚) and 𝛼 is the rake angle. The shear angle, 𝜙, is a function of the 

rake angle, 𝛼, and the friction angle, 𝛽, i.e., 𝜙 =
𝜋

4
−

1

2
(𝛽 − 𝛼). Then the shear force, 𝐹𝑆, 

around the shearing zone can be formulated as [165]: 

𝐹𝑠 = 𝐴𝑠 ⋅ 𝜏 =
𝑡𝑢𝑏

sin(𝜙)
⋅ 𝜏                                                         (8) 

Here 𝜏  refers to the shear strength of the matrix. Overall, the energy from the 

deformation of the thermoplastic composite is 𝐸𝑆 =
𝑐𝑜𝑠𝛼

cos(𝜙−𝛼)⋅𝑠𝑖𝑛𝜙
⋅ 𝜏. 

For different fiber orientation angles (𝐹𝑂𝐴s), the cutting mechanism may vary, and 

in turn the total energy for each 𝐹𝑂𝐴 may differ. In addition to the energy released from 

the plastic deformation of the PP matrix due to the combined shear and tensile forces, the 

following components may contribute to the fracture energy under different 𝐹𝑂𝐴s. 

For the cutting condition when 𝐹𝑂𝐴 = 0∘, the cutting mechanism is related mainly 

to matrix deforming and very little fiber-matrix debonding and/or interfacial shearing of 

fibers. The matrix shear debonding energy is denoted by 𝑊𝑆 , with the propagating failure 

at distance 𝐿, given by[171]: 

𝑊𝑆 = 2𝜋𝑟0𝜏0𝐿/𝛾                                                             (9) 
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Here 𝑟0 is the fiber radius, 𝜏0 is the maximum  boundary shear stress at the fracture 

and the stress concentration coefficient 𝛾 = (
2𝐺

𝐸
)

1

2
/𝑟0 ⋅ ln (

𝑟1

𝑟0
), where 𝑟`1 − 𝑟0 is the matrix 

thickness, 𝐺 is the matrix shear modulus and 𝐸 is the elastic modulus of the fiber. 

Based on a square packing geometry assumption, the fracture energy per unit area 

𝐴 of such a condition can be rewritten as [171]: 

𝑊(0)

𝐴
=

𝑊𝑆
(0)

𝐴
= 𝜏0 (

𝐸

2𝐺
)

1

2
𝐿𝑏𝑓1(𝑉)𝑓2(𝑉)                                      (10) 

In contrast, for 𝐹𝑂𝐴 = 90∘  [shown in Figure V-13 b)], the flax fibers in the 

workpiece undergo stresses along the fiber matrix boundaries in the primary shear zone. 

Hence, the energy released during orthogonal cutting consists of 1) the matrix material 

deformation in the shear zone, 2) fiber failure (breakage and pull-out from the matrix), 3) 

interfacial friction between fiber matrix bonds, 4) chip motion and material entanglement 

on the rake face, and 5) the interaction between clearance face of the tool and the machined 

surface. In the following section we only consider the AE energy released from the sources 

1-3. This is because these are considered as the primary sources of AE during NFRP 

machining, and they can be physically related to the underlying microdynamics, especially 

the material removal mechanisms prevailing under different fiber orientations.  

The summation of the friction energy [171] between the fiber and the matrix 

boundary with a constant friction force,  𝜏𝑓 =
𝑓

𝜋𝑑
𝑑𝑥, between the fibers and the boundary 

of the matrix in the effective region/length of 𝑙 is:  

𝑃𝑓 = 𝜋𝑑𝜏𝑓𝑙                                                              (11) 
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When a debonded fiber separates off over length 𝑙 = 𝐿𝑓 inside the matrix, the friction work, 

𝑊𝑓, between the fiber and the matrix can be formulated as: 

 𝑊𝑓 = −∫ 2𝜋𝑟0𝜏𝑓𝑑𝑙
𝑙=0

𝑙=𝐿𝑓
= 𝜋𝑟0𝜏𝑓𝐿𝑓

2
                                           (12) 

The fracture energy for the fiber breakage/ pull-out is [171]:   

𝑊𝐷 =
𝜋𝑟𝑜

2

2𝐸
∫ (𝜎 −

2𝜏𝑓𝑙

𝑟
)
2

𝑑𝑙
𝑙=𝐿𝐷

𝑙=0
                                         (13) 

By substituting 𝐿 = 𝑟0𝜎/2𝜏𝑓, we have 

𝑊𝐷 =
𝜋𝑟𝑜

2𝜎2𝐿

6𝐸
                                                            (14) 

Considering the cutting speed and the square packing geometry assumption, in 

addition to the energy released from the matrix deformation, the fracture energy under 

𝐹𝑂𝐴 = 90∘ contains the following: 1) the energy released from fiber tensile failure per unit 

area 𝐴,  
𝑊𝐷

𝐴
=

𝜎0
2

12𝐸
 𝐿𝑏𝑓2

(𝑉), and 2) the energy released from friction per unit area 𝐴,  
𝑊𝑓

𝐴
=

𝜏𝑓𝐿𝑓

2𝑟0
𝑓

2
(𝑉) . Here, the maximum debonding length 𝐿𝑏 = 𝑟0  and the volume fraction 

functions are 𝑓
1
(𝑉) = ln (

𝑟1

𝑟0
) = {ln [(

𝜋

𝑉
)

1

2 − 1 ]}

1

2

, 𝑓
2
(𝑉) = 𝑉 , and 𝑓

3
(𝑉) = (

𝑉

𝜋
)

1

2
 [172]. 

The maximum debonding length is 𝐿𝑏 =
𝑟0

𝜏𝑓
[
𝜎𝑏

2
− 𝜏0 (

𝐸

2𝐺
)

1

2 𝑓
1
(𝑉)] and we assume that 𝐿𝑓 ≈

𝐿𝑏. Hence, as the cutting speed, 𝑣, increases, more area, 𝐴, is machined per unit time (𝐴 =

𝑏 ⋅ 𝑣, where 𝑏 is the width of the chip and is approximately equivalent to the width of the 

sample for all experiments). Consequently, more fracture energy is released at higher 
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cutting speeds, resulting in significantly different AE envelopes under different cutting 

speeds as suggested in Figure V-10.  

Table V-4. Physical properties of the NFRPs materials. (adapted with permission) 

List of physical properties 

Fiber radius 𝑟0 ~10𝜇𝑚 

Fiber tensile strength 𝜎0 ~500 MPa[173, 174]  

PP matrix tensile strength ~29.5 MPa [174, 175] 

Maximal shear stress debonding ~2 MPa[176] 

Fiber Young Modulus 𝐸 ~50 GPa [174] 

PP matrix Young Modulus 𝐸 ~1 GPa 

Constant frictional stress 𝜏𝑓 7~40 MPa  

Possible range of shearing stress 30 MPa [177][58] 

Fiber volume fracture 𝑉 0.4 

Fiber packing Square (4 nearest neighborhoods) 

Volume fraction functions 𝑓1(𝑉) ≈ 0.7676, 𝑓2(𝑉) = 0.4 and 𝑓3(𝑉) =  0.3568 

 

 

Relative to connecting the AE responses to various failure modes, earlier efforts 

[142, 168, 178] included extensive mechanical tests on the composite materials and applied 

frequency analysis to the resulting acoustic emission signals for different types of failures. 

A summary of the frequency responses of AE signals to different failure mechanisms of 

fiber reinforced composites is listed in Table V-5. Matching significant frequency features 

(results from random forest classifications with the highest Gini coefficients) with the AE 

characteristics (frequency responses) for different failures modes allows us to identify the 
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different failure modes related to the prevalent cutting mechanisms under distinct fiber 

orientations.  

Table V-5. Dominant range of frequency response (kHz) to fracture energy  [178-

180]. 

Failure mode Frequency response (kHz) 

Matrix failure 90~180 

Fiber-matrix debonding 240~310 

Fiber breakage  >350 

 

 

As shown in Figure V-11 a), b) and d), the AE frequency responses ranging from 

350kHz to 440kHz distinguish 𝐹𝑂𝐴 = 0∘ from the other angles. That is, compared to the 

fiber debonding (which has an AE frequency response in the range from 240kHz to 

310kHz) which is prevalent under orthogonal cutting with 0∘
 𝐹𝑂𝐴 , the frequency 

responses related to  fiber breakage (350kHz to 440kHz) are more significant for both 

𝐹𝑂𝐴 = 45∘ and 90∘
. When we compare the results of 𝐹𝑂𝐴 = 45∘ vs. 90∘

, even though the 

differences in frequency components are less noticeable as seen in Figure V-11 f),  the 

random forest approach is capable of picking up most significant frequency features 

(within frequency ranges of 260kHz~ 280Hz and 220~240kHz) to achieve a classification 

accuracy around 95.3%. Table V-5 suggests that these frequency features determining the 

classification accuracy for 𝐹𝑂𝐴 = 45∘ vs. 90∘
 are related to fiber-matrix debonding and 

fiber pull-out [142], which are the fundamental cutting mechanisms that  distinguish the 

machining processes between 𝐹𝑂𝐴 = 45∘  and 90∘
 [170]. As for the 45∘

 orientation 
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position, the cutting mechanism consists of compression induced interfacial shearing along 

the fiber orientation direction that causes fiber-matrix debonding; for 𝐹𝑂𝐴 = 90∘ , the 

fractures that contribute predominantly to  fiber pull-out emerge intermittently (this may 

be one reason that the AE waveform under 90 degrees shows a significant transient pattern 

compared to the others). Moreover, fiber breakage is prevalent for both 𝐹𝑂𝐴 = 45∘
 and 

90∘
 cases. This prevalence may be one reason that the AE frequency responses (350kHz 

to 440kHz) to the fiber breakage are less significant in discerning the changes between 

cutting mechanisms under 𝐹𝑂𝐴 = 45∘ and 90∘
 conditions. 

 

Conclusions  

This chapter presented the framework of an in-process monitoring scheme for 

machining processes of NFRP materials. Using a random forest model, we showed that the 

AE signals contain relevant information pertaining to the process. The main contributions 

of this chapter are as follows. 

• An in-process monitoring scheme with a multiple-sensor setup for gathering the 

vibrations as well as the acoustic emission information during orthogonal cutting 

of the NFRP has been discussed. Different machining conditions and material 

removal routes were analyzed using the AE signals, namely, a) cutting vs. no 

cutting, and b) cutting with different fiber orientations; 

• A random forest algorithm was applied for supervised monitoring of the processes 

with accuracy around 95% to distinguish various fiber orientations towards the 

cutting direction that are related to distinct cutting mechanisms. Results from the 
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random forest approach indicate that the high frequency information from the 

captured acoustic emission signals reflects fundamental cutting mechanism 

changes; 

• Further analysis shows that the most significant frequency responses determining 

the accuracy of the random forest model are highly related to the distinct failure 

modes under various fiber orientation conditions. Hence, the presented approach 

connects the AE characteristics to the microdynamics of machining NFRPs. 

We note that the AE features considered in the present work aggregates multiple 

mechanisms prevalent during the machining of NFRP composites. Process conditions, 

especially the cutting speed determines the material deformation rate. Since AE is released 

from the various material deformation and fracture mechanisms during NFRP machining, 

the time and frequency characteristics of the AE waveform varies with the cutting speed. 

The cutting speed also affects the dynamics of fiber deformation and fracture, matrix 

failure as well as the actions at the primary and the secondary and tertiary deformation 

zones. Particularly, this variation in the AE waveform characteristics in the 50-100 kHz 

band (as noted by the Gini index) can be used to identify the process condition, including 

the cutting speed and 𝐹𝑂𝐴 . The AE waveforms, as gathered, is a composition of 

elementary AE pulses released from the various different sources. Towards using the 

results of these predictions for process control, it would be desirable to isolate the 

contributions of individual source in the measured AE signal. Also, for future work, other 

factors, such as the effect of fiber (bundle) distributions and chip formations, need to be 

considered for further AE analysis. Further advances in the analytical approach is needed 
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for identifying how the various transient components from specific sources are composed 

in the measured AE signals to diagnose incipient anomalies during the machining of 

NFRPs. We also note that the present approach can be applied for predicting process 

conditions during machining of different types of composite materials. Further 

experimental studies within machining of alternative composites materials (e.g., synthetic 

fiber-reinforced plastics or bio-composites) are needed to identify the chief material 

removal and surface modification mechanism, characterize the resulting AE waveforms, 

as well as to develop practical methods to monitor in machining process performance and 

surface quality in real-time.   
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CHAPTER VI  

BIDIRECTIONAL GATED RECURRENT NEURAL NETWORKS (GRNNS) BASED 

SMART ACOUSTIC EMISSION (AE) SENSING OF NATURAL FIBER 

REINFORCED PLASTIC (NFRP) COMPOSITE MACHINING PROCESS 

Preface 

This chapter investigates an in-process monitoring approach using Acoustic Emission 

(AE)—elastic waves sourced from various plastic deformation and fracture mechanisms—to 

characterize the variations in the NFRP machining process. Existing analytic tools are incapable of 

handling the transient dynamic patterns in AE signals, and how process conditions and the 

underlying material removal mechanisms affect these patterns. To address this gap, two types of 

the bidirectional gated recurrent neural network (BD-GRNN) models are developed to predict the 

process conditions based on dynamic AE patterns. The AE signals gathered from orthogonal cutting 

experiments on NFRPs samples performed at 6 different cutting speeds and 3 fiber orientations are 

used for testing the performance of the models. The results from the experimental study suggest 

that BD-GRNNs can correctly predict (around 87% accuracy) the cutting conditions based on the 

extracted temporal-spectral features of AE signals. 

 

Introduction  

Natural Fiber Reinforced Polymer (NFRP) composites are becoming increasingly 

attractive for various industrial applications for industries such as automotive, construction 

and aerospace [181] as NFRPs offer an attractive balance between cost, carbon footprint 

and performance. Most of the emerging industrial applications necessitate machining of 

these NFRP composite panels to dimensional tolerances of ±1mm and surface roughness 
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within 1 𝜇m. Currently, machining process is crucial for realizing NFRPs’ functionality as 

the machined surface quality is highly related to the bearing of mechanical property of the 

NFRP products. However, NFRPs possess complex material characteristics, such as 

viscoelastic behaviors and thermal effect [182]. Especially, their complex multi-scale 

structure poses significant challenges for machining. Due to the natural fibers’ cellulose 

structure and their orientations in the composites, these randomly distributed 

elementary/bundle fibers within the matrix basis introduce distinct material removal 

mechanisms, create surface conformity issues and consequently influence the overall 

machinability of such a material for industrial applications. 

Researchers have been investigating smart sensing approaches for real-time 

monitoring and anomaly diagnosis[137]. For NFRP machining, such a real-time sensing 

approach may facilitate the machining process characterization, the evaluation of machined 

surface quality, and timely intervention for in-process quality assurance. Among various 

sensor candidates, acoustic emission (AE) sensor shows potentials for in-process 

monitoring of the cutting processes at precision level (depth of cut within tens of 

micrometers). The AE waves gathered during the machining process are sourced from the 

(elasto-)plastic deformation, fracture and friction at interfaces between cutting tool, 

workpiece and chip of machining processes [143, 183, 184]. Besides, AE waveforms are 

also related to the crack formation and chip breakage and/or entanglement during the 

material removal process. However, such elastic transient waves during machining 

processes may be highly interfered by the environmental noises, and consequently they are 
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with low signal-to-noise ratio (SNR). The challenge stays as to how to analyze such 

nonstationary signals with strong transient behaviors.  

Two  representative time portraits of the AE’s transient patterns are listed in the 

Figure VI-1 a) shows a continuous AE signal with low energy and long decaying time, 

while Figure VI-1 b) depicts a burst patterned AE waveform which oftentimes contains 

higher frequency responses with sharp rising and decaying times[185]. During a NFRP 

cutting process, fast streamed AE data may exhibit both types of behaviors, continuous 

waveforms combined with (irregular) intermittent bursts. Each of the waveform patterns 

may be due to the energy released from a distinct material removal mechanism. Hence, the 

prominent thrusts towards analyzing the AE waveforms may be related to how to connect 

the short-time dependent waveform patterns (intermittent bursts and resultant time-varying 

frequency responses) with different cutting conditions that result in changes of the 

fundamental cutting mechanisms.  

 
Figure VI-1. The representative AE waveforms showing a) AE bursts and b) 

stationary emission [185].  

a) b) 
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From the perspective of the dynamic system, this transient behavior is referred to 

as dynamic intermittency [5]. The transitions between intermittent bursts and laminar 

phases from such a system create nonstationarity with time-variant dependency. Thus far, 

analyzing the intermittent AE signals is still challenging. In this chapter, we present a 

sensor-based monitoring approach for smart sensing and AE characterizations for 

machining NFRPs. To address this gap, we investigate the Gated Recurrent Neural 

Network (GRNN) models to relate the AE waveform features to different process 

conditions and the underlying material removal mechanisms of machining NFRPs. During 

the orthogonal cutting experiments, AE signals were gathered from the testbed equipped 

with multi-sensor data acquisition system. To connect the AE signal patterns to the 

machining mechanisms of NFRPs cutting, we employ GRNN models for characterizing 

the temporal-spectral features of AE signals. The rest of this chapter is organized as 

follows: the framework of the presented approach is introduced in Sec. 2. The experiment 

details about orthogonal cutting experimental setup, implementation of GRNN models and 

the results for AE characterizations are presented in Sec. 3. Sec. 4 provides concluding 

remarks. 

Recurrent Deep Learning Approaches 

This section shows the framework of Gated Recurrent Neural Network (GRNN) 

for characterizations of AE signals for NFRP cutting. Figure VI-2 summarizes the 

schematic diagram for implementing GRNNs. First, sensor signals were recorded with 

various cutting conditions [varying cutting speeds (𝑣) and fiber orientation angles (𝐹𝑂𝐴)]. 

The temporal-spectral features were extracted using a sliding-windowed time-frequency 
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analysis over specified micron-seconds long time windows. To handle the time-varying 

frequency response of the AE signal and relate it to different machining conditions during 

NFRPs cutting, the temporal-spectral features are directly treated as the input series in the 

GRNN for characterizing the cutting processes. Hence, it avoids ad-hoc feature selection. 

The GRNNs were then developed for characterizing the time-spectral features of AE 

waveforms. 

 
Figure VI-2. A schematic diagram of the presented research approach. 

 

General Structure of LSTM and GRU 

The general recurrent neural network (RNN) can be presented as follows:  

𝒉𝒕 = 𝓗(𝑾𝒙𝒉𝒙𝒕 + 𝑾𝒉𝒉𝒉𝒕−𝟏 + 𝒃𝒉)                                       (1) 

𝒚𝒕 = 𝑾𝒉𝒚𝒉𝒕 + 𝒃𝒚                                                                 (2) 

where 𝑥𝑡’s, 𝑦𝑡’s and ℎ𝑡’s are the inputs, outputs and the hidden states, the matrices 𝑊’s 

are weight matrices, ℋ is the hidden layer function and the 𝑏’s are the bias vectors (𝑏ℎ is 

hidden bias vector and 𝑏𝑦 is output bias vector). Here two models of the GRNNs, namely 
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Long-Short Time Memory (LSTM) cell and Gated Recurrent Unit (GRU), are introduced. 

The LSTM uses the input, forget and output gates, and the GRU model uses the reset and 

update gated units. Both LSTM and GRU apply these gated units to track time-dependent 

recurrence relations while mitigating the issues of vanishing and/or exploding gradient 

problems [186]. In this chapter, we developed both LSTM and GRU based approaches for 

constructing the gated recurrent neural network to capture the transient nature of AE, and 

based on the comparisons between two presented GRNN approaches using numerical and 

experimental case studies, we further applied the optimal model for characterizations of 

AE signals during the machining processes on the NFRPs. The details about these two 

models are described in the following subsections.  

 

Long Short-Term Memory (LSTM) Cell  

The LSTM considers the dependencies on previous states at different timescales by 

applying input, forget and output gates. This feature may help capture the intermittent 

transient data with time-variant long-short time dependencies. One can formulate the 

structure of the LSTM cell as follows:  

𝒊𝒕 = 𝝈(𝑾𝒙𝒊𝒙𝒕 + 𝑾𝒉𝒊𝒉𝒕−𝟏 + 𝑾𝒄𝒊𝒄𝒕−𝟏 + 𝒃𝒊)                                               (3) 

𝒇𝒕 = 𝝈(𝑾𝒙𝒇𝒙𝒕 + 𝑾𝒉𝒇𝒉𝒕−𝟏 + 𝑾𝒄𝒇𝒄𝒕−𝟏 + 𝒃𝒇)                                            (4) 

𝒄𝒕 = 𝒇𝒕𝒄𝒕−𝟏 + 𝒊𝒕 𝐭𝐚𝐧𝐡 (𝑾𝒙𝒄𝒙𝒕 + 𝑾𝒉𝒄𝒉𝒕−𝟏 + 𝒃𝒄)                                      (5) 

𝒐𝒕 = 𝝈(𝑾𝒙𝒐𝒙𝒕 + 𝑾𝒉𝒐𝒉𝒕−𝟏 + 𝑾𝒄𝒐𝒄𝒕 + 𝒃𝒐)                                                 (6) 

𝒉𝒕 = 𝒐𝒕𝐭𝐚𝐧𝐡 (𝒄𝒕)                                                                                       (7) 
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where 𝜎 is the activation function (which often time is selected as the logistic sigmoid 

function), and 𝑖, 𝑓, 𝑜 and 𝑐 are respectively the input gate, forget gate, output gate and cell 

activation vectors (with the same size as the hidden vector ℎ). The matrices 𝑊’s are the 

weight parameters for different memory cells: 𝑊𝑥𝑖 is the weight matrix for the input gate, 

𝑊ℎ𝑖 is the matrix connecting hidden layer and the input gate, and 𝑊𝑐𝑖 connects the cell 

activation and the input gate. 𝑊𝑥𝑓, 𝑊ℎ𝑓 and  𝑊𝑐𝑓 are the matrices connecting the inputs, 

the hidden layers and the activation vector to the forget gate, and similarly, 𝑊𝑥𝑜 , 𝑊ℎ𝑜 , 

𝑊𝑐𝑜 are the matrices connecting inputs, hidden layers, and activation vector to the output 

gate. 𝑏’s are the bias vectors (e.g., 𝑏𝑖 is input gate bias vector and 𝑏𝑓 is forget gate bias 

vector). 

 
Figure VI-3. A schematic diagram showing the structure of a LSTM cell [187]. 
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Gated Recurrent Unit (GRU) 

Compared to the LSTM cell, the general GRU unit does not possess a separated 

memory (𝑐𝑡) or the output gate. Instead, it applies recurrent reset and update units for 

capturing the time dependent features at different time scales [186]. A general GRU can be 

formulated as follows:  

 
Figure VI-4. A schematic diagram showing the structure of a GRU unit [187]. 

 

𝒛𝒕 = 𝝈(𝑾𝒙𝒛𝒙𝒕 + 𝑾𝒉𝒛𝒉𝒕−𝟏 + 𝒃𝒛)                                                  (8) 

𝒓𝒕 = 𝝈(𝑾𝒙𝒓𝒙𝒕 + 𝑾𝒉𝒓𝒉𝒕−𝟏 + 𝒃𝒓)                                                 (9) 

�̃�𝒕 = 𝐭𝐚𝐧𝐡 (𝑾𝒙�̃�𝒙𝒕 + 𝑾𝒓�̃�(𝒓𝒕 ∘ 𝒉𝒕−𝟏) + 𝒃�̃� )                          (10) 

𝒉𝒕 = (𝟏 − 𝒛𝒕)𝒉𝒕−𝟏 + 𝒛𝒕�̃�𝒕                                                          (11) 

Here 𝑧𝑡 and 𝑟𝑡 are respectively update gate and reset gate vectors, the activation ℎ𝑡 at time 

𝑡 is a linear interpolation between the previous activation ℎ𝑡−1 and the candidate activation 

ℎ�̃�, 𝑏’s are the bias vectors for different cells (𝑏𝑧, 𝑏𝑧 and 𝑏ℎ̃ are the bias terms for the update 

gate, the reset gate and the candidate activation ℎ̃⋅ , respectively), 𝑊 ’s are the weight 
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matrices (e.g., 𝑊𝑥𝑧   is the matrix between the inputs 𝑥  and the update gate 𝑧) and the 

activation function 𝜎  is chosen with the sigmoid kernel. The operator ∘  denotes a 

Hadamard product.  

Bidirectional LSTM and GRU 

As one drawback of the RNNs, they only consider the previous information for 

inferencing the system outputs, the bidirectional gated recurrent neural network (BD-

GRNN) is applied to characterize the AE signal with the transient nature by considering 

the forward and backward states for inferencing the transient burst and jumps between 

sojourns/ stationary segments. In general, the BD-GRNN contains two sets of layers (one 

for forward information and the other from the backward direction). One can extend the 

formulas to a BD-GRNN as follows:  

�⃗⃗� 𝒕 = 𝓗(𝑾𝒙�⃗⃗� 𝒙𝒕 + 𝑾�⃗⃗� �⃗⃗� �⃗⃗�
 
𝒕−𝟏 + 𝒃�⃗⃗� )                                                (12) 

�⃗⃗⃐�𝒕 = 𝓗(𝑾𝒙�⃗⃗⃐�𝒙𝒕 + 𝑾�⃗⃗⃐��⃗⃗⃐��⃗⃗⃐�𝒕−𝟏 + 𝒃�⃗⃗⃐�)                                                (13) 

𝒚𝒕 = 𝑾�⃗⃗� 𝒚�⃗⃗�
 
𝒕 + 𝑾�⃗⃗⃐�𝒚�⃗⃗⃐�𝒕 + 𝒃𝒚                                                          (14) 

The BD-GRNN contains the forward hidden sequence ℎ⃗ , the backward hidden sequence ℎ⃗⃐ 

and the output sequence 𝑦. The matrices 𝑊. ’s are different weights for the associated layers 

(e.g., 𝑊𝑥ℎ⃗⃗⃐ connects the inputs 𝑥 and the backward hidden layer ℎ⃗⃐). 𝑏ℎ⃗⃗ , 𝑏ℎ⃗⃗⃐ and 𝑏𝑦 are the 

bias vectors for forward hidden layer, backward hidden layer and the output layer, 

respectively.  
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Figure VI-5. A schematic diagram of a BD-GRNN neural network where each blue 

colored box represents a gated unit. 

 

As suggested by the schematic diagrams of LSTM and GRU in Figures 3 and 4, it 

may be noticed that, compared to the conventional RNN, the gate units in LSTM and GRU 

(e.g., the memory cell of the LSTM and the update/reset gate of the GRU) keep the present 

states and add the new content on top of it, which in turn constructs the recurrent relations 

(similar to the iterative map for modeling the nonstationary dynamic systems). Such a 

scheme provides prominent feature towards capturing the transient behaviors of the input 

data. 

 

Capturing transient behaviors using LSTM and GRU  

An illustrative example based on the chord progression of major pentatonic scale is 

presented to demonstrate the capability of the presented approach for characterizations of 

transient processes. As noted earlier, such a chord progression follows an intermittent 

Outputs  

Backward Layer 

Forward Layer 

Inputs 𝑥𝑡 𝑥𝑡−1 𝑥𝑡+1 

𝑦𝑡  𝑦𝑡−1 𝑦𝑡+1 … … 

… … 



 

172 

 

dynamics [6], and is therefore well-suited to illustrating the performance of our approach. 

Figure VI-6 shows a representative snippet of the symbolic sequence of chord progressions. 

Here the y axis represents different chords (each chord is tokenized with a unique number) 

and x axis is the time index. It may be noticed that the simulated chord sequences are with 

intermittent transitions between different scales.  

 

 
Figure VI-6. A plot of the symbolic sequence showing the tokenized chord 

progressions. Each chord is encoded with a unique number, i.e., {1: ‘B', 2: ‘E', 3: ‘Bb', 

4: ‘F', 5: ‘A', 6: ‘D', 7: ‘G', 8: ‘C'}. 

 

The implemented model has two layers of the gated units for both forward and 

backward directions with a detailed structure as plotted in Figure VI-7 b). Each layer is set 

with neuron nodes as 100, the batch size is set as 40, and the training epoch is selected 

around 30 to ensure that the loss function value during training converges to its minimal. 

The prediction performance on the trained BD-LSTM as well as BD-GRU is tested on 

simulated chord progressions.  
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The results of BD-LSTM for one-step and 5-step look ahead predictions (i.e., 

forecasts) are correspondingly shown in Figures 8 a) and c). In comparison, Figures 8 b) 

and d) include the prediction results from BD-GRU for one and 5-step forecasting. The 

observations (symbolic sequence) are plotted using blue solid lines while the dash red lines 

represent the estimated sequences. Remarkably, as illustrated in the magnified block 

(green-colored) in Figure VI-8, the BD-GRNN model is able to capture the transitions 

between scales as it accurately predicts the jumps among multiple sojourns (in-between 

segments of the chord progressions). It is evident that both one-step and 5-step predictions 

for both BD-LSTM and BD-GRU models possess high accuracies demonstrated by nearly 

100% for the R-squared values as shown in Table VI-1. 

 
Figure VI-7. a) a schematic diagram for the structure of input variables, b) the 

hierarchical structure of the bidirectional neural network and c) the losses with 

training and cross-validation. 
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Figure VI-8. Result comparisons of one(multi)-step ahead of predictions where a) and 

c) are generated from BD-LSTM and b) & d) list the results from the BD-GRU model. 

Here the predicted sequences are plotted with red dash lines, the ground truth is 

shown using the blue lines, and the green colored dash squares magnify the snip of 

prediction result. Both one-step [a) BD-LSTM vs. b) BD-GRU] and multi-step [c) BD-

LSTM vs. d) BD-GRU] predictions suggest that two developed models can finely 

capture the jumps between stationary segments of the chord progression transitions. 

 

Table VI-1. Accuracy for symbolic sequence prediction. 

R-squared One step Five steps 

BD-LSTM 0.99 0.99 

BD-GRU 0.99 0.99 

 

a) 

c) 

b) 

d) 

BD-LSTM BD-GRU 



 

175 

 

From the numerical case study, one can conclude that the developed BD-GRNNs 

can properly capture the complicated recurrence relations between states. The transient AE 

signals may exhibit similar recurrent patterns, which combines irregular bursts and 

stationary segments caused by the material fracture and intermittent dislocations during 

machining. Hence, the presented approaches have prominent application merits towards 

capturing the intermittent AE waveform signals for monitoring machining process: as the 

model trains the gates to construct the recurrence relations using the sequential data, it 

captures the transient behaviors of the AE signals under different machining conditions. 

To test the presented approach towards smart sensing for AE characterizations, an 

experimental case study on machining NFRP processes was further investigated. Details 

on the experiment setup as well as the case study results are presented in the following 

sections. 

The Temporal-spectral based GRNN for AE Characterizations  

Experimental setup, signal processing and feature extraction 

Multiple sets of experiments were conducted on an orthogonal cutting testbed as 

shown in the schematic diagram in Figure VI-9. The configuration is applied with the same 

setup described in Chapter V.  
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Figure VI-9. A schematic diagram showing the experimental setup: a) the orthogonal 

cutting process with mounted AE and vibration sensors, and b) the collected signals 

from AE sensor and two vibration sensors during an orthogonal cutting experiment 

(𝑭𝑶𝑨 = 𝟎∘ and 𝒗 = 𝟒 𝒎/𝒎𝒊𝒏). 

 

A set of the representative sensor signals synchronously collected from the two 

accelerometers (separately mounted on the tool holder and the workpiece holder) and the 

AE sensor (on the tool holder) is shown in Figure VI-9 b). It may be noticed that the 

Accelerometer 2 (attached to the workpiece holder) can properly separate the dynamics of 

the cutting and the non-cutting stages due to its sudden increase in amplitude when the 

cutting initiates. This allows us to isolate the signals of the cutting and the non-cutting 

stages.  

Here the feature extraction is similar as described in Sec.4.2 of Chapter V. Note 

that the multi-sensor setup segments the cutting and the non-cutting phases for the time-

frequency features. 𝜏1 and 𝜏2  are the start and end time stamps of the segment for the 

cutting phase. The response vector 𝒀 , during the cutting phase, contains the control 

parameters for the designed experiments, i.e., 𝒀(𝑡) = [𝐹𝑂𝐴(𝑡), 𝑣(𝑡)]
⊤
 for 𝑡 = 𝜏1 + 𝐿, 𝜏1 +
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Cutting tool 

Feeding 
Direction 

AE sensor 

Accelerometer 2 

a) b) 
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𝐿 + 𝜗, 𝜏1 + 𝐿 + 2𝜗 … ,min (𝑇 , 𝜏2 ), where 𝐹𝑂𝐴 ∈ {0∘ , 45∘, 90∘}  and the cutting speed 

𝑣 ∈ {2,4,6,8,10,12} (𝑚/𝑚𝑖𝑛). Given the time duration 𝑇0 (in seconds) of the recording, 

let 𝑇 = 𝑇0 × 𝐹𝑠 , where 𝐹𝑠  is the sampling rate ( 𝐹𝑠 = 1 MHz for all experiment 

recordings). Then, the extracted features 𝑿’s as well as the process responses 𝒀’s for a 

single recording Ω could be represented in the following format: 

 𝛀 = [𝑿(𝒕)⊤, 𝒀(𝒕)⊤]
⊤

= [𝑿
(𝑳) 𝑿(𝑳+𝝑) 𝑿(𝑳+𝟐𝝑) … 𝑿(𝑻)

𝒀(𝑳) 𝒀(𝑳+𝟐𝝑) 𝒀(𝑳+𝟐𝝑) … 𝒀(𝑻)
]                      (16) 

The GRNN model is applied to capture the empirical relationships of the AE 

spectral features {𝑿(𝑡)} with{𝑦(𝑡)}, where 𝑦(𝑡)  is a subset of the response {𝒀(𝑡)} (e.g., 

𝑦(𝑡) = 𝐹𝑂𝐴(𝑡) for classification of the fiber orientations). To create the GRNN models 

[188], the data augmentation is needed to ensure that all the input sequences for both 

training and testing data to have the same lengths. One straightforward way is to repeat the 

temporal-spectral feature data  {𝑿(𝑡)} and responses {𝑦(𝑡)} in the testing data set until the 

length of  {𝑿(𝑡)} in testing set is equal to {𝑿(𝑡)} in training set. To ensure the training data 

set for each set of parameters has the same data length, we subtract around 250 ms 

information for each cutting experiment. For those recordings with less time duration, a 

sequential looping is applied until such a recording is filled with 250 ms duration. 
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BD-LSTM and BD-GRU for monitoring the cutting condition variations with respect to 

fiber orientations 

Given the extracted time-frequency features {𝑿(𝑡)}  and the response {𝑦(𝑡)} =

{𝐹𝑂𝐴
(𝑡)}, the BD-LSTM & GRU models are applied for classifying the cutting conditions. 

The details of the structure of the BD- LSTM & BD-GRU are described as follows. 

The input as the extracted temporal-spectral features is with the dimension as 

𝑇 × 2499  where 𝑇 is the length/duration of the temporal spectral data with 2499 rows of 

the frequency component ranging from 0 to 500kHz (with 200Hz resolution). Here the 

number of hidden nodes is selected as 40 to predict the outputs (different fiber orientations). 

The batch size is selected as 36. The results from an 18-fold cross validation (which ensures 

the test data contains every condition from 6 cutting speeds × 3 𝐹𝑂𝐴’s) in terms of the 

confusion matrix is listed in Table VI-2. In total, the classification accuracy is around 88% 

for different fiber orientation conditions using BD-GRU.  

Table VI-2. Confusion matrices for various fiber orientations (BD-GRU vs. BD-

LSTM).  
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Both BD-LSTM & BD-GRU were then applied to test the prediction accuracy on 

the sequence of each recording. In total, 36 experiment recordings (with various cutting 

speed and fiber orientations) were selected in training sets and 18 recordings were included 

in testing set. The classification results are listed in the Table VI-3. 

Table VI-3. Testing results for various fiber orientations (BD-GRU vs. BD-LSTM).  

BD-GRU 
Predicted 

0° 45° 90° 

Actual 

0° 1.0000 0.0000 0.0000 

45° 0.3333 0.6667 0.0000 

90° 0.0000 0.0000 1.0000 

 

BD-LSTM 
Predicted 

0° 45° 90° 

Actual 

0° 0.8333 0.1667 0.0000 

45° 0.0000 0.8333 0.1667 

90° 0.0000 0.0000 1.0000 

 

We then compare the results with an earlier investigation on analyzing AE 

characteristics  using random forest (RF) model[13] listed in Table VI-4. Though the result 

from the RF model suggests a statistically significant difference between the study cases 

with 𝐹𝑂𝐴 = 0∘ and all others, it could only recognize the difference for 𝐹𝑂𝐴 = 45∘ and 

90∘ with around 60% accuracy. Comparatively, both BD-LSTM and BD-GRU outperform 

the RF model with consistent accuracy over 87% towards characterizations of AE signals 

related to different cutting conditions (𝐹𝑂𝐴’s), while BD-GRU consistently achieve higher 

accuracy for both training and testing.  
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Table VI-4. Cross-validation results for various 𝑭𝑶𝑨’s using the random forest. 

Confusion Matrix 
Predicted 

0° 45° 90° 

Actual 

0° 0.8531 0.1259 0.0210 

45° 0.1354 0.7446 0.1200 

90° 0.2047 0.1913 0.6040 

 

AE Characterizations under different cutting conditions 

The presented approach was then applied to classify cutting conditions considering 

the effects of both 𝐹𝑂𝐴’s and cutting speeds for machining NFRP. The Gate Recurrent 

Unit (GRU) was applied to construct the BD-GRNN since it achieves higher classification 

accuracy (compared with LSTM) towards characterizations of AE temporal-frequency 

features. The number of nodes 𝑁ℎ is selected as 

 𝑁ℎ =
# 𝑡𝑜𝑡𝑎𝑙 𝑠𝑎𝑚𝑝𝑙𝑒𝑠

𝜂⋅(#𝑜𝑢𝑡𝑝𝑢𝑡 𝑛𝑒𝑢𝑟𝑜𝑛𝑠+#𝑖𝑛𝑝𝑢𝑡 𝑛𝑒𝑢𝑟𝑜𝑛𝑠)
                                     (17) 

where the scaling factor 휂 is set as 2 [189]. Hence, the number of hidden nodes were 

selected as 30 for both the forward and backward hidden layers. The activation function 

uses the tanh function and the batch size equals to 36. The parameters were selected based 

on numerical case studies towards multiple settings of the neural network for achieving the 

highest accuracy. 

Classification results in terms of recall/TPR values for both cutting speeds and fiber 

orientations (in total 18 conditions) are shown in Table VI-5. Each row represents an 𝐹𝑂𝐴 

and columns are the collection of different cutting speeds. It may be noticed that for the 

higher speed conditions (𝑣 = 10 and 12 𝑚/𝑚𝑖𝑛), most cases achieve high TPR (nearly 

100%) for connecting the AE temporal-frequency features to the cutting conditions. 
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However, the classification errors increase when discerning conditions with minor changes 

in cutting speeds under the same 𝐹𝑂𝐴’s.  

Table VI-5. Cross-validation results (Recall/TPR) 

 Recall Cutting speed (m/min) 

𝑭𝑶𝑨 2 4 6 8 10 12 

0 0.9912 0.9621 0.8801 0.6169 0.9231 0.9975 

45 0.8893 0.8001 0.6611 0.8598 0.7470 0.9902 

90 0.7795 0.7064 0.9951 0.9956 0.9804 0.9581 

  

Details about TPR/Recall values given these 18 conditions are listed in Table VI-6, 

where the first column (or row) lists the 𝐹𝑂𝐴’s and the second column (or row) enumerates 

different cutting speeds (𝑚/𝑚𝑖𝑛), the diagonal elements (salmon colored) are the true 

positive rates (TPR), and all the non-diagonal ones represent the false negative rates (FNR). 

Now we investigate the classification errors under each condition. Taking the machining 

condition 𝐹𝑂𝐴 = 0∘  and 𝑣 = 10 𝑚/𝑚𝑖𝑛 as one example, note that even though such a 

condition achieves a high accuracy (over 90% of the TPR), it still has the misclassified 

portion(s) sourced from the condition 𝐹𝑂𝐴 = 0∘ and 𝑣 = 8 𝑚/𝑚𝑖𝑛. Similarly, as for the 

condition as 𝐹𝑂𝐴 = 0∘ and 𝑣 = 2 m/min, its false negatives are mostly classified as the 

conditions with the same orientation (𝐹𝑂𝐴 = 0∘) but the different cutting speed as 𝑣 =4 

m/min.   

 

 

 



 

182 

 

Table VI-6. Confusion matrix for 18 conditions with varying cutting speeds (2, 4, 6, 

8, 10, 12 m/min) and 𝑭𝑶𝑨 (𝟎∘, 𝟒𝟓∘, 𝟗𝟎∘) 

 

 

It may suggest that most false negatives are misclassified in adjacent groups with 

different cutting speeds but the same 𝐹𝑂𝐴 . The reason why AE signatures are more 

distinguishable under different 𝐹𝑂𝐴’s is because that different 𝐹𝑂𝐴’s lead to distinct 

combinations of cutting mechanisms [13]: under all 𝐹𝑂𝐴 = 0∘  conditions, the cutting 

mechanisms are predominantly with the PP matrix removal, and with some fibers 

sliding/shearing along interfacial areas during the material removal; as for the 45∘
 

orientation position, the cutting mechanism consists of compression induced interfacial 

shearing along the fiber orientation direction that causes fiber-matrix debonding; for 

𝐹𝑂𝐴= 90∘ , the fractures that contribute predominantly to fiber pull-out emerge 

intermittently. Different failure modes during material removal may attribute to different 

frequency responses of the AE sensor signals. However, classification results also suggest 



 

183 

 

that minor changes in the cutting speed is still less influential on the variations of the 

resultant temporal-spectral AE features compared to the fiber orientations (𝐹𝑂𝐴’s).  

Despite those groups with comparatively higher false positives (conditions 

misclassified in adjacent cutting speeds), the presented BD-GRU could achieve an overall 

~87% accuracy while the preciously investigated random forest could not correctly 

classified the AE characteristics with respect to the 𝐹𝑂𝐴’s.  

 

Summary and Concluding Remarks 

This chapter presented a framework using recurrent deep learning approach for 

real-time monitoring and characterization of sensor signals under transient phase. The 

temporal-spectral features of AE signals during the NFRPs machining processes were 

selected to test the performance of the presented BD-GRNNs. Admittedly, the feature 

extraction and selection for the temporal spectral components remain a major challenge, 

and investigations into advanced machine learning approach may be needed for efficiently 

selecting energy components within specific frequency band(s). However, the developed 

GRNNs allows a selection of useful information from the time-frequency features (by 

training the weights of each neuron) and uses gated units to capture the underlying process 

dynamics on the time-varying spectral information. Thus, it avoids ad-hoc feature selection 

and extraction. The contributions of this chapter are listed below: 

• A case study for multi-step prediction is presented to show the performance of the 

BD-RNN for capturing the transient nature of signals. The numerical case study 
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results indicate that the GRNN can capture transients (intermittent jumps) between 

stationary segments; 

• The GRNNs (both LSTM and GRU models) are presented for characterizing the 

AE signals with different transient phase patterns (laminar phases, and variations 

on the modulated time series coefficients). The presented approach achieves around 

87% accuracy, which outperforms other advanced machine learning approaches 

such as random forest classification. Thus, GRNNs allow the real-time process 

characterizations for machining NFRPs with changes of machining parameters as 

well as the microstructure variations.  

For the future work, other factors, such as the heterogeneity of the fiber distribution 

over the matrix and chip formations, need to be further considered for characterizations of 

the AE signals for NFRP machining processes.  
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CHAPTER VII  

CONCLUSIONS 

In this dissertation, smart sensing approaches and their implementations in different 

advanced manufacturing processes are provided.  

First, I investigated the nature of dynamics of precision manufacturing processes to 

address associated quality assurance problems. A nonparametric Bayesian model was 

presented to model the inherent nonstationarity (i.e., dynamic intermittency) borne in the 

(ultra)precision machining processes. Such an approach allows timely diagnosis (anomaly 

detection) and intervention for incipient anomalies causing quality issues for precision 

machining processes.  

For in-process surface quality inspection, the vision based approaches are presented 

to 1) quantitively predict the impacts of surface defects on the surface morphology and 2) 

capture the evolution of surface evolution in real-time and implement it in the cyber-

physical environment to realize close-loop control for laser origami sheet forming 

processes. 

Towards advancing the smart sensing/manufacturing, I investigated the capability 

of advanced sensor-based monitoring setup to characterize the manufacturing processes at 

micro-metric level. Extensive experimental case studies suggest that the presented sensor-

based approaches enable connecting the characteristics of AE sensor signals to the 

microdynamics of the machining processes that reflect distinct failure modes. Hence, the 
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presented approach is able to characterize the process for machining NFRPs with changes 

of machining parameters as well as the microstructure variations in real-time.  

There are several topics could be explored in my future research.  

For the real-time vision-based approach, future work could be extended towards 

creating digital-twin of the processes for real-time monitoring, characterizations and 

control with potential applications in other machining processes, such as shaping processes. 

The advanced vision-based approach extended from this project would also be also applied 

to create augmented reality of the shop floor, which offers tremendous advantages towards 

creating cyber-physical smart material handling system/ platform for the shop floor.  

As for in-process monitoring approaches for manufacturing processes, this 

dissertation discusses the approach for characterizations of the dynamics for the processes 

(Chapter II). Furthermore, the investigations into AE sensor (in Chapters V, VI and VII) 

shed significant light on capturing the machining processes using AE features related to 

the microdynamics as well as variations on material microstructure. Future work can focus 

on real-time characterizations of the mechanical property (as such materials possess 

heterogeneity/variations in their microstructures) and/or predictions of achieved surface 

morphology by analyzing the characteristics of AE data related to different material 

removal mechanisms and microdynamics of the processes.
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APPENDIX-A  

ALGORITHM PSEUDOCODE FOR VISION-BASED MONITORING APPROACH 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

ALGORITHM PSEUDOCODE 

For folding sequence 𝑛=1 to 𝑁 

Select crease 𝑙(𝑛) and determine the facets 𝑀𝑘 and 𝑀𝑡 affected by the 𝑛th folding, i.e. ℱ𝑛 = {𝑀𝑘 ,𝑀𝑡}; 

Apply defocused laser beam on crease 𝑙(𝑛); 

Initialize 𝒞 cameras 

𝑓𝑟 ⟵ 0; 

휃̂ℱ𝑛

(𝑓𝑟)
⟵ 𝜗ℱ𝑛

0
; 

While 휃̂ℱ𝑛

(𝑓𝑟)
< 𝜗ℱ𝑛

𝜏
 do 

Extract the 𝑓𝑟th frame image from each camera; 

For 𝑐=𝑐1 to 𝑐𝒞  

For 𝑗 = 1 to  𝐽 

Detected vertices of marker 𝑚𝑗, 𝑝𝑖 = (𝑢𝑖 , 𝑣𝑖) in the image plane. (𝑖 = 1 𝑡𝑜 4); 

Find the optimal solution 𝛱 that minimizes the negative loglikelihood as stated in Eq. 8 using 

the Levenberg-Marquardt algorithm; 

Extract the camera pose in terms of 𝑅  and 𝑇  from the optimal solution 𝛱  using QR 

decomposition; 

Generate the projections [𝑃𝑚𝑗,𝑖,𝑐]’s from camera 𝑐 by Eq. 1; 

End 𝑗 

End 𝑐 

Select 𝑐𝑢camera coordinates as the uniform coordinate system; 

For 𝑐=𝑐1 to 𝑐𝒞  

If 𝑐 ≠ 𝑐𝑢 

Solve the absolute orientation problem: Compute the eigenvector with respect to the largest 

eigenvalue of matrix S as stated in Eq. 12. Then, obtain 𝑅(𝑐) and 𝑠(𝑐) by Eqs. 10 and 11, and 

compute the translation vector 𝑇(𝑐) = 𝑃𝑚𝑗,𝑖,𝑐𝑢
− 𝑠(𝑐) ⋅ 𝑅(𝑐) (𝑃𝑚𝑗,𝑖,𝑐); 

Transform the projection [𝑃𝑚𝑗,𝑖,𝑐] into the uniform coordinates by 𝑃𝑚𝑗,𝑖,𝑐
𝑐𝑢 = 𝑠(𝑐) ⋅ 𝑅(𝑐) ⋅ 𝑃𝑚𝑗,𝑖,𝑐 +

𝑇(𝑐); 

End If 

End 𝑐 
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APPENDIX-B 

38 EXPERIMENTS OF THE AE RECORDINGS WITH DIFFERENT FIBER 

ORIENTATIONS AND TOOL SPEEDS  

SAMPLE. NO 
VELOCITY 

(M/MIN) 

ORIENTATION 

(DEGREES) 

EXPERIMENT 

(REPETITION 

NO.) 

1  

 

2 

 

0 Exp-2 

2 Exp-3 

3  

45 

Exp-1 

4 Exp-3 

5 Exp-4 

6 90 Exp-1 

7  

 

4 

 

0 

Exp-1 

8 Exp-2 

9 Exp-3 

10 45 Exp-1 

11 90 Exp-1 

12  

 

 

6 

0 Exp-1 

13 Exp-2 

14  

45 

Exp-1 

15 Exp-2 

16 Exp-3 

17 90 Exp-1 
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18  

 

 

8 

 

0 

Exp-1 

19 Exp-2 

20 Exp-3 

21  

45 

Exp-1 

22 Exp-2 

23 Exp-3 

24 90 Exp-1 

25  

 

 

10 

 

0 

Exp-1 

26 Exp-2 

27 Exp-3 

28  

45 

Exp-1 

29 Exp-2 

30 Exp-3 

31 90 Exp-1 

32  

 

 

12 

 

0 

Exp-1 

33 Exp-2 

34 Exp-3 

35  

45 

Exp-1 

36 Exp-2 

37 Exp-3 

38 90 Exp-1 

 


