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Abstract 

Cognitive neuroscience, being more inclusive and ambitious in scope than cognitive 

neuropsychology, seems to have taken the place of the latter within the modern 

neurosciences. Nevertheless, recent advances in the neurosciences afford neuropsychology 

with epistemic possibilities that simply did not exist even 15 years ago. Human lesion studies 

still have an important role to play in shaping such possibilities, particularly when combined 

with other methods of enquiry. I first outline theoretical and methodological advances within 

the neurosciences that can inform and shape the rebirth of a dynamic, non-modular 

neuropsychology.  I then use an influential computational theory of brain function, the free 

energy principle, to suggest a unified account of anosognosia for hemiplegia as a research 

example of the potential for transition from a modular, cognitive neuropsychology to a 

dynamic, computational and even restorative neuropsychology. These and many other 

adjectives that can flexibly, take the place of ‘cognitive’ next to ‘neuropsychology’ will 

hopefully designate the much needed rebirth and demarcation of a field, neuropsychology 

itself, that has somehow lost its place within the modern neurosciences and yet seems to have 

a unique and important role to play in the future understanding of the brain.   



 

The Emerging Need for Integrative Neurosciences and the Place of 

Neuropsychology 

On the basis of the idea that structure determines function, one of the most enduring 

aims of neuroscience has been the association of anatomically parcelled brain areas with 

specific functions. There has been remarkable and speedy progress in this regard at many 

different levels of analysis, ranging from the study of single synapses to the role of entire 

brain regions in complex cognitive functions. However, following decades of data 

accumulation at smaller scales, it is becoming increasingly clear that understanding the 

complex relations between different brain subsystems will require large-scale, integrative 

theories of brain function across different levels of analysis and different sub-fields of 

neuroscience (Grillner et al., 2005; Friston 2009a; Mesulam, 2012).  

Given this increasingly acknowledged need for integration in the neurosciences, one 

would anticipate that neuropsychology, the long tradition of interdisciplinary, empirical 

studies of the relationship between the damaged brain and cognition, would have a clear 

contributing role in contemporary neurosciences. However, this field seems to have lost its 

former, prominent place within the modern neurosciences. Nowadays there is another, wider 

and prolific field studying the mind-brain interface; it is most commonly referred to as 

‘cognitive neuroscience’. A complete account of the professional and societal trends that may 

explain this change escapes the scope of this paper. Here I will focus on epistemic issues, 

tracing differences in epistemology between cognitive neuropsychology and neuroscience 

and other related fields. I will then call for a new, dynamic neuropsychology that combines 

the epistemological advantages of the various fields, while avoiding some of their limitations. 

Finally, I will use the syndrome of anosognosia for hemiplegia as an example of how 

dynamic, computational and therapeutic approaches to neuropsychology can be explored. 



The Epistemology of Human Lesion Studies  

In most psychological and neuroscientific methods, researchers intervene with 

behaviour or brain function in a predetermined way and then measure the effects of their 

intervention. Temporary lesions of certain brain areas can be induced in a controlled manner, 

for example by using transcranial magnetic stimulation (TMS), but in traditional human 

lesion studies, it is injury or disease that ‘intervenes’ with the normal function of the brain 

(Bechtel, 2012). This fact limits the control the neuropsychologist has over the phenomena in 

question, because the ‘intervention’ on the brain itself, its effects on the mind and the relation 

of the two, are all unknown and demand careful characterisation. Thus, traditional 

neuropsychological research has at least three corresponding aims: (a) to identify and 

measure behavioural or cognitive deficits; (b) to localize brain lesions; and (c) most 

importantly to infer the functional role of certain brain areas on the basis of the functional 

consequences of their damage. There are intrinsic limitations around these three aims. For 

instance, behavioural testing following brain damage is always subject to assumptions about, 

or at best post-hoc estimations of, an individual’s corresponding, premorbid abilities. 

Moreover, some regions of the brain are highly susceptible to damage, while others are rarely 

affected by injury or disease. In addition, cytoarchitectonic studies have long shown that 

there is gradual transition between cortical areas and their demarcation is not absolute. Lastly, 

inferring the normal functional role of a given brain area on the basis of the functional 

consequences of its damage, is far more complex than it sounds and it depends on several 

assumptions about normal brain function and its dysfunction.  

Despite these intrinsic limitations however, human lesion studies have seen several 

methodological developments. In terms of the first aim, psychometrically rigorous 

neuropsychological measures progressively enhanced mere clinical observations and both 

were more recently complemented by behavioural experiments. The second aim, i.e. 



localization and characterization of brain lesions, has also progressed dramatically from 

postmortem studies to 3-D structural imaging techniques. For example, improved structural 

imaging technology, specialised software and related statistical analysis methods have 

allowed better specification of the location and extent of damage to grey matter cells, as well 

as to white matter fiber tracts, in groups of patients suffering from behavioural syndromes 

such as neglect, or amnesia (e.g. Karnath et al., 2009).  

It is however the third aim of neuropsychological studies, i.e. inferring the functional 

role of certain brain areas on the basis of the functional consequences of their damage that 

constitutes the most important challenge of the method and has sparked several debates in the 

history of neuropsychology (see Deacon, 1989; Muller, 1992 for historical reviews). For 

example, the many pendulum swings in the history of neuropsychology between 

localizationist and anti-localizationist theories have informed the two central principles of 

brain structure-function relations that we use today, namely the principles of functional 

specialisation, or segregation, and functional integration, or convergence. Functional 

segregation, the conceptual roots of which can be traced back to the localisationist theories of 

the 19th century and even Franz-Josef Gall’s 18th century phrenology, refers to the idea of 

functionally specialized neurons, grouped together in space to form segregated brain areas 

responsible for discrete mental functions. Functional integration, the conceptual origins of 

which can be traced back to holistic and anti-localisationist theories such as those of Pierre-

Marie Flourens, John Hughlings Jackson, Karl Lashley, Alexander Luria and even the pre-

psychoanalytic writings of Sigmund Freud, posits that complex mental functions are based on 

interactions or connectivity patterns among various interconnected, functionally diverse and 

structurally distributed components of the nervous system.  

The relation between these two principles continues to be specified by 

neuroanatomical studies, as well as studies in several neuroscientific disciplines (for review 



see Cloutman & Lambon Ralph, 2012), including human lesion studies (e.g. Catani & 

Ffytche, 2005; Ween, 2008; Seghier et al., 2010). And yet in most contemporary human 

lesion studies, inferences about the role of specific brain areas in cognition seem to be based 

more on the principle of functional segregation than that of functional integration. This 

preference seems to relate to the research agenda of ‘cognitive neuropsychology’, the 

epistemological marriage of cognitive science, artificial intelligence theory and human lesion 

studies that was formalised by the 1980s (Caramazza, 1984; Coltheart, 1985; Ellis & Young, 

1988; Shallice, 1988) and in many ways continues to dominate the field of human lesion 

studies today.  This approach criticised the localisation of behavioural abilities in particular 

brain areas, arguing that it lacked a consideration of the many cognitive operations that may 

be involved in any given behaviour. For example, observing general memory difficulties 

following temporal lobe damage may not be sufficient to determine which core, mnemonic 

function this area serves. In order to accomplish such inference one needs to have an a priori, 

cognitive model of the organisation of memory and its core, functional components. 

According to this approach human lesion studies mainly serve to test such models.  

This position derives from the logic of models of artificial intelligence and regards the 

brain as the hardware of the biological mind and the mind as the software of the system. 

More specifically, cognitive theories of the mind were based on philosophical ideas of 

computationalism and functionalism. These specific forms of cognitivism that were proposed 

by Hilary Putnam, and developed most notably by Jerry Fodor (1975; Fodor & Pylyshyn, 

1988), argued that the mind operates like an information processing system; a Turing 

machine that transforms information by performing a series of purely formal operations on 

symbolic (linguistic) representations. Thus, according to the so-called ‘ultra-cognitive’ 

neuropsychologists, brain localisation (the hardware) is of little importance to the cognitive 

model in question (the software).  



Moreover, as the mind is modular in its core conception, i.e. it is organised in 

computationally autonomous, encapsulated and mostly serially organised domains of 

function, brain damage can result to a selective and encapsulated impairment of a component 

of cognitive processing without affecting other components (Caramazza, 1984).  On the basis 

of these assumptions, cognitive neuropsychology studies in the 80s and in the early 90s 

aimed to identify behavioural dissociations in single case studies or case series. These 

dissociations suggested new modular divisions in a plethora of “box diagrams” in which 

cognitive information was shown to follow paths along, serially organised modules, any of 

which described as serving a different, core cognitive function, usually increasing in 

complexity.  

Eventually progress in artificial intelligence theory itself, as well as in neuroanatomy, 

functional neuroimaging and computational neuroscience (see below) has increasingly raised 

doubts over these models. Even as far back as the late 80s and early 90s, the so-called 

connectionist theories introduced the idea of distributed representations and parallel 

processing in cognitive neuropsychology (e.g. Plaut & Shallice, 1993). Despite however the 

fruits of such epistemic changes (Lambon Ralph, 2004) to this day many cognitive 

neuropsychologists adhere to the original epistemological principles of the field either 

implicitly (see Harley, 2004 for a critical review), or explicitly (Caramazza & Coltheart, 

2006). Moreover, while some neuropsychologists welcome the insights of other 

neuroscientific methods, such as functional neuroimaging  (e.g. Cooper & Shallice, 2010), 

others reject their application to neuropsychology as a neo-localizationist attempt to elucidate 

the mind-brain relation (Coltheart, 2006; Harley, 2004; Page, 2006). This adherence to 

outdated principles of mental and brain functioning, and the associated reluctance to engage 

fully with recent methodological developments in the neurosciences may be at least partly 



responsible for the non-prominent position of neuropsychology among the contemporary 

neurosciences. 

The Advent of Cognitive Neuroscience and Functional Neuroimaging 

Although it would be a mistake to assume that cognitive neuroscience shares no 

epistemological assumptions with cognitive neuropsychology (see below), cognitive 

neuroscientists differ from traditional cognitive neuropsychologists in both the ‘what’ and the 

‘how’ they study the mind-brain interface. The advent of powerful methods of investigating 

the neural basis of the mind in vivo have allowed cognitive neuroscientists to expand their 

enquiries to topics that far exceeded the traditional topics of neuropsychology, e.g. language, 

semantic processing and memory. Instead, topics such as emotion and empathy are now 

considered mainstream areas of cognitive neuroscience research. At the theoretical level, the 

assumption prevailing until the early 90s to the effect that the human mind can be understood 

by examining exclusively cognitive functions has undergone considerable criticism (see for 

example Fotopoulou, 2010; Fotopoulou et al., 2012). Following some extraordinary 

discoveries, e.g. mirror neurons in the macaque monkey (Di Pellegrino et al., 1992), and 

other similar insights, a diverse and growing community of researchers views mental abilities 

as defined also by emotions and motivation, as embedded in the acting, sensing and feeling 

body, and as subject to intricate couplings between organisms and their interpersonal, social 

and technological environments (e.g. Damasio, 1994; LeDoux, 1996; Panksepp, 1998; 

Rizzolatti & Craighero, 2004; Knoblich et al., 2006; Decety and Ickes, 2009; Benedetti, 

2010; Frith & Frith, 2010).  

Perhaps more important to the change that took place in ‘what’ cognitive 

neuroscientists study, is the dramatic developments in ‘how’ they study the brain, and thus 

what kind of knowledge about brain-mind relations they can arrive at. Cognitive 

neuroscience does not need to depend on insights from the injured brain as neuropsychology 



does. Instead, there have been substantial technological and mathematical advances in 

observing, measuring and visualizing functions of the ‘healthy brain’. Such methods do not 

need to engage with the complex issue of inferring normal cognition on the basis of the 

structurally damaged brain. Instead, the researchers try to measure and correlate activity in a 

brain region with mental tasks being performed simultaneously, after intervening, in a 

predetermined and controlled way with behaviour and cognition (e.g. presentation of stimuli), 

or brain function itself (e.g. with magnetic or electrical stimulation).   

Of course, such methods have their own epistemological challenges of inference. 

Correlations between mental tasks and surrogate brain signals (e.g. BOLD) in functional 

neuroimaging studies, for example, provide only indirect evidence of the involvement of 

certain brain location in any given task. It remains uncertain whether this particular area is 

necessary for the mental ability in question, and perhaps even more importantly, the precise 

neurobiological mechanisms by which this and other locations interact to generate such 

mental functions cannot be specified by such methods alone. Initial applications of functional 

neuroimaging in cognitive neuroscience seemed to underplay these challenges. Instead, they 

put forward rather simplistic, strict localisationist and modular arguments about the role of 

certain brain areas in complex mental functions. For example, during the first years of 

functional magnetic resonance imaging (fMRI), relatively simple experimental paradigms 

and statistical models (e.g. categorical designs, such as blocked subtraction paradigms) were 

used to infer the role of brain areas in cognition. In striking agreement with some of the 

aforementioned modular assumptions about cognition, these paradigms assumed that a single 

cognitive process can be selectively ‘elicited’ through specific stimuli  and then ‘subtracted’ 

by a given system without affecting the function of the rest of the cognitive processes in the 

system (assumption of ‘pure insertion’) (Friston, 1994).  Such subtractions were expected to 

reveal the spatially distinct organisation of the particular function in the brain.  



Whereas mapping certain sensory functions (e.g. visual fields) into functionally 

specialised and hierarchically organised areas in the human cortex (spatial segregation) can 

benefit from tools such as fMRI (Wandell et al., 2007), assuming that a similar kind of 

strictly modular and one-to-one mapping would apply to complex cognitive and emotional 

functions such as empathy or awareness seems to constitute a naive return not only to the 

extreme modularity of cognitive neuropsychology, but also to the strict localisational logic of 

the 19th century neurologists. Indeed, brain scientists in the 19th century dealt with the lack of 

neuroanatomical and neurophysiological knowledge about connectivity in the human cortex 

by crudely designating mental faculties to specific brain areas (the origins of localisationism 

and functional specialisation) and inferring oversimplified neural connections to mediate the 

logical relationships between these mental processes (the origins of connectionist and 

associationist theories) (Steinberg, 2009). Unfortunately, several studies in cognitive 

neuroscience still portray extreme neo-localisationist and simplistic associationist 

assumptions. 

Progress in Integrative Neuroscience: Beyond Cognitivism 

Progressive efforts in cognitive and computational neuroscience focused on 

acknowledging some of the limitations of these methods and where possible, improving their 

methodological potential and correcting their theoretical inferences (e.g. Logothetis, 2008; 

Friston, 2009b). Important developments included a change in emphasis from functional 

segregation to parallel consideration of functional integration and a focus on methods that 

capture the dynamic, large-scale operations in the brain. As aforementioned, dynamic, large-

scale network operations in the brain have been long anticipated in anti-localisational and 

holistic theorists in clinical neurology and physiology. Nevertheless, the technology that 

would allow quantification and computational inference of such large-scale network 

dynamics was not hitherto available.  



Today, our neuroanatomical and physiological methods for observing structural 

connectivity (Mesulam, 2012) and our neuroimaging and statistical methods for inferring 

computational connectivity (Friston, 1994; Valdes-Sosa et al., 2011) have improved since the 

time of the so-called ‘diagram makers’ of the 19th century. For example, several large-scale 

distributed functional networks have been identified that are not task specific (e.g. 

responsible for the perception of faces) but rather context-driven. Such networks involve, for 

example, responses to salience, be that salience cognitive, emotional or homeostatic (Seeley 

et al., 2007; Sridharan et al., 2008), or reflect autonomous brain dynamics during rest (e.g. 

Raichle et al., 2001). These studies suggest a marked change in perspective from the 

traditional stimulus-based studies of cognitive science, and emphasise self-organising 

endogenous brain activity. Furthermore, the recent application of connectivity analysis (e.g. 

Bayesian hierarchical modelling and dynamic causal modelling), as well as neural field 

models (e.g. Laing et al., 2002) to cognitive neuroscience and even neuropsychology (see 

below) constitutes an important and unprecedented step towards understanding dynamic 

function-structure relations.  Of course, the characterisation of such dynamic processes can 

still only be approximated by current neuroimaging techniques and computational modelling. 

Increased insight will depend on what we can learn about connectivity from other fields such 

as neurodynamics and neurophysiology (e.g. see Freeman, 2003; Coombes, 2010; Fuster, 

2009; Mesulam, 2012).   

The Risk of ‘Mindless’ Reductionism 

Taken together, the above developments increasingly convey a picture of 

neurocognitive organisation and function that surpasses the classical modular and 

computationalistic view of the mind as portrayed in cognitive sciences. Not surprisingly, 

these advances seem to have already taken the cognitive neuroscience community by storm, 

implicitly demanding that new epistemological criteria for cognitive theories are set, e.g. 



modular, information-processing theories and computer metaphors are constantly re-

evaluated (e.g. see Fuster, 2009; Piccinini & Scarantino, 2011). Nevertheless, as alternative 

psychological models that are capable of accommodating dynamic and complex mental 

processes are lacking within the models of classical cognitive psychology, simplistic notions 

on the nature of cognition and the localisation of complex mental functions in the brain are 

likely to persist for a few more years. There is encouraging progress in other fields, such as 

embodied cognition, psychodynamic and affective neuroscience and theoretical and 

computational neuroscience (see Fotopoulou, 2012b for review). However, assimilation of 

knowledge from these fields which use different psychological traditions (e.g. 

phenomenology, e.g. Varela et al., 1991; psychoanalysis, Fotopoulou, 2012b; Panksepp & 

Solms, 2012) and complex mathematical and statistical models, respectively, is likely to be 

slow.  

It is perhaps not accidental that a large proportion of neuroimaging studies in 

cognitive neuroscience portray a return to behaviourism, or alternatively seem conceptualised 

in an atheoretical way. For example, several scientists set out to investigate the neural 

correlates of simple, everyday concepts such as ‘love’, ‘empathy’, ‘religious belief’, or 

‘beauty’, without much consideration for the nature, taxonomy and functional role of such 

psychological states within a theory of the mind as a whole. As strictly modular, 

neurocognitive models struggle to account for dynamic, large-scale psychological 

phenomena, it seems highly unfortunate that the ‘psychological’ level of analysis is 

deemphasised in some atheoretical and reductionistic approaches within the neurosciences 

(see also Cooper & Shallice, 2010). For example certain fMRI studies disregard subjective 

states and meanings during scanning and make inferences about cognition exclusively on the 

basis of neural activation (e.g. certain studies give participants noxious stimuli and make 

inference about the neurobiology of pain but do not measure subjective pain ratings, nor the 



cognitive and social context in which noxious stimulation occurs). These studies portray a 

radical materialism that leaves little causal room for the mental in brain-body relations. Such 

‘mindless’ reductionism stands a chance of prevailing, unless and until ‘mindful’ theories and 

systematic studies of subjective experience provide novel insights about the mind-brain 

interface (Panksepp, 2007; Fotopoulou, 2012b).  

Reclaiming the position of a new, dynamic and therapeutic neuropsychology 

within the integrative neurosciences 

The above developments in neuroscience clearly call for a new, dynamic and 

integrative neuropsychology that can place the ‘psychological’ back into the neurosciences 

without needing to revert to extreme cognitivism/functionalism and strict modularity. There 

is no epistemological reason why lesion studies should be the only, or even the main method 

of a this new neuropsychology. On the contrary, as I have discussed above, increasing 

collaboration between neuroscientific methods can afford us with epistemic possibilities that 

simply did not exist even 15 years ago. However, lesion studies may still have an important 

role to play in shaping such possibilities, particularly when combined with other methods of 

enquiry.  Such studies can abandon their exclusive attention to functional segregation and 

instead benefit from the older tradition of anti-localisationist theories in neuropsychology to 

incorporate notions of structural and functional integration, as well as functional degeneracy 

and reorganisation to the understanding of the damaged brain. I briefly outline recent 

advances in relation to these four notions below. 

The advent of modern diffusion neuroimaging and probabilistic tractography, which 

can visualize white matter fiber tracts in vivo (Conturo et al., 1999), is a critical development 

for neuropsychology. Such techniques have increasingly been used to map connections even 

in regions of high anatomical complexity (Parker and Alexander,) and in relation to higher 

order mental abilities such as language and attention (see Cloutman & Lambon Ralph, 2012 



for review). Their application of these methods to human lesion studies offers a unique 

opportunity to link behavioural or cognitive deficits with damaged structural connections and 

hence provide a more dynamic view of the brain abnormalities linked with specific 

neuropsychological syndromes (Catani & ffytche, 2005). This view in turn can allow greater 

understanding of the complex, interconnected networks that serve our cognitive abilities.  

Although these methods do not currently allow unequivocal conclusions on direct axonal 

connections (Mesulam, 2012), their continuous development holds the potential of increasing 

our understanding of structural connectivity and its role in mental functions and dysfunction.  

 

Another set of studies has focused on how to study functional connectivity in patients 

with brain abnormalities (see Seghier et al., 2010 for review). In this context, deficits in 

functional integration or connectivity are assumed when the influence of one brain region on 

another is stronger or weaker in patients relative to control subjects (Price et al., 2006; Ween, 

2008). This notion of ‘dynamic diachisis’ is important as it can allow future models of normal 

cognition to characterise not only which brain areas are necessary for certain mental 

functions but also how these areas are modulated by the activity of other areas during 

behaviour. These dynamic and hierarchical relations between brain areas cannot easily be 

induced with studies that focus only on behavioural dissociations and their corresponding 

structural damage in one or more brain areas.     

Another small but increasing number of human lesion studies uses functional 

neuroimaging techniques to understand the role of functional degeneracy in language deficits 

(Noppeney et al., 2004). Degeneracy (see Edelman & Gally, 2001) refers to the ability of 

structurally-different elements to perform a similar function or achieve the same outcome (a 

similar, yet not identical concept is ‘redundancy’). This principle can be traced back to 

holistic and anti-localisationist models that claimed that mental functions are performed by 



the brain as a whole (Lashley, 1929), or at least by several, distributed and hierarchically 

organised systems in the brain (e.g. Luria, 1966). According to some of these theories, as 

there is a many to one relation between brain regions and mental functions, in case of damage 

to a particular part of the brain, other, parallel systems would take over the particular mental 

function (Lashley, 1929). The contemporary concept of degeneracy allows for some 

modularity and functional segregation but also accommodates a degree of functional 

redundancy and integration because it assumes that there are several, but limited in number, 

specialized systems for the same mental function (Price & Friston, 2002). 

A final critical domain of the new, dynamic neuropsychology is the study of cognitive 

deficits in relation to brain plasticity and reorganisation following brain damage. 

Neuropsychological studies traditionally describe ‘fixed’ deficits resulting from irreversible 

damage to specialized brain modules. Indeed, only about fifty years ago, regrowth of 

connections after acute damage in the mature human brain was considered impossible. In the 

intervening years however, animal studies have overturned this dogma and replaced it with a 

model of the brain as a dynamic environment where “plasticity” of neural connections is the 

norm. It is increasingly recognised that the brain responds to brain injury by structural and 

functional reorganisation at a massive level. The latter changes include for example 

reorganization of functional circuits, leading to local expansion of cerebral activation areas 

and recruitment of parallel projecting cortical areas in the ipsilesional and contralesional 

hemispheres. Indeed, in the last 5 years, there has been particular progress in using functional 

neuroimaging techniques to measure such changes in the domains of motor function and 

language (Muellbacher & Hallett, 2006; Ward & Frackowiak, 2006). We still know very little 

about what drives and modulates these changes, but research in animals and preliminary 

research in humans suggest that they can be enhanced by environmental, behavioural, and 

pharmacological interventions. For example, recent studies have demonstrated that 



neurological deficits previously regarded as intractable, e.g. stroke-induced hemiparesis, may 

be partly treated even by relatively simple and ‘non-invasive’ interventions, e.g. ‘motor 

imagery’ training (Seitz et al., 2004). Unfortunately, few studies exist in relation to high level 

cognitive and emotional processes following focal brain damage but it is clear that further 

research in this domain is now possible and warranted.  

Taken together the above domains of study portray the potential for a dynamic and 

therapeutic neuropsychology. However, the labs that have the expertise to combine human 

lesion studies and other advanced neuroscientific techniques are certainly the exception rather 

than the rule in the field (e.g. see Mesulam, 2012; Price & Friston, 2002; Vuillemieur et al., 

2001). Below I offer a brief historical account of a well-established neuropsychological 

syndrome, namely anosognosia for hemiplegia, as an example of how much the field has 

progressed thus far as well as what epistemological obstacles lie in the way of further 

progress and of integration with other neuroscientific developments. I will not attempt to 

offer a full account of the progress in the scientific understanding of this syndrome. Rather I 

will focus on developments that highlight some of the epistemological challenges of human 

lesion studies that I described above. Finally, I will use the recent computational modelling 

ideas of predictive coding and free energy minimisation to speculatively sketch how the 

understanding of motor awareness at psychological and neural levels can be advanced by 

taking into account some of the principles of such models and abandoning strict modularity 

and cognitivism.  

The Neuropsychology of Anosognosia For Hemiplegia 

Focal neurological damage may lead to abnormalities in the perception of and 

interaction with the external world, but it may also cause abnormalities in the perception of 

the patient’s own body. The latter abnormalities can include primary somatosensory deficits 

such as tactile loss, or higher order deficits such as personal neglect. Following right 



perisylvian lesions, and less often left perisylvian lesions (Cocchini et al., 2009) some 

patients may develop a striking disorder of body awareness termed ‘anosognosia for 

hemiplegia’ (AHP; lack of recognition or awareness of one’s paralysis). In the first decades 

following the naming of this symptom by Babinski (1914) several studies offered rich clinical 

descriptions of AHP and related symptoms (e.g. Joltrain, 1924; Waldenström, 1939; 

Gerstmann, 1942; Gilliat and Pratt, 1952 Critchley, 1955; Weinsten & Kahn, 1955). Such 

clinical descriptions portrayed a complex syndrome, including a varied pattern of deficits and 

manifestations. For example, some patients claim their limbs have moved even upon 

demonstration of the opposite (illusory movements, Feinberg et al., 2000; Fotopoulou et al., 

2008), while others admit their on-line failure, but fail to update their long-term or, ‘off-line’ 

body awareness (Carruthers, 2008; see also Tsakiris & Fotopoulou, 2008). Other patients 

show implicit awareness of deficits despite explicit unawareness in verbal (Fotopoulou et al., 

2010), or behavioural tasks (Nadrone et al., 2007; Cocchini et al., 2010; Moro et al., 2011), or 

portray a higher awareness of plegia in third-person versus first person tasks (Marcel et al., 

2004; Fotopoulou et al., 2009; 2011).  

It is currently unclear and debated to what extent these phenomena are manifestations 

of independent abnormalities, or the same primary deficit or a combination of deficits. 

Adding to the complexity is the fact that AHP appears in the context of a number of 

concomitant sensorimotor and cognitive impairments. During the 1980s and 1990s studies in 

cognitive neuropsychology attempted to establish whether any of these deficits or any given 

combination of deficits could explain the occurrence of one or more of the above anosognosic 

phenomena. While however several primary sensorimotor deficits and many higher order 

deficits such as intellectual impairment, memory loss, confusion, reasoning deficits, 

dysexecutive symptoms, visuospatial or, personal neglect, have all been reported frequently 

in patients with AHP, double dissociations between AHP and most of these deficits have 



been noted in both acute and chronic AHP (e.g. Bisiach et al., 1986; Marcel et al., 2004). In 

response, some authors proposed multi-factorial theories of AHP, arguing for example that 

deficits in inferential reasoning may prevent sensorimotor deficits from being ‘discovered’ 

(Levine, 1990; Levine, Calvanio, & Rinn, 1991), or their discovery may not be ‘remembered’ 

(Cocchini et al., 2002). These explanations of AHP have now been tested in several studies 

(e.g. see Marcel et al., 2004; Vocat et al., 2010 for exceptionally well-conceived studies) and 

although they have not been equivocally supported, they remain relevant today (e.g. compare 

Prigatano & Schacter, 1991 with Prigatano, 2010). 

The Cognitive Neuroscience of Anosognosia for Hemiplegia  

This understanding of AHP as the secondary consequence of one or more concomitant 

neuropsychological deficits was however challenged by the progressive establishment of 

cognitive neuroscience during the 1990s. As topics such as consciousness, awareness, and the 

self entered the mainstream of cognitive neuroscience, scientists faced the challenge of a 

scientific understanding of self-consciousness. Advocates of what is generally known as the 

embodied cognition approach in philosophy of mind and cognitive neuroscience (e.g. Varela 

et al., 1991; Bermudez et al., 1995; Clark, 1996; Damasio, 1994; 2000; Gallagher, 2005), 

opted for distinguishing between several kinds and levels of self-consciousness and 

postulating a bodily “core” or “minimal” self, as the common denominator of all other facets 

of self-consciousness. It did not take long for researchers in cognitive neurology and 

neuroscience to realise that the rare and phenomenally rich body awareness aberration seen in 

anosognosia and related symptoms represents a unique source of insight into the 

neurocognitive processes of the bodily self.  

As a consequence, the study of AHP and related disorders got a ‘cognitive 

neuroscience’ make over. This can be detected in at least four different developments: (i) new 

theoretical hypotheses were put forward, stemming from philosophical or computational 



approaches on motor and embodied cognition, that view AHP as a specific disorder of motor 

awareness rather than a secondary consequence of deficits in other domains  (e.g. Heilman et 

al., 1998; Frith et al., 2000; Berti et al., 2005); (ii) improvements in structural neuroimaging 

methods, software and statistics allowed lesion mapping studies to identify brain lesions 

selectively associated with AHP (Berti et al. 2005; Karnath et al., 2005); (iii) new diagnostic 

tests and meta-analysis of diagnostic criteria allowed group studies and statistical data about 

the prevalence of AHP (for reviews see Orfei et al., 2009; Jenkinson et al., 2011); and finally 

(iv) well-controlled, psychophysical experiments began to supplement clinical descriptions 

and neuropsychological assessments of patients (see Jenkinson and Fotopoulou, 2010 for 

review). 

These developments have undoubtedly advanced our understanding of AHP. Yet, as 

aforementioned, it would be a mistake to assume that the epistemological premises of 

cognitive neuroscience are free from all the epistemological errors of cognitive 

neuropsychology. In the case of the study of AHP, contemporary studies seem to have 

inherited several epistemological premises from cognitive neuropsychology, most notably its 

strong emphasis on functional segregation and modularity. Simultaneously, and perhaps most 

unfortunately, some new studies of AHP portray some older limitations of traditional 

neuropsychology that cognitive neuropsychology had attempted to avoid, namely naive 

localisationism and reductionism.  

For example, while progress in lesion mapping methods has allowed for a more 

precise identification of the lesion sites selectively associated with AHP, the results of such 

studies and their interpretations portray a return to strict modularity and a novel reductionism 

in the field. The labs of Berti (Berti et al., 2005) and Karnath (Karnath et al., 2005; Baier & 

Karnath, 2008) pioneered studies in which the anatomical extent of brain damage in groups 

with AHP was compared with that of matched control groups with hemiplegia and neglect. 



These studies offer minimal details of their patients’ unawareness symptoms, or of the 

subjective experience of their deficits.  Perhaps most importantly, on the basis of these 

anatomical studies, these groups conclude that specific brain regions such as the premotor 

regions and the insula are involved in “conscious monitoring of motor acts” (Berti et al., 

2005, p. 490) and (the posterior insula cortex) “is integral to self-awareness and to one’s 

beliefs about the functioning of body parts” (Karnath et al., 2005, p. 7134). Yet these studies 

do not actually correlate any experimental measurement of motor monitoring, or self-

awareness with their lesion data.  Instead, psychometric measures are used to ‘diagnose’ 

anosognosia and classify patients to groups with or without the clinical symptom. Moreover, 

while the Karnath group note the high extent of white matter damage in their anosognosic 

groups, they do not place as strong emphasis on potential connectivity and functional 

integration interpretations, as they do on the functional segregation interpretations of their 

findings. Thus perhaps not surprisingly, the ensuing theories of awareness that both groups 

put forward are modular in their core conception; Berti and colleagues consider motor 

awareness and monitoring as a largely encapsulated function “implemented in the same 

neural network responsible for the process that has to be controlled” (Berti et al., 2005, p. 

490), while Karnath and colleagues view awareness as a function that can be grossly and 

reliably disturbed due to damage to the posterior insula (Karnath et al., 2005). 

Subsequent lesion studies in AHP continue to lack clinical description depth (e.g. 

Fotopoulou et al., 2010 offer little description of the potential clinical variability of 

anosognosic behaviours in the patients they group together in their study) but introduce some 

methodological rigour against extreme reductionism and strict modularity. For example, 

studies by Fotopoulou et al. (2010) and Moro et al. (2011) correlated the extent and location 

of brain lesions in anosognosic and control groups with behavioural data from well-controlled 

experiments. Similarly, Vocat and colleagues (2010) take into account in their voxel-based 



lesion-symptom mapping both extensive neuropsychological and psychological assessments, 

as well as continuous scores of unawareness on the basis of a detailed awareness 

questionnaire. Not surprisingly, these studies point to a heterogeneous and multi-component 

disorder occurring due to lesions affecting a distributed set of brain regions, including 

subcortical structures. Importantly, the latter study demonstrated that the neuropsychological 

and neural profile of patients’ changes in time, and different lesion patterns are associated 

with AHP at different time points.    

A Unified Account of the Heterogeneity and Variety of Anosognosia for 

Hemiplegia 

How is the dynamic, heterogeneous and multifaceted nature of AHP to be accounted 

for? In response to this question, several groups (e.g. Vuilleumier, 2004; Davies et al.  2005; 

Orfei et al., 2009; Cocchini et al., 2010; Garbarini et al., 2012) suggest a revival of cognitive 

theories that implicate two or more contributory factors, usually some higher order, top-down 

impairment  superimposed on some sensory deficit (cf. the discovery theory of Levine et al., 

1991). However useful these accounts, the envisioned relation between the various critical 

factors seems to be that of a pure addition. To the best of my knowledge there are no theories 

on AHP inspired by biological or psychological insights on neurocognitive architecture and 

dynamic, hierarchical relations between networks and there are no studies on structural or 

functional connectivity in this syndrome.  

Here I propose the clinical variability of AHP can be best understood on the basis on a 

single, psychologically and neurobiologically-plausible formulation that takes into account 

both bottom-up and top-down mechanisms of perception and belief formation (see also 

Fotopoulou, 2012a). Specifically, anosognosic phenomena can be linked to an antagonism 

between ‘prior beliefs’ (predictive internal models of the world formed on the basis of 

previous learning and genetics; Friston, 2005) and ‘prediction errors’ (discrepancies between 



expected and actual inputs based on ascending interoceptive and exteroceptive signals, e.g. 

Schultz and Dickinson, 2000) at different levels and domains of the neurocognitive hierarchy 

(Mesulam, 2012). A dynamic balance needs to be maintained between the two so that we can 

filter and organise new incoming information based on our robust expectations, but the latter 

cannot be so robust that we do not allow for new learning and flexible adjustment to a 

changing world. Anosognosic behaviours, experiences and delusions can be hypothesized to 

involve abnormalities in the dynamic balance between these two poles (Fotopoulou, 2010; 

Fotopoulou, 2012a). 

In the aforementioned model of Berti and colleagues (2005) a similar antagonism is 

described. However, as this model was inspired by a computational model of motor control 

(Wolpert, 1997), this antagonism is limited to the domain of action and concerns only 

efferent (predictive) and afferent (feedback) sensorimotor signals.  By contrast, more recent 

theories of brain function have put forward the (arguably reductionistic) notion that the brain 

as a whole works as an Helmholtzian  inference machine (Helmholtz, 1878/1971) that is 

trying to optimize its own Bayesian probabilistic model of the world by actively predicting 

the causes of its sensory inputs (Rao & Ballard, 1999; Friston, 2005). The essence of such 

Bayesian, ‘predictive coding’ frameworks is that neurobiological message-passing in the 

brain is achieved by structurally or functionally embodying (neurobiologically representing) a 

prediction (or a prior) and responding to errors (mismatches) in the accuracy of the 

prediction, or prediction errors. The idea that perception is an unconscious inferential process 

is not new to psychology (Gregory, 1966), neither is the idea that what is already ‘known’ or 

‘learned’ in the mind shapes the perception and learning of new experiences (e.g. Bartlet, 

1932). What is new about these frameworks is that they unify these ideas in one 

mathematically formulated framework that makes specific neurobiological predictions about 

the function of the brain (Friston, 2010). In this framework, perception and action both serve 



this optimization (reduction of prediction error, surprise or free energy, see Friston, 2010) by 

changing predictions, or the signals being predicted, respectively. Furthermore, some of these 

models (e.g. Friston, 2010) place particular emphasis on the hierarchically organised large-

scale networks that perform competing functions in the brain, conveying prediction errors via 

feedforward connections from lower to higher levels to optimize representations in the latter 

and transferring higher-order predictions via feedback connections that can suppress 

prediction errors in lower levels. The reciprocal but asymmetric characteristics of this 

hierarchy (Mesulam, 2012) allow for an optimization that makes every level in the hierarchy 

accountable to the others, delivering an internally consistent re-representation of sensory 

causes at multiple levels of the neurocognitive hierarchy. Thus, these models can envision a 

mismatch between expectation and experience in various levels of the neurocognitive 

hierarchy and in relation to several cognitive and emotional domains.  

Hence, these models can explain more facets of anosognosia than previous models on 

the basis of a single dynamic balance between prior expectation of bodily signals and current 

experiences of the body, implemented in different domains and levels of brain-mind 

organisation. For example, they can explain the motor illusions of patients who claim they 

have moved their arms as planned even upon demonstration of the contrary (Fotopoulou et 

al., 2008), but they can also explain the more general, obstinate adherence of other patients to 

their premorbid everyday habits (‘Of course, I can walk’) despite implicit knowledge of their 

paralysis (Fotopoulou et al., 2010). Specifically, I speculatively propose that AHP can be 

caused by at least five kinds of disruptions in the dynamic relation between expectation and 

experience. These functional disruptions are not mutually exclusive and thus they can be 

combined in different ways in different patients, suggesting a potential, novel computational 

focus on detailed, case-based, neuropsychological enquiries.  



First, a source of disruption is the mere fact that patient can no longer update their 

representation of their affected body parts by actively sampling sensory states (i.e. moving 

their affected limbs). Of course, this lack of active inference does not seem sufficient to cause 

AHP as the syndrome occurs in a minority of patients with hemiplegia and it is more 

common in patients with left rather than right-sided hemiplegia. However, this disruption 

may nevertheless dynamically contribute to the phenomenology of AHP and hence it needs to 

be taken into account, together with the other possible disruptions, in a computational model 

of the syndrome.   

Second, aberrant perceptual inference (suboptimal synaptic activity, Friston, 2010) 

can be caused by deficits that lead to weak, or absent signals about prediction errors. Such 

deficits may occur in relation to exteroceptive signals about the left side of the body as 

represented in the connections of right hemisphere subcortical areas (e.g. the thalamus), or re-

represented and organised in cortical functional networks of the right-hemisphere (Berti et al., 

2005; Fotopoulou et al., 2010; Vocat et al., 2010; Moro et al., 2011). In addition, 

interoceptive, emotional signals normally also represented in subcortical areas and the insula, 

and their connections may also be compromised (Karnath et al., 2005; Fotopoulou et al., 

2010; Vocat et al., 2010; Moro et al., 2011), leading to an obstinate adherence to past 

expectations of how the affected body parts should ‘feel’ and related aberrant beliefs. Thus, 

absent, weak, emotionally blunted or neglected prediction errors will be incapable of 

updating motor awareness, particularly in the presence of intact motor predictions and other 

prior beliefs (Frith et al., 2000; Fotopoulou et al., 2008).  

Such ‘sensory’ bottom-up deficits have long been associated with AHP, but because 

of the observed double dissociations between such deficits and AHP (e.g. Bisiach et al., 1986; 

Marcel et al., 2004), the logic of modular neuropsychological inference required that such 

deficits are not considered necessary for anosognosia to occur; hence, they have been 



theoretically de-emphasised in favour of top-down explanations (Bisiach & Berti, 1987;  

Heilman et al., 1998; Berti et al., 2005), or ‘dual-factor’ theories (see above). However, based 

on the proposed dynamic conceptualisation of anosognosia, severe or combined deficits in 

one or more of these domains may lead some patients to produce anosognosic behaviours 

about their affected limbs, without the requirement that these deficits are necessary 

components for the occurrence of all types of AHP. The relative weighting of such deficits in 

relation to the other types of predicting coding disruptions described here (and the issue of 

whether they are sufficient for any type of AHP to occur) remains to be computationally 

modelled and empirically tested.    

Third, perceptual learning (i.e. synaptic efficacy and plasticity, Friston, 2010) may be 

affected by certain lesions, such as the recently discovered limbic lesions in AHP patients 

(Fotopoulou et al., 2010; Vocat et al., 2010). These may lead to deficits in updating and 

learning processes per se, leading to an obstinate adherence to past expectations of the state 

of the affected body parts and related aberrant beliefs.   

Fourth, dopamine-depleting lesions in fronto-striatal circuits (Venneri & Shanks, 

2004; Fotopoulou et al., 2010; Vocat et al., 2010; Moro et al., 2011) may have a modulatory 

role in AHP, leading to a more general difficulty in optimizing the precision (uncertainty) of 

prediction errors (Friston et al., 2012), affecting their salience and ultimately both short- and 

long-term learning (suboptimal synaptic gain and plasticity, Friston, 2010). This can be 

linked with both specific instances of aberrant motor monitoring in functionally specialised 

systems (Berti et al., 2005), or more generally in global error monitoring (Venneri & Shanks, 

2004; Vuillemier, 2004; Davies et al., 2005), mental flexibility (Levine et al., 1991) and 

‘surprise detection’ (Ramachandran, 1995) deficits.  

Finally, premorbid priors at various neurocognitive levels may be particularly strong 

and resistant to change. For example, different individuals have different premorbid traits of 



adherence to past self schemata and experiences, including their experience of and attitude 

towards their own body (e.g. Gainotti, 1975). Although some of these attitudes and emotional 

factors have been regarded as purely psychogenic traits in the past (Weinstein & Kahn, 

1955), and criticised as such (Bisiach & Geminiani, 1991), it is possible that the weakening 

of predictions errors described above may have particularly strong effects in a brain system 

that premorbidly requires large and sustained prediction errors in order to update its priors 

(see also Fotopoulou, 2010). 

Clearly this speculative sketching of a model of AHP requires proper computational 

modelling and empirical testing in several neural and behavioural levels. The relative 

contribution of some of the above deficits and hypothesised networks, as well as some of 

multiple dynamic relations and connectivity patterns between them, may prove less important 

than others. However, the above speculative model seems capable of addressing the wide, 

clinical variability of AHP. Importantly, the model could potentially account for the 

spontaneous (Vocat et al., 2010), or intervention-based (Fotopoulou et al., 2009; Fotopoulou 

et al., 2011) changes of unawareness in time, as progressive updating of priors based on 

accumulating or, alternative signals (e.g. third-person perspective mirror feedback or of 

video-based, off-line feedback) about prediction errors, respectively. It may also lead to novel 

predictions about the potential functional restoration of AHP through behavioural (e.g. 

encouraging the processing of the sensorimotor or emotional evidence for an anosognosic 

belief rather than challenging the belief itself), or pharmacological (Corlett et al., 2009) 

intervention.   

More generally, it is hoped that tolerance for the speculative, exploratory and 

computational nature of such encompassing and dynamic neuropsychological hypotheses, 

and rejection of the potentially misleading robustness of modular explanations, may lead to a 

new, more dynamic neuropsychological understanding of the mechanisms of motor and body 



awareness and other psychological phenomena. Although the precise measurement of the 

hypothesised brain functions and the related large-scale network operations is still in its infancy 

in all fields of neuroscience, it seems that for neuropsychology to continue to contribute to 

contemporary neurosciences it needs to carefully step away from its comfort zone and 

embrace new epistemological assumptions about mind-brain relations. Simultaneously for as 

long as mentalistic concepts are less present in neuroscientific theories than they are in 

neuropsychological theories, neuropsychology will have a unique and important role to play 

in the neurosciences. 
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