
Title Microscopic hole-transfer efficiency in organic thin-film
transistors studied with charge-modulation spectroscopy

Author(s)
Miyata, Kiyoshi; Tanaka, Shunsuke; Ishino, Yuuta; Watanabe,
Kazuya; Uemura, Takafumi; Takeya, Jun; Sugimoto, Toshiki;
Matsumoto, Yoshiyasu

Citation Physical Review B (2015), 91(19)

Issue Date 2015-05-08

URL http://hdl.handle.net/2433/201490

Right ©2015 American Physical Society

Type Journal Article

Textversion publisher

Kyoto University

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by Kyoto University Research Information Repository

https://core.ac.uk/display/39324136?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1


PHYSICAL REVIEW B 91, 195306 (2015)

Microscopic hole-transfer efficiency in organic thin-film transistors studied
with charge-modulation spectroscopy

Kiyoshi Miyata,1 Shunsuke Tanaka,1 Yuuta Ishino,1 Kazuya Watanabe,1 Takafumi Uemura,2 Jun Takeya,2

Toshiki Sugimoto,1 and Yoshiyasu Matsumoto1,*

1Department of Chemistry, Graduate School of Science, Kyoto University, Kyoto 606-8502, Japan
2Department of Advanced Materials Science, Graduate School of Frontier Sciences, The University of Tokyo, Chiba 277-8561, Japan

(Received 15 November 2014; revised manuscript received 8 April 2015; published 8 May 2015)

While the microscopic transfer properties of carriers are of primary importance for carrier transport of organic
semiconductors, the mesoscopic features including the morphologies of grains and the structure of grain bound-
aries limit the overall carrier transport particularly in polycrystalline organic thin films. Thus the conventional
evaluation methods of carrier mobility that rely on macroscopic properties such as I -V curves of devices are not
capable to determine carrier transfer probability at the molecular level. Here, we present a method for evaluating
the relative strengths of transfer integrals using charge-modulation spectroscopy on thin-film transistors of
dinaphtho[2,3-b:2′,3′-f ]thieno[3,2-b]thiophene (DNTT) and its alkylated derivatives (Cn-DNTT, n = 8, 10, and
12). The band edges of absorption spectra of holes at around 1.9 eV show bathochromic shifts with increasing
length of alkyl chains introduced at both ends of a DNTT chromophore. Applying a two-dimensional model with
Holstein-type Hamiltonians to electronic transitions of holes, we have been able to simulate the features of the
absorption band edges observed. The simulations indicate that the bathochromic shifts are due to an increase in
the transfer integrals of holes with increasing length of alkyl chains. Thus this analysis confirmed that the subtle
changes in the mutual orientations between adjacent DNTT chromophores induced by alkyl chains enhance the
microscopic hole transfer rate. Although this fastener effect has been suggested by hole mobility measurements
by I -V curves, the spectral analysis in this study gives clear evidence of this effect at the molecular level.

DOI: 10.1103/PhysRevB.91.195306 PACS number(s): 78.66.Qn, 71.38.−k, 72.80.Le, 85.30.Tv

I. INTRODUCTION

In recent years, there has been an increasing interest in
organic semiconductor (OSC)-based devices including light-
emitting diodes, thin-film transistors (TFTs), and photovoltaic
cells [1]. These devices have been developed with intense effort
to realize ultralightweight and low-cost fabrication of flexible
electronics. Among them, OSC-TFTs are crucial devices in
plastic electronics, where materials with high carrier mobility
are essential for fast switching rates [2–4]. While the develop-
ment of materials with high carrier mobilities for fabrication
of superior OSC-TFTs is important in the applied field [5,6],
OSC-TFTs bring an interesting question to the scientific
community, i.e., the mechanism of carrier transport in OSC.

Intrinsic microscopic carrier transport properties, repre-
sented by transfer integrals between adjacent molecules, are
of primary importance to realize good carrier mobility of
OSC. A key to maximizing the electronic coupling is to
introduce a molecular order in the solids of OSC. Among
various methods [7], one of the effective ways is introducing
alkyl chains to OSC molecules or conjugated polymers to
improve “face-to-face” overlap of π orbitals, i.e., the fastener
effect [8–11]. However, particularly in the case of OSC thin
films composed of polycrystallines, the carrier mobility is
often strongly influenced by the factors other than intrinsic
microscopic properties: the morphologies of grains, the struc-
tures of grain boundaries, defects, chemical impurities, etc.

Carrier mobilities of OSCs in crystal forms and thin
films are usually evaluated with time-of-flight photocurrent
measurements or current-voltage (I -V ) characteristics mea-
surements. The mesoscopic morphologies and the extrinsic

*matsumoto@kuchem.kyoto-u.ac.jp

factors such as defects and impurities are often considered
to hamper the evaluation of intrinsic carrier mobility; signif-
icant variations in the macroscopic transport properties have
been found for thermally evaporated OSC thin films under
nominally identical conditions [7,12]. Thus it is difficult to
extract the intrinsic carrier transport properties from the carrier
mobility evaluated with the conventional methods.

Spectroscopic probes are capable, in principle, to evaluate
intrinsic microscopic carrier transport properties of OSCs. De-
localization of carriers, an important factor for high mobility,
has been probed by electron spin resonance (ESR). With the
line shape analysis of ESR signals, Marumoto et al. have
reported that the wave functions of carriers in pentacene TFTs
extend to the order of ten molecules [13]. However, recent
works have demonstrated that the linewidths of ESR spectra
are not always determined by the extent of delocalization of
wave functions, but often governed by motional narrowing
in trap-and-release processes of carriers among traps or by
carrier hopping across grain boundaries [14–17]. Thus ESR
measurements are also strongly influenced by traps and grain
boundaries in OSCs.

Charge-modulation spectroscopy (CMS) is another spectro-
scopic means to gain information of intrinsic carrier mobility
of OSC in TFTs under working conditions. In CMS, the
absorption spectra of injected carriers are recorded by applying
an alternating voltage to the gate electrode of a device; the
charge density modulations induced by the alternating voltage
allow us to detect carriers with high sensitivity [18–26].
Trapped charges that are not affected by the alternating voltage
do not contribute to CM signals. Thus CM signals are mainly
contributed by mobile carriers in TFTs. Thus CMS is an
excellent method of identifying the absorption spectra of
mobile carriers. Moreover, because the absorption spectra
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FIG. 1. (Color online) (a) Molecular structure of Cn-DNTT (n =
0,8,10, and 12). (b) Herringbone structure of DNTT in ab plane.
A centered rectangular unit cell containing two DNTT molecules is
depicted with solid red line.

of carriers are sensitive to the transfer integrals of charges,
it is possible to obtain the information of charge transfer
characteristics of OSCs at the molecular level. However, in
previous CMS studies on TFTs, the band shapes of CM
spectra have not been analyzed in detail; at most, the transition
energies of cations of a monomer or a dimer of OSC molecules
have been estimated with quantum-mechanical calculations for
assigning the origins of absorption bands observed [21,26]. To
deduce the information of intrinsic properties from the band
shapes of CM spectra, we need to analyze them by consid-
ering the delocalized nature of charges and electron-phonon
couplings associated with electronic excitations. Although the
Holstein-type model [27] has been successfully applied to
analyze the absorption and emission spectra of aggregated
neutral molecules to extract the microscopic properties of
excitons [28,29], it has not been applied to the analysis of CM
spectra except for the infrared absorption bands of conjugated
polymer semiconductors [30].

Dinaphtho[2,3-b:2′,3′-f ]thieno[3,2-b]thiophene (DNTT)
[31] and its alkylated derivatives (Cn-DNTT, n = 8,10, and
12) are the choice of molecules in this study; the molecular
structure of Cn-DNTT and the characteristic herringbone
structure in the ab plane of a DNTT crystal are depicted
in Fig. 1. It has been reported that the hole mobilities of
these compounds evaluated from I -V curves depend on the
length of alkyl-chains introduced at both ends of a DNTT
chromophore [32,33]; this could be understood by the fastener
effect where the orbital overlap in the π stacking of DNTT
chromophores is improved through van der Waals interactions
of alkyl chains. However, this assertion has to be tested in
terms of microscopic properties of carrier transfer, because
the hole mobilities obtained by I -V curves may be limited by
the mesoscopic morphologies of the thin films.

In this paper, we report measurements that provide both
macroscopic and microscopic information regarding the hole
mobilities in TFTs of these compounds. We have performed,
on the one hand, I -V characteristics measurements to evaluate
the macroscopic hole mobilities as a function of alkyl-
chain length and observed thin film morphologies using an
atomic force microscope (AFM). On the other hand, we
have measured the absorption spectra of holes by CMS with
the same devices used in the I -V curve measurements and
analyzed the spectra by applying a two-dimensional model
with the Holstein-type Hamiltonians to evaluate microscopic
hole transfer integrals. We demonstrate that the spectral
features at the band edges of absorption spectra of holes are
directly linked to hole transfer integrals of OSCs. Thus the
alkyl-chain-length (n) dependence of hole transfer integrals
from CM spectra provides a critical test for the fastener effect
at the molecular level. In addition, the comparison with the
n dependence of hole mobility from I -V curves allows us to
determine which factor limits hole mobility: microscopic or
mesoscopic structure.

II. EXPERIMENTAL SECTION

We fabricated bottom-gate top-contact TFTs of DNTT and
Cn-DNTT (n = 8, 10, and 12). All materials were used as
received (Nippon Kayaku). DNTT or Cn-DNTT was vapor
deposited on a SiO2 (100-nm-thick)/n-Si substrate covered
with a self-assembled monolayer of dodecyltriethoxysilane
at room temperature for DNTT and at 80 ◦C for Cn-DNTT,
followed by Au vapor deposition for fabricating source and
drain electrodes. With an AFM, we observed the morphologies
and the thickness of the thin films. The channel length and
width of devices were both 1 mm. The carrier mobility of the
TFTs was estimated from I -V characteristics measured in the
range of −20 < Vg < 20 V at Vd = −1 V (Vg: gate voltage,
Vd: drain voltage). For the measurements of absorption spectra
of cations of the OSC molecules, DNTT and C10-DNTT
were dissolved in ortho-dichlorobenzene (<3 × 10−6 M)
separately and oxidized with FeCl3. Thin films of DNTT
(50-nm thick) and C10-DNTT (20-nm thick) were fabricated by
vapor deposition for the measurements of absorption spectra
of aggregated neutral molecules.

For CMS measurements, the reflected light of a halogen
lamp from the OSC thin film of the device was dispersed in
a polychromator (SOLAR TII) and detected with a charge-
coupled device camera (Andor technology). CM spectra were
measured by modulating Vg at 1 Hz with a rectangular wave
that switched alternately the device between charge accumu-
lation (Vg = −12 V) and depletion (Vg � +5 V) conditions,
while Vd was kept at −1 V. We defined the CM signal, i.e., the
modulation depth in reflectance R, as �R/R = (Ia − Id)/Id,
where Ia and Id are the reflected light intensities under the
accumulation and depletion conditions, respectively.

III. RESULTS AND DISCUSSION

A. Macroscopic hole mobility

The hole mobilities of TFTs estimated from I -V charac-
teristics are summarized in Table I. The DNTT TFT shows
the lowest hole mobility among the TFTs tested. Although
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TABLE I. Hole mobilities of TFTs of DNTT and Cn-DNTT
obtained from I -V characteristics of TFTs. (See Fig. S1 in Ref. [36]
for the raw data of I -V characteristics.)

Material Hole mobility (cm2 V−1 s−1)

DNTT 1.2
C8-DNTT 1.7
C10-DNTT 4.9
C12-DNTT 2.8

introducing alkyl chains to DNTT enhances the hole mobility,
the mobility does not necessarily correlate well with the alkyl
chain length; the hole mobility increases as the chain length is
changed from n = 8 to 10, but decreases at the longer chain
of n = 12. This n dependence of hole mobility is in good
agreement with the previous work [32].

B. Absorption spectra of cations

As shown in Fig. 2, the absorption spectra of cations of
DNTT and C10-DNTT dissolved in ortho-dichlorobenzene
appear in an energy range lower than that of the HOMO-
LUMO transition of neutral molecules located at around
3.1 eV. The spectral features of DNTT and C10-DNTT cations
are almost identical, indicating that the DNTT chromophore
is responsible for the absorption bands. Two absorption bands
contribute to the absorption spectra of cations in this energy
range: the broad featureless band within 1.6–2.0 eV and
the band within 2.0–2.6 eV with a pronounced vibrational
progression with an energy interval of 0.18 eV corresponding
to C-C stretching modes. The relative peak intensities of the
vibrational progression are well reproduced by a Poisson
distribution Im = g2/m! with an electron-phonon coupling
constant of g = 0.74.

We calculated the electronic transition energies of an iso-
lated DNTT cation with a time-dependent density functional
theory (TD-DFT) after optimizing the geometry of DNTT

FIG. 2. (Color online) Absorption spectra of cations of (a) DNTT
and (b) C10-DNTT dissolved in ortho-dichlorobenzene. A fraction
of dissolved neutral molecules was oxidized with FeCl3 saturated in
the solution.

FIG. 3. (Color online) CM spectra of TFTs (solid lines) and
absorption spectra of thin films (broken lines) of (a) DNTT and (b)
C10-DNTT. The insets are the absorption bands near the band edge
where the amplitudes are expanded by a factor of (a) 2.5 and (b) 4,
respectively.

cation in the ground state. The basis set of 6-31+(d,p) and
the hybrid functional of unrestricted B3LYP in the GAUSSIAN

09 package [34] were used. On the basis of the calculations, the
absorption band in 1.6–2.0 eV was assigned to the transition
from HOMO-3 to singly occupied molecular orbital (SOMO),
and the absorption band in 2.0–2.6 eV to the transition from
SOMO to LUMO.

C. Charge-modulation spectra

CM spectra of DNTT and C10-DNTT are shown in Fig. 3
together with the absorption spectra of thin films of these
compounds. Both the spectra show similar features: the
absorption signals in 1.8–2.4 eV and bleaching in the energy
range of the absorption bands of neutral molecules. The
bleaching spectral profiles reflect on those of absorption bands
of neutral molecules; the band of DNTT is broader than that of
C10-DNTT. Thus the bleaching is clearly induced by reduction
of the number of neutral molecules caused by hole injection.
The absorption bands in 1.8–2.4 eV are due to injected holes.
We focus in this paper on the transition from SOMO to LUMO
in the CM spectra, corresponding to the absorption band of
cations in solution in 2.0–2.6 eV, because the transfer integrals
of charge for these states are readily available, which allows us
to perform spectral simulations as described in Sec. III E. We
attributed the absorption band in 1.8–2.4 eV with a shoulder
observed at around 1.9 eV in the CM spectra to the transition
from SOMO to LUMO to the following reasons: (1) the absorp-
tion bands of cations (Fig. 2) in 2.0–2.6 eV (SOMO → LUMO)
are stronger than those in 1.6–2.0 eV (HOMO-3 → SOMO)
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by a factor of 3–5; (2) if the band of cation in 1.6–2.0 eV
were responsible for the band of CM spectra in 1.8–2.6 eV,
a more intense band would be observed in the higher energy
of CM spectra around 2.3 eV due to the cation band around
2.1 eV, but there is no such intense band in the CM spectra;
(3) the absorption band of holes in DNTT in 1.8–2.4 eV shows
a vibrational progression similar to that of DNTT cation in
2.1–2.6 eV whereas the absorption band of cation in 1.6–2.0 eV
does not; (4) the shoulder at around 1.9 eV in the CM spectra
is redshifted by about 0.2 eV from the bands of cations around
2.1 eV, which is compatible to the shift of the absorption band
of neutral species in the thin film from those in solution.

Note that the CM spectra above 2.8 eV show derivativelike
features. The strong spectral modulations could be due to
electroabsorption associated with Stark shifts of the absorption
band of neutral species induced by applied electric field. In
contrast, the absorption band of hole in 1.8–2.4 eV is free from
this effect, because no electronic transitions of neutral species
overlap with the hole absorption band. The hole absorption
band could depend on the gate voltage through a strong local
electric field of surrounding holes injected [35]. However, we
confirmed that the spectral features of the hole absorption
band do not depend on the applied gate voltage (see Fig. S3
in Ref. [36]). This indicates that the density of injected holes
is small so that the local field of a hole does not influence the
electronic structure of the other hole.

Although the energy ranges of the absorption bands of holes
are similar, the spectral feature of DNTT is different from that
of C10-DNTT: DNTT shows a relatively sharp peak at 1.93 eV
accompanied with a faint vibrational progression of 0.18 eV,
a similar energy interval of that of DNTT cations (Fig. 2),
but C10-DNTT shows a smooth monotonically increasing
band shape with a shoulder at 1.88 eV, with no appreciable
vibrational progression on the absorption spectrum.

Clear chain-length dependence was observed in the hole-
induced absorption bands. As in Fig. 4, the absorption band
edges of holes of Cn-DNTT show bathochromic shifts with
increasing alkyl-chain length; the energy of the shoulder in the
band edge is shifted from 1.93, 1.90, 1.88, to 1.86 eV for n = 0,
8, 10, and 12, respectively. The similar bathochromic shifts of
the lowest absorption band of the neutral species in thin films
were also observed (Fig. S2 in Ref. [36]). These shifts indicate
that subtle differences in the assembled structure of molecules,
particularly DNTT chromophores, induced by alkyl chains
affect the electronic states of both holes and neutral molecules
in the thin films.

D. Hole transfer versus intramolecular vibronic coupling

The clear vibrational progression in the electronic absorp-
tion band of isolated molecules originates in intramolecular
vibronic coupling. The progression is often blurred when
molecules are aggregated because of line broadening by
static and dynamic disorder in addition to the effect of
intermolecular electronic coupling. Assuming that the line
broadening is dominated over the intermolecular coupling
effect, we estimated the full width at half maximum of the band
in the CM spectra to be at most 0.08 eV by fitting the lower edge
of the spectrum of C8-DNTT with a Gaussian function having
a peak at 1.9 eV. This width is slightly larger than the width of

FIG. 4. (Color online) Absorption band edge structures in the
CM spectra of DNTT (n = 0) and Cn-DNTT TFTs (n = 8, 10, and
12) with error bars. Arrows are the guide to the eyes for the position
of shoulders.

the cation absorption spectra, 0.05 eV. Thus, although the line
broadening partially blurs the vibrational progression, it cannot
smooth it out completely. Moreover, the gradual increase in
intensity with photon energy observed in Figs. 3 and 4 is not
reproduced by inclusion of the line broadening only. Therefore
the loss of vibrational progression in the films of alkylated
DNTTs is mainly attributed to intermolecular coupling.

In the limit of weak intermolecular coupling, the vibrational
progression can still exist even in aggregated molecules.
In contrast, the vibrational progression disappears, whereas
excitonic features appear in the limit of strong intermolecular
coupling. The transition of spectral features between these
limits has been well described by the Holstein model for
Frenkel excitons [37,38]. The analysis of spectral features
of molecular aggregates provides the parameters relevant
to exciton dynamics including the intermolecular electronic
coupling strength and the exciton coherence size [39].

Spectral features of absorption bands of holes injected in
molecular aggregates also provide information of intermolec-
ular couplings and hole transfer rates at the molecular level.
Two time scales are relevant to the spectral features: the period
of an intramolecular vibrational mode (τv) responsible for the
vibrational progression and the characteristic time for hole
transfer in the electronically excited state (τe). In view of the
time-domain picture, a clear vibrational progression appears if
τv � τe, while vibrational progression disappears if τv � τe.
Thus the intramolecular vibration can be an internal clock
for excited hole transfer dynamics. In this context, we can
judge qualitatively that the excited hole transfer rate in DNTT
is slower than that in alkylated-DNTTs, because the hole
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absorption band of DNTT shows the faint vibrational progres-
sion but those of alkylated-DNTTs do not. This argument gives
a qualitative explanation of the faster excited hole transfer and
hence higher hole mobility of alkylated-DNTTs than those of
DNTT. However, it is too crude to explain the relation between
the absorption-band-edge shift and hole mobility; both of them
depend on the alkyl-chain length in different ways. Thus we
need to elaborate the spectral features of absorption bands
of holes in more details by means of theoretical simulations,
which we describe in the next section.

E. Simulation of absorption spectra of holes

1. Model Hamiltonian and basis set

Here, we describe a model based on the exciton theory
with a Holstein-type Hamiltonian [37,39,40] for simulating
the spectral features of absorption bands of holes observed
in the CMS measurements. Note that we need to take into
account the dispersion of holes in the ground state explicitly
here (see Ref. [36], Secs. VIII and IX). This is in sharp
contrast to the standard exciton model for the absorption bands
of neutral species, where a vibrationless electronic ground
state is taken as an initial state of the electronic transition.
The model consists of an infinite two-dimensional (2D)
molecular array with two molecules per unit cell; this mimics
the herringbone crystalline structure of DNTT [Fig. 1(b)].
Modeling the electronic structure and carrier dynamics of
the current systems with this 2D array model is reasonable,
because carriers are injected and transported mostly in the
single layer of molecules at the OSC/insulator interface in
the TFT. Molecules in the 2D array are labeled by two indices:
the vector n for labeling a unit cell and the sublattice index σ for
labeling a molecule in the unit cell. On the basis of the TD-DFT
calculations (Sec. III B), we assign the absorption band of holes
to the transition of SOMO → LUMO, whose transition dipole
moment is perpendicular to the herringbone sheet.

The one-exciton Hamiltonian of holes in the electronically
excited state H is given below in the manner of the
conventional Holstein-type model. We assume that the
electronic transition is coupled to only one intramolecular
vibrational mode of a frequency ωv and the potential curves
with respect to this mode in the ground and electronically
excited states are all harmonic:

H = He + Hph + He−ph, (1a)

He =
∑
nσ

E0a
†
nσ anσ +

∑
nσ,mσ ′

(1 − δnmδσσ ′)Jnσmσ ′a†
nσ amσ ′ ,

(1b)

Hph =
∑
nσ

�ωvb
†
nσ bnσ , (1c)

He−ph =
∑
nσ

�ωvgea
†
nσ anσ (b†nσ + bnσ ). (1d)

Here, E0 is the energy of a dipole-allowed electronically
excited hole state; a

†
nσ (anσ ) is the creation (annihilation)

operator for an excited hole state localized at a molecule
nσ , and b

†
nσ (bnσ ) is the creation (annihilation) operator

for a coupled phonon at the same molecule; Jnσmσ ′ is the

intermolecular electronic coupling between two molecules
located at nσ and mσ ′; and ge is the electron-phonon coupling
constant.

Considering the polaronic energy structure in the ground
state of a hole, we constructed the Hamiltonian of holes in
the ground state in a similar way with the electronic couplings
J ′

nσmσ ′ instead of Jnσmσ ′ (see Ref. [36], Sec. VII ).
In the case of materials composed of neutral organic

molecules, electronic excitations result in the formation of
Frenkel excitonic polarons: a Frenkel exciton surrounded by
vibrationally (but not electronically) excited molecules [39].
Similar collective excitations can occur in the case of electronic
excitations of holes. Thus it is appropriate to describe the
collective excitations with many-particle states. In this work,
we represent the Hamiltonian with a delocalized basis set
under the two-particle approximation (TPA) [40,41]: a single
vibronic excitation plus a vibronic/vibrational pair excitation
(see Ref. [36], Sec. IV). Because three-particle states con-
tribute little to the absorption and emission [40,42], TPA
is appropriate for obtaining the optical response in organic
aggregates.

2. Absorption spectra of holes

Electronic absorption spectra of holes Ahole(E) are calcu-
lated with

Ahole(E) ∝
∫

k

∑
j,j ′

pj ′
∣∣ 〈�c

j ′,k

∣∣μ ∣∣�e
j,k

〉 ∣∣2

×	(E − (Ej,k − Ej ′,k))dk, (2)

where |�c
j ′,k〉 and |�e

j,k〉 are the j ′th initial and j th final
electronic states of holes, respectively, Ej ′,k and Ej,k are
the eigenenergies of |�c

j ′,k〉 and |�e
j,k〉, respectively, μ is

the dipole moment operator, pj ′ is the occupation probability
for the j ′th initial state, and 	(E) is the line-shape function.
Taking account of the electronic coupling for holes reported for
DNTT crystals [43], we found that the lowest holes state is at
k0 = (kx,ky) = (0,0), where kx and ky are wave numbers along
a and b axes of a DNTT crystal, respectively, and the energy
difference between the lowest and the second lowest states in
the stack at k0 is 167 meV (see Ref. [36], Sec. VIII). Thus
we have taken into account the transition only from the lowest
state (j ′ = 0) at k0. Consequently, Ahole(E) can be described
as

Ahole(E) ∝
∑

j

∣∣∣∣∣
(∑

σ,ũ,ṽ

d
0,k0
σ ũ c

j,k0
σ ṽ 〈c; χ (ũ)|e; χ (ṽ)〉

+
∑
σ,ũ,ṽ

∑
R,σ ′,u,v

d
0,k0
σ ũ,Rσ ′uc

j,k0
σ ṽ,Rσ ′v

×〈c; χ (ũ)|e; χ (ṽ)〉 〈g; ξ (u)|g; η(v)〉
)∣∣∣∣∣

2

×	(E − Ej0), (3)

where u and v are the quanta of vibrational modes in the
neutral ground state; ũ and ṽ are those in the ground and
excited states of hole, respectively; 〈c; χ (ũ)|e; χ (ṽ)〉 is the
Franck-Condon integral between vibrational wave functions in
a hole ground state |c; χ (ũ)〉 and a hole excited state |e; χ (ṽ)〉;
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〈g; ξ (u)|g; η(v)〉 is the overlap integral between the vibrational
wave functions of modes: ξ and η in the ground state of neutral
molecules; Ej0 is the transition energy from the initial state
to the j th excited state at k0 (Ej0 = Ej,k0 − E0,k0 ); c

j,k
σ ṽ and

c
j,k
σ ṽ,Rσ ′v are the coefficients for one- and two-particle states in

the excited state of hole, respectively; d
j,k
σ ũ and d

j,k
σ ũ,Rσ ′u are

those of one- and two-particle states of delocalized holes in
the ground state, respectively. The coefficients are evaluated
numerically by diagonalization of the Hamiltonian for the
ground and excited states of holes with the basis sets of one-
and two-particle states in the momentum space. The matrix
elements of Hamiltonian used for diagonalization can be found
in Ref. [36], Sec. V.

In general, the vibrational level structures of hole states
in the electronically ground and excited states depend on
the vibrational coordinate and its displacement associated
with the hole transfer. We examined two extreme cases: (i)
the vibrational coordinate displaced by hole transfer in the
ground state (Qξ ) and the one displaced by hole transfer in
the electronically excited state (Qη) are identical; and (ii) the
two coordinates Qξ and Qη are orthogonal. We will show that
case (ii) is more likely because the spectral features of CM
spectra observed can be simulated more satisfactorily than
case (i). Thus we focus on the simulation in the case (ii) in this
paper. The simulation in case (i) can be found in Ref. [36] (see
Sec. X).

Because the terms 〈g; ξ (u)|g; η(v)〉 is zero in the case of
(ii), Eq. (3) can be simplified as

Ahole(E) ∝
∑

j

∣∣∣∣∣
∑
σ,ũ,ṽ

d
0,k0
σ ũ c

j,k0
σ ṽ 〈c; χ (ũ)|e; χ (ṽ)〉

∣∣∣∣∣
2

	(E − Ej0).

(4)

In the numerical evaluations of absorption spectra using
Eq. (4) as a function of intermolecular electronic coupling
strength, we fixed the maximum vibrational quanta of ũ and
ṽ to be 3 and included 49 unit cells (98 molecules) for
describing phonon-dressed excited states. The frequency of the
vibrational mode of interest ωv was set to be �ωv = 0.18 eV.
The electron-phonon coupling constant was estimated to
be 0.74 by fitting of the measured absorption spectrum of
DNTT cations in the ortho-dichlorobenzene solution (Fig. 2)
and fixed at this value throughout the simulations. The line
shape of individual transition was assumed to be Gaussian
	(E) = exp(−E2/γ 2) with γ = 0.005 eV.

F. Origin of intermolecular coupling

The spectral features of absorption bands of holes are
mainly governed by electron-phonon couplings and inter-
molecular electronic coupling constants both in the ground
and excited states of hole. Because the one-electron transfer
integral between HOMOs th dominates in the energy structure
of the initial states (see Ref. [36], Sec. VII), we assume that
the electronic coupling in the ground state is approximated
as J ′ ∼ th. In contrast, the intermolecular electronic coupling
constant in the excited state of hole J is described as

J = 〈
A�e

a�
g
b

∣∣He

∣∣A�g
a�e

b

〉
, (5)

FIG. 5. (Color online) (a) Three different neighboring pairs in
a DNTT crystal. (b) Schematic representations of transitions from
|�e

a�
g
b〉 to |�g

a �e
b〉 via interactions: Jα and Jβ .

where A is the antisymmetrizer; �ε
a and �ε

b (ε = g or
e) are the wave functions of molecules adjacent to each
other. In the ab plane, DNTT molecules are arranged in the
herringbone pattern; a molecule in the unit cell has three
inequivalent neighbors [Fig. 5(a)] and each pair of molecules
has different electronic couplings. In what follows, we describe
the electronic coupling constant of a pair k (k = 1, 2, or
3) as J (k). Because the absorption band of a hole is mainly
contributed by the transition from SOMO to LUMO of a DNTT
chromophore, the electronic configuration of the excited state
of a hole is described as one-electron in LUMO and no-electron
in HOMO [see Fig. 5(b)]. Thus J (k) is described as

J (k) = 〈
AψL

a (1)ψH
b (2)ψH

b (3)
∣∣He

∣∣AψH
a (1)ψH

a (2)ψL
b (3)

〉
∝ J (k)

α − J
(k)
β , (6)

J (k)
α ≡ 〈

ψL
a (1)ψH

b (2)ψH
b (3)

∣∣ He

∣∣ψH
a (1)ψH

a (2)ψL
b (3)

〉
(7a)

J
(k)
β ≡ 〈

ψL
a (1)ψH

b (2)ψH
b (3)

∣∣ He

∣∣ψL
b (1)ψH

a (2)ψH
a (3)

〉
, (7b)

where ψH
n (m) and ψL

n (m) (n = a,b, m = 1, 2, 3) are the wave
functions of HOMO and LUMO occupied by the mth electron,
respectively. The electronic coupling is composed of two terms
[Fig. 5(b)]: (1) the first term J (k)

α corresponds to a Förster-
type energy transfer accompanied with one electron transfer
between HOMOs of molecules at a and b of pair k. (2) The
second term J

(k)
β corresponds to a transfer of two electrons

between HOMOs and the transfer of one electron between
LUMOs through exchange interaction.

There are two major intermolecular electronic couplings
between two chromophores: long-range Coulombic inter-
action [44] and short-range interaction including electron-
exchange interaction [45,46]. While the long-range Coulombic
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TABLE II. Transfer integrals of hole (th), electron (te), and the
relative ratio of t2

h te for three different pairs in a DNTT crystal. The
values of th and te are adapted from Ref. [43]. Note that the values of
th are taken with reversed signs [50].

k t
(k)
h (meV) t (k)

e (meV) ratio of
(
t

(k)
h

)2
t (k)
e

Pair 1 1 −81 −27 1
Pair 2 2 −28 37 −0.164
Pair 3 3 94 −45 2.245

interaction dominates over the short-range interaction when
the chromophores are located remotely, the short-range in-
teraction strength dramatically increases as the orbitals of
chromophores start to overlap. For example, in the case of
naphthalene, when the intermolecular distance is in the range
of 3∼6 Å, the short-range term dominates over the Coulombic
interaction [46]. The distance between sulfur atoms of nearest
neighbor molecules in the DNTT crystal is ∼3.6 Å [43].
At this distance, the Coulombic interaction primarily due
to dipole-dipole coupling is estimated to be merely 1 meV.
Thus we assume that |J (k)

β | originating in the short-range
interaction is much larger than |J (k)

α | originating in the long-
range Coulombic interaction.

Following the treatment by Closs et al. [47–49], we assume
that the rate of electron and energy transfer can be expressed as
a product of the rates of hole transfer (HT) between HOMOs
and electron transfer (ET) between LUMOs. Because J

(k)
β

includes one ET and two HT processes, this term can be
expressed as

J
(k)
β ∝ (

t
(k)
h

)2
t (k)
e , (8)

where t
(k)
h and t (k)

e are the transfer integrals of holes and
electrons between adjacent molecules of pair k, respectively.
The transfer integrals in HT and ET processes calculated by
Sánchez-Carrera et al. [43] are shown in Table II.

G. Comparison with experimental results

Referencing the calculated values of t
(k)
h and t (k)

e in Table II,
we simulated CM spectra as a function of transfer integrals.
Because the electronic coupling term J

(k)
β more strongly

depends on the hole transfer integral t
(k)
h as in Eq. (8), we fixed

t (k)
e of three different pairs of molecules at the values given

in Table II and examined how the spectral features are varied
with t

(k)
h . Here, the relative strengths of hole transfer integrals

among three different pairs were kept as in Table II: t
(1)
h =

−0.081t, t
(2)
h = −0.028t , and t

(3)
h = 0.094t ; thereby, J

(1)
β =

0.1t2, J (2)
β = −0.0164t2, and J

(3)
β = 0.2245t2, where t is a free

parameter. Figure 6 shows the simulated spectra as a function
of t from 0 to 1.1. The spectrum at t = 0 reproduces that of
DNTT cation, showing a definite vibrational progression. As
t , hence th increases, the vibrational progression is blurred. In
addition, the intensity at the lower absorption edge decreases,
while the peak is shifted to the higher energy. At t � 0.8, the
vibrational progression is completely lost and the spectra show
typical H-aggregate characteristics [39]. While the whole band

FIG. 6. (Color online) Normalized simulated absorption spectra
of holes in DNTT as a function of t , while the relative strengths
in the electronic couplings of three different pairs are fixed as
J

(1)
β = 0.1t2,J

(2)
β = −0.0164t2, and J

(3)
β = 0.2245t2. The hole trans-

fer integrals are varied as t
(1)
h = −0.081t , t

(2)
h = −0.028t , and t

(3)
h =

0.094t from t = 0 to 1.1. The height of a stick indicates a spectral
weight of each transition and the red curves are the convolution of
stick spectra with a Gaussian line shape, 	(E) = exp(−E2/γ 2) with
γ = 0.005 eV. Insets show the magnified spectra in the low-energy
region.

structure shows blue shifts with increasing t , the absorption
band edge is stretched to the lower energy.

Note that these changes in the spectral features of simulated
spectra reproduce qualitatively the n dependence of the CM
spectra of Cn-DNTT observed (Fig. 4). Figure 7 shows com-
parison between the observed CM spectra and the simulated
lowest band. The redshifts observed in Cn-DNTT TFTs with
n = 8,10, and 12 can be well reproduced by the simulation
with t = 1.04,1.06, and 1.08, respectively. Namely, the n

dependence of the absorption band edge observed indicates
that the hole transfer rate increases with increasing alkyl chain
length. Therefore the analysis of the CM spectra confirms
the fastener effect in the alkylated DNTTs; the alkyl chains
change the mutual orientations of DNTT chromophores so
as to enhance the intermolecular overlap of π orbitals.
This is consistent with crystal structural analysis with x-ray
diffraction; it has been demonstrated that introducing long
alkyl chains at both ends of DNTT reduces interchromophore
misalignment along c-axis and shortens the interchromophore
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FIG. 7. (Color online) Comparison between observed CM spec-
tra (open circles) and simulated absorption bands (sticks). CM spectra
of (a) n = 0, (b) 8, (c) 10, and (d) 12 and simulations with (a) t = 1.00,
(b) 1.04, (c) 1.06, and (d) 1.08. The whole simulated bands are shifted
by a solution-to-crystal shift of −0.07 eV.

distance [33]. Thus the structural changes improve the overlap
of π orbitals of adjacent molecules (see Fig. S8 in Ref. [36]).

The improvement in hole mobility evaluated from the
I -V curves, however, cannot be explained solely by the
enhancement in the intermolecular coupling due to alkyl chains
introduced. From the relative strengths of hole transfer inte-
grals obtained from the spectral analysis, we can examine the
n dependence of hole mobility among the devices; the transfer
integrals increase with the alkyl-chain length monotonically by
a factor of 1.08 from n = 0 to 12. The Holstein polaron model,
for example, predicts that the carrier mobility increases with
t2
h ; thus, only 17% of enhancement is accounted for by this

model. In contrast, the hole mobilities of Cn-DNTT evaluated
from the I -V characteristics (Table I) increases by a factor of
4 from n = 0 to 10, but the mobility decreases when the longer
alkyl chains (n = 12) are introduced. Thus the relative transfer
integrals deduced from the absorption band edges substantially
underestimate the increase in hole mobility when the chain
length is increased from n = 0 to 10. Moreover, we expect
that the hole mobility increases monotonically up to n = 12,
because the transfer integral does not decrease at n = 12. The
discrepancies in the n-dependence of carrier mobility between
the two independent measurements performed with the same
devices suggest that the carrier mobilities estimated from the
I -V characteristics are strongly influenced by the mesoscopic
morphologies of grains, the structure of grain boundaries,
defects in grains, etc., whereas the increase in microscopic

FIG. 8. (Color online) Typical AFM images of (a) DNTT and
(b) C10-DNTT thin films with about monolayer thickness.

intrinsic hole transfer integral plays a minor role. The decrease
in hole mobility associated with the elongation of chains from
n = 10 to 12 is likely attributed to the increase in the number
of defects originating in the formation of gauche defects in the
thin film of C12-DNTT.

The morphologies of thin films with a nearly monolayer
thickness observed with AFM shown in Fig. 8 are suggestive
in this regard. In the DNTT thin film, grains and boundaries
between them are clearly visible. In contrast, the AFM image
of the C10-DNTT thin film is highly smooth and almost
continuously connected in a wider range. The average area
of the grains in the C10-DNTT thin film is much larger than
that in the DNTT thin film: 0.3 and 3.6 μm2 for DNTT and
C10-DNTT thin films, respectively (see Fig. S9 in Ref. [36]).
This implies that the number of grain boundaries and barrier
heights for intergrain hole transfer in the channel region are
smaller in the C10-DNTT thin film than the DNTT film. These
observations are also consistent with recent ESR studies; the
barriers of intergrain hopping were estimated to be 45 meV
for DNTT [16] and ∼10 meV for C10-DNTT [17]. Hence it
is very likely that the mesoscopic morphology of thin films
is more crucial to hole mobility than the microscopic fastener
effect that manifests itself in increasing hole transfer integrals
with the alkyl-chain length.

IV. CONCLUSIONS

We have carried out systematic hole mobility measurements
based on I -V characteristics and the measurements of CM
spectra of DNTT and Cn-DNTT (n = 8, 10, and 12) as a
function of alkyl-chain length using the same devices, together
with measurements of the absorption spectra of cations of
these compounds in a solution. The hole mobility increases
by a factor of four as the alkyl-chain length is increased
from n = 0 to 10, but decreases at n = 12. The spectral
features at the band edges of CM spectra systematically change
with the alkyl-chain length: (1) the remaining vibrational
progression in the absorption spectra of DNTT is completely
lost in Cn-DNTT (n = 8, 10, and 12). (2) The band edge
shifts to the lower energy with increasing alkyl-chain length.
Simulations of absorption spectra of holes with the extended
theory with Holstein-type Hamiltonians indicate that the hole
transfer integral increases with increasing alkyl-chain length.
Systematic measurements of CM spectra in combination with
theoretical simulations prove that information on the hole
transfer integrals can be extracted from the spectral features
of CM spectra at least semiquantitatively. The analysis of CM
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spectra confirms the fastener effect at the microscopic level; the
subtle changes in mutual orientations of DNTT chromophores
by introducing alkyl chains enhance the intermolecular elec-
tronic coupling. However, the enhancement in hole transfer
integrals by introducing alkyl chains cannot account for the
substantial increase of hole mobility evaluated from I -V
curves. This indicates that the mesoscopic morphology of
grains in the thin films plays a dominant role in the hole mobil-
ity of Cn-DNTT TFTs over the microscopic arrangements of
molecules.
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