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1 Introduction

The entanglement entropy in the quantum field theory (QFT) plays important roles in many

fields of physics such as the string theory, condensed matter physics, and the physics of

the black hole. The entanglement entropy is a useful quantity which characterize quantum

properties of given states. For example, the entanglement entropy of ground states follows

the area law [1–4] if we consider a local quantum field theory with a UV fixed point, while

non-local field theories [5, 6] or QFTs with fermi surfaces [7, 8] at UV cut off scale can

violate the area law.

For a given density matrix ρ of the total system, the entanglement entropy of the

subsystem Ω is defined as

SΩ = −TrρΩ ln ρΩ, (1.1)

where ρΩ = TrΩcρ is the reduced density matrix of the subsystem Ω and Ωc is the comple-

ment of Ω. The Rényi entropy S
(n)
Ω is defined as

S
(n)
Ω =

1

1− n
lnTrρnΩ. (1.2)

The limit n → 1 coincides with the entanglement entropy limn=1 S
(n)
Ω = SΩ.

– 1 –
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In this paper we develop the computational method of Rényi entanglement entropy

based on the idea that TrρnΩ is written as the expectation value of the local operator

at Ω. We apply this method to consider the mutual Rényi information I(n)(A,B) =

S
(n)
A +S

(n)
B −S

(n)
A∪B of disjoint compact spatial regions A and B in the locally excited states

defined by acting the local operators at A and B on the vacuum of a (d + 1)-dimensional

field theory, in the limit when the separation r between A and B is much greater than their

sizes RA,B.

Our method is based on the idea that TrρnΩ is written as the expectation value of the

local operator at Ω. This idea was originally used to compute I(n)(A,B) in the vacuum

state by Cardy [9], Calabrese et al. [10] and Headrick [11]. We generalize this idea to an

arbitrary density matrix ρ and construct explicitly the local operator. The density matrix

of the total system ρ can be a mixed state and an excited state. We consider the general

scalar field and do not specify its Hamiltonian. (Our method is applicable to QFT with

interaction.) We summarize our method. We consider n copies of the scalar fields and the

j-th copy of the scalar field is denoted by {φ(j)}. Thus the total Hilbert space, H(n), is the

tensor product of the n copies of the Hilbert space, H(n) = H ⊗H · · · ⊗H where H is the

Hilbert space of one scalar field. We define the density matrix ρ(n) in H(n) as

ρ(n) ≡ ρ⊗ ρ⊗ · · · ⊗ ρ (1.3)

where ρ is an arbitrary density matrix in H. We can express TrρnΩ as

TrρnΩ = Tr(ρ(n)EΩ), (1.4)

where

EΩ =

∫ n
∏

j=1

∏

x∈Ω

DJ (j)(x)DK(j)(x) exp

[

i

∫

ddx
n
∑

l=1

J (l+1)(x)φ(l)(x)

]

× exp

[

i

∫

ddx
n
∑

l=1

K(l)(x)π(l)(x)

]

× exp

[

−i

∫

ddx
n
∑

l=1

J (l)φ(l)

]

,

(1.5)

where π(x) is a conjugate momenta of φ(x), [φ(x), π(y)] = iδd(x − y), and J (j)(x) and

K(j)(x) exist only in Ω and J (n+1) = J (1) and we normalize the measure of the functional

integral as
∫

DJ (j) exp[i
∫

ddxJ (j)(x)f(x)] =
∏

x∈Ω δ(f(x)) where f(x) is an arbitrary func-

tion. Notice that φ and π in (1.5) are operators and the ordering is important. We call this

operator EΩ as the glueing operator. When ρ is a pure state, ρ = |Ψ〉 〈Ψ|, the equation (1.4)

becomes

TrρnΩ = 〈Ψ(n)|EΩ |Ψ(n)〉 (1.6)

where

|Ψ(n)〉 = |Ψ〉 |Ψ〉 . . . |Ψ〉 . (1.7)

For a free scalar field, we can rewrite EΩ in (1.5) using the normal ordering. In the case

n = 2, we obtain a simple expression of EΩ and reproduce the result that I(2)(A,B) in the

vacuum state is proportional to the product of the electrostatic capacitance of each regions

– 2 –
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obtained by Cardy [9]. Furthermore the simple expression of EΩ is useful for numerical

calculation.

The advantages of this method are that we can use ordinary technique in QFT such as

OPE and the cluster decomposition property and that we can use the general properties

and the explicit expression of the glueing operator to compute systematically the Rényi

entropy for an arbitrary state.

We apply this method to the mutual Rényi information I(n)(A,B) in the locally excited

states. We consider the following locally excited state,

|Ψ〉 = N(OiAOjB +Oi′AOj′B) |0〉 , (1.8)

where N is a real normalization constant and OiA and Oi′A (OjB and Oj′B) are operators

on A (B) and i and i′ (j and j′) label a kind of operators. For the general QFT which

has a mass gap, we compute I(n)(A,B) explicitly and find that this result is interpreted

in terms of an entangled state in a quantum mechanical system which has finite degrees of

freedom. For a free massless scalar field, we show that for some classes of excited states,

I(n)(A,B) − I(n)(A,B)|r→∞ = C
(n)
AB/r

α(d−1) where α = 1 or 2 which is determined by

the property of the local operators under the transformation φ → −φ and α = 2 for the

vacuum state.

The mutual information for a free scalar field in higher dimensions has been studied

in only a few papers [9, 12–16, 26]. In these papers, the authors considered only the

mutual information for the vacuum state. The relation between the mutual information

and the physics of the black hole was considered in [14]. Recently, it is proposed [17]

that the mutual information is obtained by the quantum correction to the holographic

entanglement entropy formula [18, 19]. It would be interesting to use our results to check

this proposition.

The entanglement entropy for an excited state defined by acting the local operator on

the vacuum was considered in [20–23]. In [20], the subsystem is a half of the total space

and the local operator exists at the complement of the subsystem and the time evolution

of the entanglement entropy was considered. It was found that the entanglement entropy

at late time is interpreted in terms of an entangled state in quantum mechanics [20]. This

result is analogous to our result in the general QFT which has a mass gap.

The present paper is organized as follows. In section 2.1 we develop the computational

method of the entanglement entropy. We derive the basic formula (1.4) and construct

explicitly the glueing operator EΩ. In section 2.2 we investigate the general properties of

EΩ. In section 3 we consider the mutual Rényi information I(n)(A,B) in the locally excited

states in the general QFT which has a mass gap. We compute I(n)(A,B) explicitly and

find that this result is interpreted in terms of an entangled state in quantum mechanics.

In section 4 we consider free scalar fields. In section 4.1 we rewrite EΩ in (1.5) using the

normal ordering. In the case n = 2, we obtain a simple expression of EΩ and reproduce the

result that I(2)(A,B) in the vacuum state is proportional to the product of the electrostatic

capacitance of each regions obtained by Cardy. In section 4.2 we consider a free massless

scalar field. We show that for some classes of excited states I(n)(A,B)− I(n)(A,B)|r→∞ =

C
(n)
AB/r

α(d−1) where α = 1 or 2 which is determined by the property of the local operators

– 3 –
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under the transformation φ → −φ and α = 2 for the vacuum state. In section 5 we

summarize our conclusion.

2 Operator formalism

2.1 Operator representation of Trρn
Ω

We represent the trace of the nth power of the reduced density matrix as the expectation

value of the local operator. As a model amenable to unambiguous calculation we deal with

the scalar field as a collection of coupled oscillators on a lattice of space points, labeled

by capital Latin indices, the displacement at each point giving the value of the scalar field

there. The local Hermitian variables q̂A and p̂B (coordinates and the conjugate momentum)

obey the canonical commutation relations

[q̂A, p̂B] = iδAB, [q̂A, q̂B] = [p̂A, p̂B] = 0. (2.1)

The density matrix ρ of the total system in coordinate representation is

ρ(qA; q
′
B) = 〈{qA}| ρ |{q′B}〉 (2.2)

where {qA} denotes the collection of all qA’s. We consider the arbitrary density matrix ρ.

Now consider a subsystem (or subregion) Ω in the space. The oscillators in this region

will be specified by lowercase Latin letters, and those in its complement Ωc will be specified

by Greek letters. We can obtain a reduced density matrix ρΩ for Ω by integrating out over

qα ∈ R for each of the oscillators in Ωc, and then we have

ρΩ(qa; q
′
b) =

∫

∏

α

dqαρ(qa, qα; q
′
b, qα). (2.3)

We obtain the trace of the nth power of the reduced density matrix ρΩ as

TrρnΩ =

∫ n
∏

j=1

∏

a

dq(j)a ρΩ(q
(1)
a ; q(2)a )ρΩ(q

(2)
a ; q(3)a ) . . . ρΩ(q

(n)
a ; q(1)a )

=

∫ n
∏

j=1

∏

a

dq(j)a

∏

α

dq(j)α ρ(q(1)a , q(1)α ; q(2)a , q(1)α )ρ(q(2)a , q(2)α ; q(3)a , q(2)α ) . . .

× ρ(q(n)a , q(n)α ; q(1)a , q(n)α ).

(2.4)

We consider n copies of the oscillators and the j-th copy of the oscillators is denoted by

{q(j)A }. Thus the total Hilbert space, H(n), is the tensor product of the n copies of the

Hilbert space, H(n) = H ⊗H · · · ⊗H. We define the following density matrix,

ρ(n)(q
(1)
A , . . . , q

(n)
A ; q

(1)′

B , . . . , q
(n)′

B ) ≡ ρ(q
(1)
A ; q

(1)′

B )ρ(q
(2)
A ; q

(2)′

B ) . . . ρ(q
(n)
A ; q

(n)′

B ), (2.5)

i.e.

ρ(n) ≡ ρ⊗ ρ⊗ · · · ⊗ ρ. (2.6)
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Then we can rewrite TrρnΩ as

TrρnΩ =

∫ n
∏

j=1

∏

a

dq(j)a

∏

α

dq(j)α

∏

b

dq
(j)′

b

∏

β

dq
(j)′

β

× ρ(q(1)a , q(1)α ; q
(1)′

b , q
(1)′

β )ρ(q(2)a , q(2)α ; q
(2)′

b , q
(2)′

β ) . . . ρ(q(n)a , q(n)α ; q
(n)′

b , q
(n)′

β )

× δ(q(1)α − q
(1)′

β )δ(q(2)α − q
(2)′

β ) . . . δ(q(n)α − q
(n)′

β )

× δ(q
(1)′

b − q(2)a )δ(q
(2)′

b − q(3)a ) . . . δ(q
(n)′

b − q(1)a )

=

∫ n
∏

j=1

∏

A

dq
(j)
A

∏

B

dq
(j)′

B ρ(n)(q
(1)
A , . . . , q

(n)
A ; q

(1)′

B , . . . , q
(n)′

B )

× EΩ(q
(1)′

B , . . . , q
(n)′

B ; q
(1)
A , . . . , q

(n)
A )

= Tr(ρ(n)EΩ),

(2.7)

where

EΩ(q
(1)′

B , . . . , q
(n)′

B ; q
(1)
A , . . . , q

(n)
A ) ≡ 〈{q(1)

′

B }, . . . , {q(n)
′

B }|EΩ |{q(1)A }, . . . , {q(n)A }〉
≡
∏

a

∏

α

δ(q(1)α − q
(1)′

β )δ(q(2)α − q
(2)′

β ) . . . δ(q(n)α − q
(n)′

β )

× δ(q
(1)′

b − q(2)a )δ(q
(2)′

b − q(3)a ) . . . δ(q
(n)′

b − q(1)a ).

(2.8)

We call EΩ as the glueing operator. When ρ is a pure state, ρ = |Ψ〉 〈Ψ|, the equation (2.7)

becomes

TrρnΩ = 〈Ψ(n)|EΩ |Ψ(n)〉 (2.9)

where

|Ψ(n)〉 = |Ψ〉 |Ψ〉 . . . |Ψ〉 . (2.10)

We represent EΩ as a function of q̂ and p̂. We can rewrite EΩ as

EΩ =

∫ n
∏

j=1

∏

a

dq(j)a

∏

b

dq
(j)′

b |{q(1)
′

b }, . . . , {q(n)
′

b }〉 〈{q(1)a }, . . . , {q(n)a }|

× δ(q
(1)′

b − q(2)a )δ(q
(2)′

b − q(3)a ) . . . δ(q
(n)′

b − q(1)a )

=

∫ n
∏

j=1

∏

a

dJ
(j)
a

2π
exp[i(J (2)

a q̂(1)a + J (3)
a q̂(2)a + · · ·+ J (n)

a q̂(n−1)
a + J (1)

a q̂(n)a )]

×
∫ n
∏

j=1

∏

a

dq(j)a

∏

b

dq
(j)′

b |{q(1)
′

b }, . . . , {q(n)
′

b }〉 〈{q(1)a }, . . . , {q(n)a }|

× exp[−i(J (1)
a q̂(1)a + J (2)

a q̂(2)a + · · ·+ J (n)
a q̂(n)a )],

(2.11)

where we have written the delta functions as the Fourier integrals. Note that q̂
(l)
a is a

operator and not a integral variable. The middle term in (2.11) is the tensor product of

the following operator,
∫

dq′
∫

dq |q′〉 〈q| =
∫

dK exp[iKp̂], (2.12)
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where we have omitted the subscripts for simplicity. We can check easily that (2.12) is

correct just by taking the matrix elements of its both sides. Thus we can rewrite the

middle term in (2.11) as

∫ n
∏

j=1

∏

a

dq(j)a

∏

b

dq
(j)′

b |{q(1)
′

b }, . . . , {q(n)
′

b }〉 〈{q(1)a }, . . . , {q(n)a }| =

∫ n
∏

j=1

∏

a

dK(j)
a exp[i(K(1)

a p̂(1)a +K(2)
a p̂(2)a + · · ·+K(n)

a p̂(n)a )].

(2.13)

We substitute (2.13) into (2.11) and obtain

EΩ =

∫ n
∏

j=1

∏

a∈Ω

dJ
(j)
a

2π
dK(j)

a exp[i(J (2)
a q̂(1)a + J (3)

a q̂(2)a + · · ·+ J (n)
a q̂(n−1)

a + J (1)
a q̂(n)a )]

× exp[i(K(1)
a p̂(1)a +K(2)

a p̂(2)a + · · ·+K(n)
a p̂(n)a )]

× exp[−i(J (1)
a q̂(1)a + J (2)

a q̂(2)a + · · ·+ J (n)
a q̂(n)a )].

(2.14)

From (2.14), for the (d+ 1) dimensional scalar field theory, we obtain

EΩ =

∫ n
∏

j=1

∏

x∈Ω

DJ (j)(x)DK(j)(x) exp

[

i

∫

ddx
n
∑

l=1

J (l+1)(x)φ(l)(x)

]

× exp

[

i

∫

ddx
n
∑

l=1

K(l)(x)π(l)(x)

]

× exp

[

−i

∫

ddx
n
∑

l=1

J (l)φ(l)

]

.

(2.15)

where π(x) is a conjugate momenta of φ(x), [φ(x), π(y)] = iδd(x − y), and J (j)(x) and

K(j)(x) exist only in Ω and J (n+1) = J (1) and we normalize the measure of the func-

tional integral as
∫

DJ (j) exp[i
∫

ddxJ (j)(x)f(x)] =
∏

x∈Ω δ(f(x)) where f(x) is an arbitrary

function.

2.2 General properties of the glueing operator EΩ

We investigate some general properties of EΩ.

(1) Symmetry: from (2.15), EΩ is invariant under the sign changing transformation

φ, π → −φ,−π, i.e.

EΩ(φ
(1), . . . , φ(n), π(1), . . . , π(n)) = EΩ(−φ(1), . . . ,−φ(n),−π(1), . . . ,−π(n)). (2.16)

(2) Locality: when Ω = A ∪B and A ∩B = ∅,

EA∪B = EAEB. (2.17)

(3) For n arbitrary operators Fj (j = 1, 2, . . . , n) on H,

Tr(F1 ⊗ F2 ⊗ · · · ⊗ Fn · EΩ) = Tr(F1ΩF2Ω . . . FnΩ), (2.18)

where FjΩ ≡ TrΩcFj . This property is the generalization of (2.7). We can prove

easily (2.18) by using the matrix elements of EΩ in (2.8).

– 6 –
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(4) The cyclic property: from the cyclic property of the trace in the right hand side

in (2.18), we obtain

Tr(F1 ⊗ F2 ⊗ · · · ⊗ Fn · EΩ) = Tr(F2 ⊗ F3 ⊗ · · · ⊗ Fn ⊗ F1 · EΩ). (2.19)

(5) The relation between EΩ and EΩc for pure states: we consider two pure states

|φ1〉 |φ2〉 . . . |φn〉 and |ψ1〉 |ψ2〉 . . . |ψn〉 in H(n) where |φj〉 and |ψj〉 (j = 1, 2, . . . , n)

are arbitrary pure states. We can prove the following equation:

〈ψ1| 〈ψ2| . . . 〈ψn|EΩ |φ1〉 |φ2〉 . . . |φn〉 = [〈φ2| 〈φ3| . . . 〈φn| 〈φ1|EΩc |ψ1〉 |ψ2〉 . . . |ψn〉]∗.
(2.20)

We prove (2.20) as follows:

From (2.8) we obtain

〈ψ1| 〈ψ2| . . . 〈ψn|EΩ |φ1〉 |φ2〉 . . . |φn〉

=

∫ n
∏

j=1

∏

a

dq(j)a

∏

α

dq(j)α

× ψ1(q
(1)
a , q(1)α )∗ψ2(q

(2)
a , q(2)α )∗ . . . ψn(q

(n)
a , q(n)α )∗φ1(q

(n)
a , q(1)α )

× φ2(q
(1)
a , q(2)α ) . . . φn(q

(n−1)
a , q(n)α )

=





∫ n
∏

j=1

∏

a

dq(j)a

∏

α

dq(j)α φ2(q
(1)
a , q(2)α )∗φ3(q

(2)
a , q(3)α )∗ . . . φn(q

(n−1)
a , q(n)α )∗

× φ1(q
(n)
a , q(1)α )∗ψ1(q

(1)
a , q(1)α )ψ2(q

(2)
a , q(2)α ) . . . ψn(q

(n)
a , q(n)α )





∗

= [〈φ2| 〈φ3| . . . 〈φn| 〈φ1|EΩc |ψ1〉 |ψ2〉 . . . |ψn〉]∗.
(2.21)

By using (2.20), we can obtain the following basic property (see e.g. [24]) for a pure

state ρ = |Ψ〉 〈Ψ|;

TrρnΩ = 〈Ψ(n)|EΩ |Ψ(n)〉 = [〈Ψ(n)|EΩc |Ψ(n)〉]∗ = TrρnΩc . (2.22)

where we have used the fact that TrρnΩ is real. So (2.20) is the generalization of TrρnΩ =

TrρnΩc for a pure state ρ = |Ψ〉 〈Ψ|.

3 Locally excited states in the general QFT which has a mass gap

We consider the mutual Rényi information I(n)(A,B) ≡ S
(n)
A + S

(n)
B − S

(n)
A∪B of disjoint

compact spatial regions A and B in the locally excited states of the general QFT which

has the mass gap m in the limit when the separation r between A and B is much greater

than their sizes RA,B and 1/m (r ≫ RA,B, 1/m). We consider the following locally excited

state,

|Ψ〉 = N(OiAOjB +Oi′AOj′B) |0〉 , (3.1)
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where N is a real normalization constant and OiA and Oi′A (OjB and Oj′B) are operators on

A (B) and i and i′ (j and j′) label a kind of operators. We assume the distance between the

positions of OA (OB) and the boundary of A (B) is much greater than 1/m (RA,B ≫ 1/m)

(we have omitted the labels is for simplicity.) We impose following orthogonal conditions

for simplicity,

〈0|O†
iAOi′A |0〉 = 〈0|O†

jBOj′B |0〉 = 0. (3.2)

This state is similar to the EPR state. We compute the mutual Rényi information of this

state. In this calculation, the general properties (2), (5) and the cluster decomposition

property in the QFT play important roles.

From the normalization condition 〈Ψ|Ψ〉 = 1 we obtain

N−2 ≃ 〈0|O†
iAOiA |0〉 〈0|O†

jBOjB |0〉+ 〈0|O†
i′AOi′A |0〉 〈0|O†

j′BOj′B |0〉 , (3.3)

where we have used the cluster decomposition property 〈0|O†
AOAO

†
BOB |0〉 ≃ 〈0|O†

AOA |0〉
〈0|O†

BOB |0〉 and the orthogonal conditions (3.2). By using (2.9), we obtain TrρnΩ for

ρ = |Ψ〉 〈Ψ| as

TrρnΩ = 〈Ψ(n)|EΩ |Ψ(n)〉
= N2n 〈0(n)| (O†

iAO
†
jB +O†

i′AO
†
j′B)

(1) . . . (O†
iAO

†
jB +O†

i′AO
†
j′B)

(n)

× EΩ(OiAOjB +Oi′AOj′B)
(1) . . . (OiAOjB +Oi′AOj′B)

(n) |0(n)〉 ,
(3.4)

where O(l) are operators in the Hilbert space of the l-th copy and the Ω is A,B or A ∪B.

First, we consider TrρnA∪B. From (2.20) and (3.4) we obtain

TrρnA∪B = N2n[〈0(n)| (O†
iAO

†
jB +O†

i′AO
†
j′B)

(1) . . . (O†
iAO

†
jB +O†

i′AO
†
j′B)

(n)

× E(A∪B)c(OiAOjB +Oi′AOj′B)
(1) . . . (OiAOjB +Oi′AOj′B)

(n) |0(n)〉]∗

≃ 〈Ψ|Ψ〉 [〈0(n)|E(A∪B)c |0(n)〉]∗ = 〈0(n)|EA∪B |0(n)〉 = 〈0(n)|EAEB |0(n)〉
≃ 〈0(n)|EA |0(n)〉 〈0(n)|EB |0(n)〉 = Trρn0ATrρ

n
0B,

(3.5)

where we have used the cluster decomposition property and the conditions r,RA, RB ≫
1/m and ρ0A(B) is the reduced density matrix of the vacuum state.

Next we consider TrρnA. We expand the product in (3.4). The terms in the expansion

in (3.4) have the following form,

〈0(n)|O(1)†
i1A

. . . O
(n)†
inA

EAO
(1)
in+1A

. . . O
(n)
i2nA

·O(1)†
j1B

. . . O
(n)†
jnB

O
(1)
jn+1B

. . . O
(n)
j2nB

|0(n)〉

≃ 〈0(n)|O(1)†
i1A

. . . O
(n)†
inA

EAO
(1)
in+1A

. . . O
(n)
i2nA

|0(n)〉 〈0(n)|O(1)†
j1B

. . . O
(n)†
jnB

O
(1)
jn+1B

. . . O
(n)
j2nB

|0(n)〉

= 〈0(n)|O(1)†
i1A

. . . O
(n)†
inA

EAO
(1)
in+1A

. . . O
(n)
i2nA

|0(n)〉
n
∏

l=1

〈0|O†
jlB

Ojl+nB |0〉

= 〈0(n)|O(1)†
i1A

. . . O
(n)†
inA

EAO
(1)
in+1A

. . . O
(n)
i2nA

|0(n)〉
n
∏

l=1

δjljl+n
〈0|O†

jlB
OjlB |0〉

(3.6)
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where (il, jl) is (i, j) or (i
′, j′) (l = 1, 2, . . . , 2n) and we have used the cluster decomposition

property and the condition r ≫ 1/m in the second line and used the orthogonal conditions

in (3.2) in the last line. From (3.6), the number of the nonzero terms in the the expansion

in (3.4) is 2n. From (3.4) and (3.6), we obtain

TrρnA = N2n[〈0|O†
jBOjB |0〉n 〈0(n)|O(1)†

iA . . . O
(n)†
iA EAO

(1)
iA . . . O

(n)
iA |0(n)〉

+ 〈0|O†
jBOjB |0〉n−1 〈0|O†

j′BOj′B |0〉
× (〈0(n)|O(1)†

i′A O
(2)†
iA . . . O

(n)†
iA EAO

(1)
i′AO

(2)
iA . . . O

(n)
iA |0(n)〉+ . . . )

+ 〈0|O†
jBOjB |0〉n−2 〈0|O†

j′BOj′B |0〉2

× (〈0(n)|O(1)†
i′A O

(2)†
i′A O

(3)†
iA . . . O

(n)†
iA EAO

(1)
i′AO

(2)
i′AO

(3)
iA . . . O

(n)
iA |0(n)〉+ . . . )

+ · · ·+ 〈0|O†
j′BOj′B |0〉n 〈0(n)|O(1)†

i′A . . . O
(n)†
i′A EAO

(1)
i′A . . . O

(n)
i′A |0(n)〉].

(3.7)

The number of the terms which are proportional to 〈0|O†
jBOjB |0〉n−l 〈0|O†

j′BOj′B |0〉l
in (3.7) is nCl. By using (2.20), we obtain

〈0(n)|O(1)†
i1A

. . . O
(n)†
inA

EAO
(1)
i1A

. . . O
(n)
inA

|0(n)〉
= [〈0(n)|O(1)†

i2A
. . . O

(n−1)†
inA

O
(n)†
i1A

EAcO
(1)
i1A

. . . O
(n)
inA

|0(n)〉]∗

≃ [〈0(n)|EAc |0(n)〉 〈0(n)|O(1)†
i2A

. . . O
(n−1)†
inA

O
(n)†
i1A

O
(1)
i1A

. . . O
(n)
inA

|0(n)〉]∗

= 〈0(n)|EA |0(n)〉
n
∏

l=1

〈0|O†
ilA

Oil+1A |0〉

=















Trρn0A 〈0|O†
iAOiA |0〉n for i = i1 = i2 = · · · = in

Trρn0A 〈0|O†
i′AOi′A |0〉n for i′ = i1 = i2 = · · · = in

0 otherwise

(3.8)

where in+1 = i1 and we have used the cluster decomposition property and the condition

RA ≫ 1/m in the third line and used the orthogonal conditions in (3.2) in the last line.

From (3.8) the nonzero terms in (3.7) are only the first term and the last term and we

obtain

TrρnA = Trρn0A ·N2n[〈0|O†
iAOiA |0〉n 〈0|O†

jBOjB |0〉n + 〈0|O†
i′AOi′A |0〉n 〈0|O†

j′BOj′B |0〉n].
(3.9)

By the same way, we obtain TrρnB as

TrρnB = Trρn0B ·N2n[〈0|O†
iAOiA |0〉n 〈0|O†

jBOjB |0〉n + 〈0|O†
i′AOi′A |0〉n 〈0|O†

j′BOj′B |0〉n].
(3.10)

From (3.3), (3.5), (3.9) and (3.10), we obtain the mutual Rényi information I(n)(A,B) =

(n− 1)−1 ln
Trρn

A∪B

Trρn
A
Trρn

B

as

I(n)(A,B) =
2

n− 1
ln

(x+ y)n

xn + yn
(3.11)
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where

x ≡ 〈0|O†
iAOiA |0〉 〈0|O†

jBOjB |0〉 , y ≡ 〈0|O†
i′AOi′A |0〉 〈0|O†

j′BOj′B |0〉 . (3.12)

Taking the limit n → 1 leads to the the mutual information

I(A,B) = 2

[

ln(x+ y)− 1

x+ y
(x lnx+ y ln y)

]

. (3.13)

We can reproduce these results from the quantum mechanics. Let us consider the

following state,

|Ψ〉qm = N(|i〉A |j〉B + |i′〉A |j′〉B), (3.14)

where N is the real normalization constant, and |i(i′)〉A and |j(j′)〉B are the pure state of

the subsystem A and B and

〈i|i′〉A = 〈j|j′〉B = 0. (3.15)

From (3.14), (3.15) and the normalization condition 〈Ψ|Ψ〉qm = 1, we obtain

TrρnqmA = TrρnqmB = N2n[〈i|i〉nA 〈j|j〉nB + 〈i′|i′〉nA 〈j′|j′〉nB] (3.16)

where

N−2 = 〈i|i〉A 〈j|j〉B + 〈i′|i′〉A 〈j′|j′〉B . (3.17)

Because the total system is a pure state, TrρnqmA∪B = 1. From (3.16) and (3.17) we obtain

the mutual Rényi information as

I(n)qm (A,B) =
2

n− 1
ln

(xqm + yqm)n

xnqm + ynqm
, (3.18)

where

xqm ≡ 〈i|i〉A 〈j|j〉B , yqm ≡ 〈i′|i′〉A 〈j′|j′〉B . (3.19)

(3.11) is the same as (3.18) when we replace the states as follows:

Oi(i′)A |0〉 → |i(i′)〉A , Oj(j′)B |0〉 → |j(j′)〉B . (3.20)

Interestingly, the mutual information in the QFT measures only the quantum entanglement

in the limit r → ∞ although the mutual information measures generally the total of the

quantum entanglement and the classical one [24]. So, in this limit, the mutual information

is a good measure of quantum entanglement in this sense.

4 Free scalar fields

4.1 Explicit calculation of the glueing operator EΩ

We consider (d+1) dimensional free scalar field theory. For free scalar fields, it is useful to

represent the glueing operator EΩ in (2.15) as the normal ordered operator. We decompose

φ and π into the creation and annihilation parts,

φ(x) = φ+(x) + φ−(x), π(x) = π+(x) + π−(x), (4.1)
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where

φ+(x) =

∫

ddp

(2π)d
1

√

2Ep

ape
ipx, φ−(x) = (φ+(x))†,

π+(x) =

∫

ddp

(2π)d
(−i)

√

Ep

2
ape

ipx, π−(x) = (π+(x))†, (4.2)

here Ep is the energy and [ap, a
†
p′ ] = (2π)dδd(p−p′). The commutators of these operators are

[φ+(x), φ−(y)] = 〈0|φ(x)φ(y) |0〉 =
∫

ddp

(2π)d
1

2Ep
eip(x−y) ≡ 1

2
W−1(x− y),

[π+(x), π−(y)] = 〈0|π(x)π(y) |0〉 =
∫

ddp

(2π)d
Ep

2
eip(x−y) ≡ 1

2
W (x− y),

[π+(x), φ−(y)] = [π−(x), φ+(y)] = − i

2
δd(x− y),

(4.3)

where we have defined the matrix W which has continuous indices x, y in (4.3) and W−1

is the inverse of W . By using (4.3) and the Baker-Campbell-Hausdorff (BCH) formula

eXeY = e[X,Y ]eY eX , eX+Y = e−
1
2
[X,Y ]eXeY , for [[X,Y ], X] = [[X,Y ], Y ] = 0, we obtain

exp

[

i

∫

ddxJ ′φ

]

exp

[

i

∫

ddxKπ

]

exp

[

−i

∫

ddxJφ

]

=: exp

[

i

∫

ddx(Kπ + (J ′ − J)φ)

]

:

× exp

[∫

ddxddy

(

−1

4
K(x)W (x− y)K(y)− 1

4
(J ′ − J)(x)W−1(x− y)(J ′ − J)(y)

)

−
∫

ddx
i

2
K(x)(J ′ + J)(x)

]

,

(4.4)

where : O : means the normal ordered operator of O. From (4.4) we can rewrite EΩ

in (2.15) as the normal ordered operator,

EΩ=

∫ n
∏

j=1

∏

x∈Ω

DJ (j)(x)DK(j)(x) :exp

[

i
n
∑

l=1

∫

ddx((J (l+1)−J (l))φ(l)+K(l)π(l))

]

: exp[−S̃],

(4.5)

where J (n+1) = J (1) and

S̃≡
n
∑

l=1

[∫

ddxddy

[

1

4
K(l)(x)W (x−y)K(l)(y)+

1

4
(J (l+1)−J (l))(x)W−1(x−y)(J (l+1)−J (l))(y)

]

+
i

2

∫

ddxK(l)(x)(J (l+1)+J (l))(x)

]

.

(4.6)

For the vacuum state ρ0 = |0〉 〈0|, from (4.5) we obtain

Trρn0Ω = 〈0(n)|EΩ |0(n)〉 =
∫ n
∏

j=1

∏

x∈Ω

DJ (j)(x)DK(j)(x) exp[−S̃]. (4.7)
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We can show that (4.7) reproduces the same result as that of the real time approach [1, 2, 25]

which is based on the wave functional calculation (see appendix A). By expanding the

exponential in the normal ordered product in (4.5) and performing the Gauss integral of

J and K, we can rewrite the EΩ as a series of operators. Note that the odd powers of the

expansion of (4.5) vanish from the symmetric property (2.16).

4.1.1 The case n = 2

In the case n = 2, it is useful to define the following linear combinations,

φ±=
1√
2
(φ(1)±φ(2)), π±=

1√
2
(π(1)±π(2)), J±=

1√
2
(J (1)±J (2)), K±=

1√
2
(K(1)±K(2)).

(4.8)

From (4.8) we rewrite (4.5) as

EΩ =

∫

DJ+DJ−DK+DK− : exp

[

i

∫

ddx(−2J−φ− +K+π+ +K−π−)

]

:

× exp

[∫

ddxddy

(

−1

4
(K+(x)W (x− y)K+(y) +K−(x)W (x− y)K−(y))

− J−(x)W
−1(x− y)J−(y)

)

− i

∫

ddxK+(x)J+(x)

]

=

∫

DJ−DK− : exp

[

i

∫

ddx(−2J−φ− +K−π−)

]

:

× exp

[∫

ddxddy

(

−1

4
K−(x)W (x− y)K−(y)− J−(x)W

−1(x− y)J−(y)

)]

,

(4.9)

where we have performed J+ and K+ integrals. In order to represent the Gauss integrals

of K− and J−, we will use the following matrix notation,

W (x− y) =

(

W (xΩ − yΩ) W (xΩ − yΩc)

W (xΩc − yΩ) W (xΩc − yΩc)

)

≡
(

A B

BT C

)

(4.10)

W−1(x− y) =

(

W−1(xΩ − yΩ) W−1(xΩ − yΩc)

W−1(xΩc − yΩ) W−1(xΩc − yΩc)

)

≡
(

D E

ET F

)

(4.11)

where xΩ(Ωc) and yΩ(Ωc) are the coordinates in Ω(Ωc). Thus the propagators of J− and

K− are

〈J−(x)J−(y)〉 ≡
∫

DJ−J−(x)J−(y)e
−

∫
ddxddyJ−(x)W−1(x−y)J−(y)

∫

DJ−e−
∫
ddxddyJ−(x)W−1(x−y)J−(y)

=
1

2
D−1(x− y) (4.12)

and

〈K−(x)K−(y)〉 ≡
∫

DK−K−(x)K−(y)e
−

∫
ddxddy 1

4
K−(x)W (x−y)K−(y)

∫

DK−e
−

∫
ddxddy 1

4
K−(x)W (x−y)K−(y)

= 2A−1(x−y). (4.13)
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Then we can expand the EΩ for n = 2 as

EΩ = Trρ20Ω

[

1− 2

∫

ddxddy〈−(x)J−(y)〉 : φ−(x)φ−(y) :

−1

2

∫

ddxddy〈K−(x)K−(y)〉 : π−(x)π−(y) : + . . .

]

.

(4.14)

Next let us apply above results to the mutual Rényi information I(2)(A,B) of disjoint

compact spatial regions A and B in the vacuum states of the massless free scalar field. We

express EΩ as a sum of the local operators at some conventionally chosen points (rA, rB)

inside A and B. From (4.14), we have

EA(B) = Trρ20A(B)[1− 2 : φ2
−(rA(B)) : CA(B) + . . . ] (4.15)

where

CA(B) =

∫

ddxddy〈J−(x)J−(y)〉. (4.16)

From the local property (2.17), EA∪B = EAEB, and (4.15) we obtain

Trρ20A∪B

Trρ20ATrρ
2
0B

=
〈0(2)|EAEB |0(2)〉

〈0(2)|EA |0(2)〉 〈0(2)|EB |0(2)〉 ≃ 1 +
1

2
CACB(W

−1(r))2, (4.17)

where we have used 〈0(2)| : φ2
−(x) :: φ

2
−(y) : |0(2)〉 = 2(〈0|φ(x)φ(y) |0〉)2 = 1

2(W
−1(x− y))2.

We use the notation Ep = |p| and

W−1(x− y) =

∫

ddp

(2π)d
1

|p|ape
ip(x−y) =

Bd

|x− y|d−1
, (4.18)

where Bd is a numerical constant. Thus the the mutual Rényi information I(2)(A,B) is

I(2)(A,B) ≃ 1

2
CACB

B2
d

r2d−2
. (4.19)

We can compute CA(B) numerically at least. The expression (4.16) of CA(B) is useful

for numerical computation. Furthermore, we can obtain the alternative expression of CA(B)

as follows. Let us consider the following generating function,

G(σ) =

∫

DJ− exp

[

−
∫

ddxddyJ−(x)W
−1(x− y)J−(y) + iσ

∫

ddxJ−(x)

]

, (4.20)

where σ is a c number. We can obtain the coefficients of : φ2m
− (rA) : in the expansion of

EA from G(σ). For example, we have

CA =
−1

G(0)

∂2G

∂σ2

∣

∣

∣

∣

σ=0

. (4.21)

We can rewrite G(σ) by using the (d+ 1) dim Euclidean path integral as

G(σ) =
1

Z(0)

∫

DJ−Z(J−) exp

[

iσ

∫

ddxJ−(x)

]

, (4.22)
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where

Z(J−) =

∫

Dϕ exp

[

−1

2

∫

dd+1x(∂µϕ)
2 − 2i

∫

ddxJ−ϕ|τ=0

]

, (4.23)

where τ is the Euclidean time coordinate and ϕ(τ, x) is a scalar field in (d+1) dimensional

Euclidean space. First, we perform the J− integral and obtain

G(σ) =
1

Z(0)

∫

Dϕ exp

[

−1

2

∫

dd+1x(∂µϕ)
2

]

∏

x∈Ω

δ(σ − 2ϕ(τ = 0, x)). (4.24)

We decompose ϕ into the quantum part ϕq and the classical part ϕcl. The ϕcl is the

solution of ∂2ϕ = 0 and satisfy the boundary condition,

ϕcl(τ = 0, x) =
σ

2
(x ∈ A), and ϕcl(τ, x) = 0 (|τ2 + x2| → ∞). (4.25)

Thus the region (τ = 0, x ∈ A) acts like a conductor where electrostatic potential is σ/2

and ϕcl(τ, x) is electrostatic potential at (τ, x). We perform the ϕq integral and obtain

G(σ) = G(0) exp

[

−1

2

∫

dd+1x(∂µϕcl)
2

]

= G(0) exp

[

−σ2

8
CA

]

, (4.26)

where 1
2

∫

dd+1x(∂µϕcl)
2 is the electrostatic energy and we have rewritten it by using CA

which is electrostatic capacitance of the conductor (τ = 0, x ∈ A). From (4.21) and (4.26)

we have

CA =
1

4
CA. (4.27)

Thus, from (4.19) and (4.27), we reproduced the result that I(2)(A,B) in the vacuum state

is proportional to the product of the electrostatic capacitance of each regions obtained by

Cardy [9].

4.2 The mutual information of locally excited states

We consider the mutual Rényi information I(n)(A,B) = S
(n)
A + S

(n)
B − S

(n)
A∪B of disjoint

compact spatial regions A and B in the locally excited states of the (d+1) dimensional free

massless scalar field theory in the limit when the separation r between A and B is much

greater than their sizes RA,B.

We consider the following locally excited state,

|Ψ〉 = N(OiAOjB +Oi′AOj′B) |0〉 , (4.28)

where N is a real normalization constant and OiA and Oi′A (OjB and Oj′B) are operators

on A (B) and i and i′ (j and j′) label a kind of operators. We impose following orthogonal

conditions,

〈0|O†
iAOi′A |0〉 = 〈0|O†

jBOj′B |0〉 = 0. (4.29)

This state is similar to the EPR state. We compute the mutual Rényi information of this

state. When r → ∞, the mutual information I(n)(A,B) is the same as that of the general
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QFT which have a mass gap in (3.11). In the mass gap case there is a correction which is

O(e−mRA(B)) for (3.11). In the free massless case there is a correction which is O(1/RA(B)).

We consider the leading term of I(n)(A,B) which depends on r for r ≫ RA, RB.

Because the symmetric property (2.16) is important to determine the r dependence of

I(n)(A,B) as we will show it later, from now on, we impose the condition that under the

sign changing transformation (φ, π) → (−φ,−π) the operators O in (4.28) is transformed as

O → (−1)|O|O, (4.30)

where |O| = 0 or 1. From the normalization condition 〈Ψ|Ψ〉 = 1 we have

N−2 = 〈0| [O†
iAOiAO

†
jBOjB+O†

iAOi′AO
†
jBOj′B+O†

i′AOiAO
†
j′BOjB+O†

i′AOi′AO
†
j′BOj′B] |0〉 .

(4.31)

By using (2.9), we obtain TrρnΩ for ρ = |Ψ〉 〈Ψ| as

TrρnΩ = 〈Ψ(n)|EΩ |Ψ(n)〉
= N2n 〈0(n)| (O†

iAO
†
jB +O†

i′AO
†
j′B)

(1) . . . (O†
iAO

†
jB +O†

i′AO
†
j′B)

(n)

× EΩ(OiAOjB +Oi′AOj′B)
(1) . . . (OiAOjB +Oi′AOj′B)

(n) |0(n)〉 ,
(4.32)

where O(l) are operators in the Hilbert space of the l-th copy and the Ω is A,B or A ∪B.

4.2.1 The case Oi′A = Oj′B = 0

First we consider the case Oi′A = Oj′B = 0 and OiA and OjB are nonzero

|Ψ1〉 = N1OiAOjB |0〉 . (4.33)

From the normalization condition we have

N−2
1 = 〈0|O†

iAOiAO
†
jBOjB |0〉 . (4.34)

From the condition (4.30), |O†
iAOiA| = 0 and the OPE of O†

iAOiA has the form

O†
iAOiA = 〈0|O†

iAOiA |0〉 [1 + C :φ2:
iA : φ2 : (rA) + . . . ], (4.35)

where (rA, rB) are some conventionally chosen points inside A and B. The key point is

that there is not φ in the OPE (4.35) because of |O†
iAOiA| = 0. The OPE of O†

jBOjB has

the same form as that of O†
iAOiA because of |O†

jBOjB| = 0. Thus we have

N−2
1 = 〈0|O†

iAOiA |0〉 〈0|O†
jBOjB |0〉 [1 +O(1/r2d−2)], (4.36)

where we have used 〈0| : φ2(rA) :: φ
2(rB) : |0〉 ∝ 1/r2d−2.

We consider TrρnA. From (4.32) we have

TrρnA = 〈Ψ(n)
1 |EΩ |Ψ(n)

1 〉
= N2n

1 〈0(n)| (O†
iAO

†
jB)

(1) . . . (O†
iAO

†
jB)

(n)EA(OiAOjB)
(1) . . . (OiAOjB)

(n) |0(n)〉
= N2n

1 〈0(n)|O(1)†
iA . . . O

(n)†
iA EAO

(1)
iA . . . O

(n)
iA ·O(1)†

jB . . . O
(n)†
jB O

(1)
jB . . . O

(n)
jB |0(n)〉 .

(4.37)
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From (2.16) and (4.30), O
(1)†
iA . . . O

(n)†
iA EAO

(1)
iA . . . O

(n)
iA and O

(1)†
jB . . . O

(n)†
jB O

(1)
jB . . . O

(n)
jB are

even under the sign changing transformation

(φ(1), . . . , φ(n), π(1), . . . , π(n)) → (−φ(1), . . . ,−φ(n),−π(1), . . . ,−π(n)). (4.38)

So the OPEs of these operators are

O
(1)†
iA . . . O

(n)†
iA EAO

(1)
iA . . . O

(n)
iA =

〈0|O(1)†
iA . . . O

(n)†
iA EAO

(1)
iA . . . O

(n)
iA |0〉



1 +
∑

l,m

C̃ :φ(l)φ(m):
iA : φ(l)φ(m) : (rA) + . . .





(4.39)

and

O
(1)†
jB . . . O

(n)†
jB O

(1)
jB . . . O

(n)
jB =

〈0|O(1)†
jB . . . O

(n)†
jB O

(1)
jB . . . O

(n)
jB |0〉

[

1 +
∑

l

D̃:φ(l)φ(l):
jB : φ(l)φ(l) : (rB) + . . .

]

.
(4.40)

Thus, we substitute (4.36), (4.39) and (4.40) into (4.37) and obtain the power of r of the

subleading term of TrρnA

TrρnA = TrρnA|r→∞[1 +O(1/r2d−2)]. (4.41)

In the same way, we can obtain the power of r of the subleading terms of TrρnB and TrρnA∪B

TrρnB = TrρnB|r→∞[1 +O(1/r2d−2)], TrρnA∪B = TrρnA∪B|r→∞[1 +O(1/r2d−2)]. (4.42)

Thus the mutual Rényi information is

I(n)(A,B) = O(1/r2d−2), (4.43)

where we have used I(n)(A,B)|r→∞ = 0 for Oi′A = Oj′B = 0 from (3.11).

4.2.2 The case OiA, OjB, Oi′A and Oj′B are nonzero

There are two cases which are different powers of r of the subleading term of I(n)(A,B).

(i) The case |OiA| = |Oi′A|.
In this case the operators at A in the expansions of N−2, TrρnΩ (Ω = A,B,A ∪ B)

in (4.31) and (4.32) are even under the sign changing transformation (4.38). So the

subleading terms of them come from the operators : φ(l)φ(m) : (rA). Thus the mutual

Rényi information is

I(n)(A,B) = I(n)(A,B)|r→∞ +O(1/r2d−2), (4.44)

where I(n)(A,B)|r→∞ is the same form as (3.11).
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(ii) The case |OiA| 6= |Oi′A| and |OjB| 6= |Oj′B|.
There are some terms which are odd under the sign changing transformation (4.38).

As an example, in the expansion of TrρnA∪B in (4.32), we consider the following term,

〈0(n)|O(1)†
i′A O

(2)†
iA . . . O

(n)†
iA EAO

(1)
iA O

(2)
iA . . . O

(n)
iA ·O(1)†

j′B O
(2)†
jB . . . O

(n)†
jB EBO

(1)
jBO

(2)
jB . . . O

(n)
jB |0(n)〉 .

(4.45)

In (4.45), the operators at A and at B are both odd under the sign changing trans-

formation (4.38). So the leading r dependent term of it come from the operators φ(l).

Thus the mutual Rényi information is

I(n)(A,B) = I(n)(A,B)|r→∞ +O(1/rd−1), (4.46)

where I(n)(A,B)|r→∞ is the same form as (3.11).

5 Conclusion and discussions

We developed the computational method of Rényi entanglement entropy based on the idea

that TrρnΩ is written as the expectation value of the local operator at Ω. We expressed TrρnΩ
as the expectation value of the glueing operator EΩ, Trρ

n
Ω = Tr(ρ(n)EΩ). We constructed

explicitly EΩ and investigated its general properties. For a free scalar field, we rewrote EΩ

in (2.15) using the normal ordering. In the case n = 2, we obtained a simple expression

of EΩ and reproduced the result that I(2)(A,B) in the vacuum state is proportional to

the product of the electrostatic capacitance of each regions obtained by Cardy [9]. The

coefficients of the expansion of EΩ is obtained by the propagators of J− and K− in (4.12)

and (4.13). We can compute these propagators numerically at least and the expression (4.9)

is useful for numerical calculation.

The advantages of this methods are that we can use ordinary technique in QFT such

as OPE and the cluster decomposition property and that we can use the general properties

and the explicit expression of the glueing operator to compute systematically the Rényi

entropy for an arbitrary state.

We applied this method to consider the mutual Rényi information I(n)(A,B) of disjoint

compact spatial regions A and B in the locally excited states defined by acting the local

operators at A and B on the vacuum of a (d + 1)-dimensional field theory, in the limit

when the separation r between A and B is much greater than their sizes RA,B. For the

general QFT which has a mass gap, we computed I(n)(A,B) explicitly and find that this

result is interpreted in terms of an entangled state in quantum mechanics. Interestingly,

the mutual information in the QFT measures only the quantum entanglement in the limit

r → ∞ although the mutual information measures generally the total of the quantum

entanglement and the classical one [24]. So, in this limit, the mutual information is a

good measure of quantum entanglement in this sense. For a free massless scalar field, we

showed that for some classes of excited states I(n)(A,B)− I(n)(A,B)|r→∞ = C
(n)
AB/r

α(d−1)

where α = 1 or 2 which is determined by the property of the local operators under the

transformation φ → −φ and α = 2 for the vacuum state.
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Finally we discuss the generalization of our method. Although we considered only the

locally excited states, we can apply our method to more general excited states, for example,

many particle states and thermal states. We might be able to generalize our method to

fermionic fields. We could apply our method to perturbative calculation in an interacting

field theory.
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A Rényi entropy for the vacuum state in free scalar field theory

In this appendix we show that (4.7) reproduces the same result as that of the real time

approach [1, 2, 25] which is based on the wave functional calculation.

From (4.6) and (4.7), we perform the K integral in (4.7) and obtain

Trρn0Ω =

(

Det

(

A

4π

))−n/2 ∫ n
∏

j=1

∏

x∈Ω

DJ (j)(x)

× exp






−
∫

ddxddy(J (1)(x), · · · , J (n)(x))Mn(x, y)







J (1)(y)
...

J (n)(y)












,

(A.1)

where

Mn =





















X Y 0 · · · 0 Y

Y X Y · · · 0 0

0 Y X · · · 0 0
...

...
...

...
...

0 0 0 · · · X Y

Y 0 0 · · · Y X





















, (A.2)

here

X =
1

2
(A−1 +D), Y =

1

4
(A−1 −D) (A.3)

and we have used the matrix notation in (4.10) and (4.11).

The following calculation is analogous to that in [25]. From (A.1) and (A.2) we obtain

Trρn0Ω =

(

Det

(

A

4π

))−n/2

(Det(4πMn))
−1/2, (A.4)

where we have used the normalization condition of the J integral
∫

DJ (j) exp[−
∫

ddxddy

· J (j)(x)M(x, y)J (j)(y)] = (Det(4πM))−1/2 .

– 18 –



J
H
E
P
1
2
(
2
0
1
4
)
1
5
2

We rewrite Mn as

Mn =
X

2
M̃n, (A.5)

where

M̃n =





















2 −Z 0 · · · 0 −Z

−Z 2 −Z · · · 0 0

0 −Z 2 · · · 0 0
...

...
...

...
...

0 0 0 · · · 2 −Z

−Z 0 0 · · · −Z 2





















, (A.6)

here

Z = −2X−1Y = (1 +AD)−1(AD − 1). (A.7)

We diagonalize Z and denote the eigenvalues of Z as zi. And we can diagonalize M̃n by

Fourier transformation and obtain

DetM̃n =
∏

i

n
∏

r=1

[

2− 2zi cos

(

2πr

n

)]

=
∏

i

2n
(1− ξni )

2

(1 + ξ2i )
n
, (A.8)

where ξi is defined as

zi = 2ξi/(ξ
2
i + 1). (A.9)

From (A.4) and (A.8) we obtain

Trρn0Ω =
∏

i

(1− ξi)
n

(1− ξni )
. (A.10)

Thus we obtain the Rényi entropies S
(n)
0Ω = (1−n)−1 lnTrρn0Ω and the entanglement entropy

S0Ω = −Trρ0Ω ln ρ0Ω = − ∂
∂n lnTrρn0Ω|n=1 as follows:

S
(n)
0Ω =

∑

i

(1− n)−1[n ln(1− ξi)− ln(1− ξni )], (A.11)

S0Ω =
∑

i

[

− ln(1− ξi)−
ξi

1− ξi
ln ξi

]

. (A.12)

In order to show that (A.11) and (A.12) are the same results as those of the real time

approach, we rewrite (A.11) and (A.12). We define the matrix

C̃ =
1

2
(DA)1/2, (A.13)

and rewrite the matrix Z in (A.7) as

Z = (1 + 4(C̃T )2)−1(4(C̃T )2 − 1). (A.14)

From (A.9) and (A.14) we obtain

C̃T
i =

1

2
(1 + ξi)(1− ξi)

−1. (A.15)
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From (A.15), we rewrite (A.11) and (A.12) as

S
(n)
0Ω =

∑

i

(n− 1)−1 ln[(C̃T
i + 1/2)n − (C̃T

i − 1/2)n]

= (n− 1)−1tr ln[(C̃T + 1/2)n − (C̃T − 1/2)n]

= (n− 1)−1tr ln[(C̃ + 1/2)n − (C̃ − 1/2)n],

(A.16)

S0Ω = tr[(C̃ + 1/2) ln(C̃ + 1/2)− (C̃ − 1/2) ln(C̃ − 1/2)]. (A.17)

(A.16) and (A.17) are the same results as those of the real time approach (see e.g. [13]).

Open Access. This article is distributed under the terms of the Creative Commons

Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in

any medium, provided the original author(s) and source are credited.
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