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#### Abstract

Locomotion in biological systems involves various gaits, and hysteresis appears when the gaits change in accordance with the locomotion speed. That is, the gaits vary at different locomotion speeds depending on the direction of speed change. Although hysteresis is a typical characteristic of nonlinear dynamic systems, the underlying mechanism for the hysteresis in gait transitions remains largely unclear. In this study, we construct a neuromechanical model of an insect and investigate the dynamic characteristics of its gait and gait transition. The simulation results show that our insect model produces metachronal and tripod gaits depending on the locomotion speed through dynamic interactions among the body mechanical system, the nervous system, and the environment in a self-organized manner. They also show that it undergoes the metachronal-tripod gait transition with hysteresis by changing the locomotion speed. We examined the hysteresis mechanism in the metachronal-tripod gait transition of insects from a dynamic viewpoint.
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## I. INTRODUCTION

Biological systems have various gaits in their locomotion and the gaits are characterized by the number of legs used for locomotion. Humans walk bipedally and use walking and running gaits in accordance with the locomotion speed. Quadrupeds have four legs and employ various gaits such as walking, trotting, and galloping. Insects (hexapods) with six legs use metachronal (wave) and tripod gaits. These gaits are characteristic locomotion patterns that are generated over a limited range of locomotion speeds, and they are described by parameters that vary discontinuously at the transition [1]. In the walk-run transition of humans, the relative phase between the leg segments [that is, the intralimb (or intersegmental) coordination pattern] varies [2]. In contrast, in the walk-trot-gallop transition of quadrupeds and the metachronal-tripod gait transition of insects, the relative phase between the legs (i.e., the interlimb coordination pattern) changes [1,3].

Locomotion is a self-organizing phenomenon that emerges through dynamic interactions among the nervous system, the musculoskeletal system, and the environment and it has a number of nonlinear characteristics. In particular, hysteresis appears when the gaits change in accordance with the locomotion speed [2,4-11]. Specifically, the gaits vary at different locomotion speeds depending on the direction of speed change. Although hysteresis is a typical characteristic of nonlinear dynamic systems, the hysteresis mechanism in the gait transition of biological systems remains largely unclear.

So far, to elucidate the locomotor mechanisms in biological systems, biomechanical and physiological studies have been independently conducted. Biomechanical studies generally focus on the functional roles of the musculoskeletal system, whereas physiological studies mainly examine the
configurations and activities of the neural system. However, locomotion is a well-organized motion generated through the body and the nervous system and it is thus difficult to fully elucidate the locomotor mechanisms from a single perspective. To overcome the limitations of studies based on a single approach, neuromechanical models for the locomotion of biological systems have been developed by integrating the biomechanical and physiological findings [12-23].

From the observation of locomotion, hysteresis has been reported in the walk-run transition of humans [2,6-9,11] and in the gait transitions of quadrupeds $[4,5,10]$. Neuromechanical models of humans and quadrupeds have been employed to investigate their gait transition mechanisms and have demonstrated that hysteresis appears in the walk-run transition of humans [21] and in the walk-trot transition of quadrupeds [12]. However, regarding insect locomotion, although the gaits of insects have been investigated [3,24-28], to the best of our knowledge it remains unclear if hysteresis appears in the gait transitions of insects.

To date, oscillator network models have been used to examine the gait transition in insect locomotion [26,29-31]. However, these models did not incorporate the contribution of the body mechanical system. In contrast, neuromechanical models for insect locomotion have been developed and help the understanding of the contributions of sensory-motor coordination to the generation of locomotion [13-16,20,22,23], but they did not investigate the gait transition mechanism. The aim of this study is to construct a neuromechanical model of an insect and to investigate the dynamic characteristics of its gait and gait transition. Specifically, we investigate what gaits our model produces depending on the locomotion speed and if the gaits vary when the locomotion speed is changed. Furthermore, we examine whether the gait transitions exhibit hysteresis and what dynamic structures produce the gait transitions.


FIG. 1. (Color online) Body mechanical model of an insect consisting of a body and six legs.

## II. METHODS

## A. Body mechanical model

Figure 1 shows the body mechanical model of an insect, which consists of one rigid body and three pairs of legs (legs 1-6). Each leg has three rigid links (coxa, femur, and tibia). The body-coxa, coxa-femur, and femur-tibia joints are enumerated as joints 1,2 , and 3 , respectively. Joint 1 moves the leg tip forward or backward relative to the body, and joints 2 and 3 raise or lower the leg tip. Leg joint movements are generated by motor commands from the nervous system model (see Sec. II B).

We derived the equation of motion of this body mechanical model using a Lagrangian equation as in [12], where we used viscoelastic elements to model the contact between the leg tips and the ground and used large values for the viscoelastic parameters so that the leg tips rarely slipped during foot contact. We performed forward dynamic simulations by solving the equation of motion using a fourth-order RungeKutta method with a step size of 0.02 ms . Table I shows the physical parameters of the insect model; the six legs had the same parameter values as each other.

## B. Nervous system model

Physiological studies have shown that central pattern generators (CPGs) greatly contribute to producing motor commands for rhythmic leg movements in both vertebrates and invertebrates [32-36], which are located in the spinal cord of vertebrates and in the thoracic ganglia of invertebrates. Although the organization of CPGs remains unclear, phys-

TABLE I. Physical parameters of the insect model.

| Link | Parameter | Value |
| :--- | :--- | :--- |
| Body | Mass (g) | 3.0 |
|  | Length (cm) | 4.2 |
|  | Width (cm) | 1.0 |
| Coxa | Mass (g) | 0.05 |
|  | Length (cm) | 0.02 |
| Femur | Mass (g) | 0.03 |
|  | Length (cm) | 0.2 |
| Tibia | Mass (g) | 0.03 |
|  | Length (cm) | 1.0 |



FIG. 2. (Color online) Nervous system model using six oscillators. Solid blue arrows indicate interactions among the oscillators based on the phase relationship $\Delta_{i j}$. The oscillator phases are modulated by tactile sensor information (dotted green arrows). The oscillator phases determine the leg joint kinematics (dashed black arrows).
iological findings suggest that CPGs consist of hierarchical networks composed of rhythm generator (RG) and pattern formation (PF) networks [37-39]. The RG network produces the basic rhythm and the PF network shapes the rhythm into spatiotemporal patterns of motor commands. In this study, we modified the oscillator network model, which is a simple two-layer network system composed of RG and PF models and which is constructed for quadruped locomotion [12], to apply it for the nervous system model of an insect (Fig. 2).

## 1. Rhythm generator model

The RG model produces rhythm information for locomotion through dynamic interactions among the body mechanical system, the nervous system, and the environment. For the RG model, we used six simple phase oscillators (oscillators 1-6) to generate the basic rhythm and phase information for the corresponding leg based on commands related to the desired locomotion speed and gait. We denote the phase of the oscillator $i(i=1, \ldots, 6)$ by $\phi_{i}\left(0 \leqslant \phi_{i}<2 \pi\right)$ and used the following phase dynamics:

$$
\begin{equation*}
\dot{\phi}_{i}=\omega+g_{1 i}+g_{2 i}, \quad i=1, \ldots, 6, \tag{1}
\end{equation*}
$$

where $\omega$ is the basic oscillator frequency (it has the same value for all six oscillators), $g_{1 i}$ is the interaction between the oscillators based on the interlimb coordination (see Sec. II B3), and $g_{2 i}$ is the sensory regulation based on a phase resetting mechanism (see Sec. II B4).

## 2. Pattern formation model

Physiological studies have revealed that nervous systems receive sensory information and encode global parameters of


FIG. 3. (Color online) Leg joint kinematics composed of swing and stance phases. The swing phase for the leg tip is a closed curve that includes the anterior extreme position (AEP) and the posterior extreme position (PEP). The stance phase is a straight line from the landing position (LP) to the PEP. When the leg lands on the ground, it changes from the swing to the stance phase. When the leg tip reaches the PEP, it moves into the swing phase.
the leg kinematics, such as the length and orientation of the limb axis (position of the leg tip relative to the root) [40-43]. We used the PF model to determine the leg kinematics based on the oscillator phase $\phi_{i}$ from the RG model and to produce motor torques for generating the desired kinematics.

Locomotion involves propelling the center of mass forward, which is achieved by moving the swing leg forward and by supporting the body and producing a propulsive force from the ground using the stance leg. We used a simple leg kinematics composed of the swing and stance phases (Fig. 3). The swing phase consists of a simple closed curve for the leg tip that includes the anterior extreme position (AEP) and the posterior extreme position (PEP). It starts from the PEP and continues until the leg touches the ground. The line segment between the AEP and the PEP is parallel to the body. The stance phase is a straight line from the landing position (LP) to the PEP. During this phase, the leg tip moves in the opposite walking direction relative to the body. The body travels in the walking direction while the leg tips are in contact with the ground.

We used $D$ for the distance between the AEP and the PEP. We denote the swing and stance phase durations by $T_{\mathrm{sw}}$ and $T_{\mathrm{st}}$, respectively, for the case when the leg tip contacts the ground at the AEP (LP = AEP). The duty factor $\beta$ (the ratio between the stance phase and the step cycle duration), the basic frequency $\omega$ in (1), the locomotion speed $v$, and the stride length $S$ are, respectively, given by

$$
\begin{align*}
\beta & =\frac{T_{\mathrm{st}}}{T_{\mathrm{sw}}+T_{\mathrm{st}}}, \quad \omega=\frac{2 \pi}{T_{\mathrm{sw}}+T_{\mathrm{st}}}=\frac{2 \pi(1-\beta)}{T_{\mathrm{sw}}} \\
v & =\frac{D}{T_{\mathrm{st}}}=\frac{(1-\beta) D}{\beta T_{\mathrm{sw}}}, \quad S=D+v T_{\mathrm{sw}}=\frac{D}{\beta} \tag{2}
\end{align*}
$$

We used $D=2 \mathrm{~mm}$ and $T_{\mathrm{sw}}=34 \mathrm{~ms}$ and varied $v$ by changing $\beta$ through $T_{\mathrm{st}}$ in the same manner as observed in the locomotion of biological systems [25,28,35,44,45], where $\omega$ and $S$ also vary with $\beta$. We used the same values of these parameters for all the legs.

These trajectories for the swing and stance phases are given as functions of the corresponding oscillator phase, where we used $\phi_{i}=0$ at the PEP and $\phi_{i}=\phi_{\mathrm{AEP}}[=2 \pi(1-\beta)]$ at the AEP. Therefore, the desired joint kinematics is given as a function of the oscillator phase and each joint is controlled


FIG. 4. (Color online) Footprint diagrams for metachronal and tripod gaits, where the right and left legs move in antiphase [red, fore legs (legs 1 and 2); blue, middle legs (legs 3 and 4); green, hind legs (legs 5 and 6)].
by the joint torque based on proportional-derivative (PD) feedback control to produce the desired kinematics.

## 3. Gait pattern

Because the leg kinematics is determined by the corresponding oscillator phase, the interlimb coordination pattern is determined by the relative phase between the oscillators. We denote the relative phase by the matrix $\Delta_{i j}=$ $\phi_{i}-\phi_{j}\left(i, j=1, \ldots, 6,0 \leqslant \Delta_{i j}<2 \pi\right)$. As the relationships $\Delta_{i j}=-\Delta_{j i}, \Delta_{i j}=\Delta_{i k}+\Delta_{k j}$, and $\Delta_{i i}=0(i, j, k=$ $1, \ldots, 6$ ) are satisfied, the gait is determined by five state variables, such as $\left[\begin{array}{lllll}\Delta_{21} & \Delta_{31} & \Delta_{43} & \Delta_{53} & \Delta_{65}\end{array}\right]$. For example, $\left[\begin{array}{ccccc}\Delta_{21} & \Delta_{31} & \Delta_{43} & \Delta_{53} & \Delta_{65}\end{array}\right]=\left[\begin{array}{lll}\pi & 2 \pi / 3 \pi & 2 \pi / 3 \pi\end{array}\right]$ is satisfied for the metachronal gait and $\left[\begin{array}{lllll}\Delta_{21} & \Delta_{31} & \Delta_{43} & \Delta_{53} & \Delta_{65}\end{array}\right]=$ $[\pi \pi \pi \pi \pi]$ is satisfied for the tripod gait (Fig. 4).

Function $g_{1 i}$ in (1) manipulates these relative phases, which is given by

$$
\begin{equation*}
g_{1 i}=-\sum_{j=1}^{6} K_{i j} \sin \left(\Delta_{i j}-\Delta_{i j}^{*}\right), \quad i=1, \ldots, 6 \tag{3}
\end{equation*}
$$

where $\Delta_{i j}^{*}(i, j=1, \ldots, 6)$ is the desired relative phase and $K_{i j}$ $(i, j=1, \ldots, 6)$ is the gain constant $\left(K_{i j} \geqslant 0\right)$. When a large value is used for $K_{i j}$, the relationship $\Delta_{i j}=\Delta_{i j}^{*}$ is satisfied. The solid blue arrows in Fig. 2 indicate these interactions among the oscillators.

## 4. Phase resetting

To produce adaptive and effective locomotor behaviors, adequate sensory regulation of motor commands is crucial. Physiological studies have shown that the locomotor rhythm and phase are modulated by producing phase shift and rhythm resetting based on sensory afferents and perturbations (phase resetting) [32,39,46-48]. In addition, neuromusculoskeletal models have demonstrated the contributions of phase resetting to the generation of adaptive locomotion [49-52].

In this study, we incorporated the phase resetting mechanism to produce adaptive locomotion through dynamic interactions among the body mechanical system, the nervous system, and the environment. Because cutaneous afferents were observed to contribute to these resetting behaviors [47,48], we reset the phase $\phi_{i}$ of the oscillator $i$ to $\phi_{\text {AEP }}$ when
the leg $i$ lands on the ground $(i=1, \ldots, 6)$. Function $g_{2 i}$ in (1) corresponds to this resetting and is given by

$$
\begin{equation*}
g_{2 i}=\left(\phi_{\mathrm{AEP}}-\phi_{i}\right) \delta\left(t-t_{\mathrm{land}}^{i}\right), \quad i=1, \ldots, 6 \tag{4}
\end{equation*}
$$

where $t_{\text {land }}^{i}$ is the time when the leg $i$ contacts the ground ( $i=1, \ldots, 6$ ) and $\delta(\cdot)$ denotes the Dirac delta function. The tactile sensor signals not only modulate the locomotion rhythm and phase but also switch the leg movements from the swing to the stance phase, as described in Sec. II B2.

## 5. Constraints for gait

The relative phase between the oscillators determines the gait of our model, which is produced by the interactions among the oscillators (3) and the sensory regulation by phase resetting (4). When we use neither (3) nor (4), the relative phase remains in the initial state and the gait does not change. When all the elements of matrix $\Delta_{i j}^{*}$ are determined based on the desired gait and large values are used for the gain constants $K_{i j}$ in (3), our model will establish the desired gait when the gait becomes stable. In contrast, when small values are used for $K_{i j}$, this can generate a different gait from the desired one due to the sensory regulation by phase resetting (4).

Based on the relationship of the leg movements in the locomotion of insects [3], we employed some constraints for the relative phase $\Delta_{i j}$. Because the right and left legs move in antiphase, we used

$$
\begin{equation*}
\Delta_{21}^{*}=\Delta_{43}^{*}=\Delta_{65}^{*}=\pi \tag{5}
\end{equation*}
$$

and a large value for $K_{12}, K_{21}, K_{34}, K_{43}, K_{56}$, and $K_{65}\left(K_{12}=\right.$ $K_{21}=K_{34}=K_{43}=K_{56}=K_{65}=32$ ). In addition, because the intervals between the steps of the fore leg and middle leg and between the middle leg and hind leg are identical (they vary with the locomotion speed), we consider

$$
\begin{equation*}
\Delta_{31}=\Delta_{53}\left(\Delta_{42}=\Delta_{64}\right) \tag{6}
\end{equation*}
$$

To satisfy this condition, we modified the following desired phases using the actual relative phases by

$$
\begin{equation*}
\Delta_{31}^{*}=\Delta_{53}, \quad \Delta_{35}^{*}=\Delta_{13}, \quad \Delta_{42}^{*}=\Delta_{64}, \quad \Delta_{46}^{*}=\Delta_{24} \tag{7}
\end{equation*}
$$

and used a large value for $K_{31}, K_{35}, K_{42}$, and $K_{46}\left(K_{31}=\right.$ $K_{35}=K_{42}=K_{46}=40$ ).

From the conditions (5) and (6), $\Delta_{21}=\Delta_{43}=\Delta_{65}=\pi$ and $\Delta_{31}=\Delta_{53}$ are generally satisfied so that there are four constraints for the five state variables of the gait. Because we set the other $K_{i j}$ to zero, the gait is determined by a single phase relationship, such as $\Delta_{31}$, which is obtained through the locomotion dynamics. For example, our model establishes a metachronal gait when $\Delta_{31}=2 \pi / 3$ and a tripod gait when $\Delta_{31}=\pi$ (Fig. 4).

## III. RESULTS

## A. Dependence of metachronal and tripod gaits on locomotion speed

We first investigated the gaits that our model generates at $\beta=0.62(v=3.6 \mathrm{~cm} / \mathrm{s})$ and $0.7(v=2.5 \mathrm{~cm} / \mathrm{s})$. Specifically, we used three initial values for the relative phase $\Delta_{31}$ and examined where $\Delta_{31}$ converged.


FIG. 5. (Color online) Relative phase $\Delta_{31}$ plotted at contact of leg 1 for three initial values with $\beta=0.62$ and 0.7 . For $\beta=0.62$ $\Delta_{31}$ converges to 2.9 rad (tripod), while $\Delta_{31}$ converges to 1.9 rad (metachronal) for $\beta=0.7$.

Figure 5 shows the results of $\Delta_{31}$, plotted when leg 1 touches the ground. For $\beta=0.62, \Delta_{31}$ converged to 2.9 rad , indicating that our model established the tripod gait at high speed. In contrast, $\Delta_{31}$ converged to 1.9 rad for $\beta=0.7$, indicating that our model performed the metachronal gait at low speed. Our model produced different gaits depending on the locomotion speed.

## B. Appearance of hysteresis in gait transition

After our model produced a stable gait, we slowly increased the locomotion speed by reducing the duty factor $\beta$ from 0.7 to 0.62 or we reduced the locomotion speed by increasing $\beta$ from 0.62 to 0.7 . We investigated how the gait changed through locomotion dynamics.

Figure 6(a) shows the results of $\Delta_{31}$ for increasing and decreasing the locomotion speed. It varied between 2.9 and 1.9 rad , indicating that the gait changed between the metachronal and tripod gaits. When we reduced the locomotion speed, the tripod gait transitioned to the metachronal gait at about $\beta=0.67$. In contrast, when we increased the locomotion speed, the metachronal gait changed to the tripod gait at about $\beta=0.645$. This means that the gait transition occurs at different locomotion speeds depending on the direction of the speed change, i.e., hysteresis appears. Figure 6(b) shows the footprint diagram during the metachronal-to-tripod gait transition.

## C. Stability characteristics in the hysteresis

Based on our previous work [12], we clarify the stability structure of locomotion dynamics that induces the hysteresis in the gait transition. In particular, we use the return map of $\Delta_{31}$ by plotting the relationship between $\Delta_{31 n}$ at the foot contact of leg 1 for the $n$th gait cycle and $\Delta_{31 n+4}$ for the $(n+4)$ th gait cycle. We can determine possible gaits and their stabilities from the intersection with the diagonal line $\left(\Delta_{31 n+4}=\Delta_{31 n}\right)$. Specifically, the intersection corresponds to the equilibrium point for the gait, and when the slope at the intersection is less than 1 and larger than -1 , the equilibrium point is asymptotically stable. When the slope is larger than 1 or less than -1 , the equilibrium point is unstable. The return


FIG. 6. (Color online) Gait transition induced by changing the locomotion speed through duty factor $\beta$. (a) Relative phase $\Delta_{31}$. Metachronal-to-tripod and tripod-to-metachronal gait transitions occur at different locomotion speeds and hysteresis appears. (b) Footprint diagram during metachronal-to-tripod gait transition.
map elucidates not only the local stability, but also the global stability for the gait dynamics.

Figure 7 shows the results of the return map for $\beta=0.64$, 0.655 , and 0.675 . For $\beta=0.64$, there is only one intersection with a diagonal line, and the tripod gait is the only attractor. When $\beta=0.655$, three intersections appear and there are two stable gaits (tripod and metachronal) and one unstable gait between the stable gaits (indicated by the open dot). For $\beta=$ 0.675 , the tripod gait disappears, which the loss of the two


FIG. 8. (Color online) Stable and unstable gaits calculated from the return maps. Two stable gaits and one unstable gait coexist from $\beta=0.645$ to 0.67 . Fold catastrophe occurs at connections of the stable and unstable gaits and induces jump of gaits.
intersections reflects, and the metachronal gait becomes the only attractor. That is, the gait stability passes through the saddle-node bifurcation twice. A ghost [53] appears close to the saddle-node bifurcations, as shown around $\Delta_{31 n}=2.0 \mathrm{rad}$ for $\beta=0.64$ and $\Delta_{31 n}=2.8 \mathrm{rad}$ for $\beta=0.675$.

Figure 8 shows the stable and unstable gaits obtained by calculating the return map for each locomotion speed. The tripod gait is stable from $\beta=0.62$ to 0.67 , while the metachronal gait is stable from $\beta=0.645$ to 0.7 , indicating that two different stable gaits coexist from $\beta=0.645$ to 0.67 . These stable gaits are connected by the unstable gait, showing the fold catastrophe. These stability structures induce a jump of the gait as shown by the arrows, which give rise to the hysteresis.

## D. Dependence of the gait transition on other physical conditions

In addition to the locomotion speed, we also investigated the effects of other physical conditions on the gait transition. In


FIG. 7. (Color online) Return maps of the relative phase $\Delta_{31}$ for $\beta=0.64,0.655$, and 0.675 by plotting the relationship between the relative phase $\Delta_{31 n}$ for the $n$th gait cycle and the relative phase $\Delta_{31 n+4}$ for the $(n+4)$ th gait cycle. Solid and open dots indicate stable and unstable gaits, respectively.


FIG. 9. (Color online) Gait transition induced by changing (a) body mass and (b) slope angle. Positive slope angle indicates uphill. Tripod gait is produced for large body mass and uphill walking, whereas metachronal gait is generated for small body mass and downhill walking. Hysteresis appears when body mass and slope angle are changed.
particular, we slowly changed the mass of the body or the slope angle of the ground, where we used $\beta=0.66$, and examined what changes are induced on the gait.

Figure 9(a) shows the result of $\Delta_{31}$ when the body mass was changed. Our model established the tripod gait for a large body mass, whereas it produced the metachronal gait for a small body mass. In addition, hysteresis occurred when the body mass was changed, as observed when the locomotion speed was changed [Fig. 6(a)].

Figure 9(b) shows the result for the change in the slope angle, where a positive slope angle indicates uphill (we used a mass of 3.0 g for the body). Our model attained the tripod gait for uphill walking, whereas it achieved the metachronal gait for downhill walking. Hysteresis also appeared when the slope angle was changed.

Gait transitions of biological systems are affected by various physical conditions and environments. For example, when horses carry weights [54] or when they walk up an incline [55], the trot-to-gallop transition speed is reduced. Regarding the locomotion of cockroaches, while they use the tripod gait during normal walking, it changes to the metachronal gait when they are tethered on a supported ball to decrease loading [56]. Although the tripod gait remains during uphill walking, it changes to the metachronal gait during downhill walking. Loading and uphill walking induce similar effects
on their gaits [57]. Our simulation results show that only the tripod gait is stable for increased loading and the metachronal gait is stable for decreased loading [Fig. 9(a)]. In addition, while the tripod gait is stable during uphill walking, it changes to the metachronal gait during downhill walking [Fig. 9(b)]. Our results are consistent with these observations.

## IV. DISCUSSION

In this study, we developed a neuromechanical model of an insect to emulate its dynamic locomotion. Our model established the metachronal gait at slow locomotion speeds and the tripod gait at fast locomotion speeds, as observed in insect locomotion [3,25,28]. Furthermore, it exhibited a metachronal-tripod gait transition with hysteresis (Fig. 6). In addition to the locomotion speed, the changes in the mass of the body and the slope angle of the ground also produced the gait transition with hysteresis (Fig. 9). These results were not because we designed the leg movements and the locomotion control system of our model so that it produced gait transition and hysteresis, but because the stability structure changed through dynamic interactions among the body mechanical system, the nervous system, and the environment.

The CPGs in biological systems can produce oscillatory motor commands even without rhythmic input and proprioceptive feedback. However, adequate sensory regulation of motor commands is required to generate adaptive and effective locomotion. The locomotor rhythm and phase have been shown to be modulated by producing phase shift and rhythm resetting based on sensory afferents and perturbations (phase resetting) [32,39,46-48]. In addition, spinal cats achieve locomotion on treadmills and their gait varies with the belt speed $[35,58]$, suggesting that tactile sensory information influences the locomotor rhythm and phase generated by the CPGs [59]. In this study, we used phase resetting for the sensory regulation model during locomotion. Without this sensory regulation, all the values of the relative phase $\Delta_{31}$ are neutral and the body mechanical system makes no contribution to the gait. Our sensory regulation model changed this stability structure so as to produce equilibrium points of $\Delta_{31}$, where the three legs are synchronized at high speeds whereas the six legs are not synchronized at low speeds. A stability analysis using the return map clarified that the equilibrium points change through the saddle-node bifurcation, which induces hysteresis in the gait transition (Fig. 7).

Locomotion in biological systems involves a large number of degrees of freedom. Simple physical models constructed by extracting the fundamentals of their locomotion dynamics are useful to understand their locomotor mechanism [15,60-63]. In particular, stability and bifurcation structures obtained using simple models have provided meaningful biological insights $[12,64]$. We denoted the movement of one leg by the oscillator phase and reduced the degrees of freedom of the gait by employing biologically adequate constraints, which enabled us to clarify the stability and bifurcation structures of locomotion dynamics in our model. We intend to develop a more biomechanically and physiologically sophisticated model of insects to better understand the gait transition mechanisms in locomotion dynamics.
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