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Synopsis

Synopsis

In the world today, hundreds of nuclear power plants (NPPs) are in operation, several of

which are facing imminent expiration of their period of use. An NPP must be decommis-

sioned after its expiration period. Common decommissioning methods of general industrial

plants use explosives and disintegrators. However, the decommissioning of an NPP is vastly

different because of its residual radioactivity. In every part of an NPP, components must

be dismantled one by one according to a planned dismantling procedure. In some cases,

large components that are dismantled from their original locations must be cut into small

pieces after they are moved to workspaces. Then the small pieces are transported to some

other locations for temporary placement before their radioactivity level is checked. In an

NPP, passages used for component transportation are invariably narrow, and space for

dismantling work and temporary placement is limited. Consequently, large dismantled

components might collide with other components in such environments during the tempo-

rary placement and conveyance operations. It is important to verify whether the space in

a narrow passage is sufficient for transporting large components, whether the workspace

is sufficient for field work, and whether the space designated for temporary placement is

sufficient. Nevertheless, large volume and various shapes of components in NPP complicate

such tasks. It is difficult to do the verification based on a legacy interface as paper doc-

uments. Therefore, a simulation system for supporting dismantling work to solved these

problems is expected.

Augmented reality (AR) offers great possibility to realize the system. It expands the

surrounding real world of the users by superimposing computer-generated information on

the users’ view. It is broadly used for many applications. Using AR technique, information

is represented more intuitively than when using a legacy interface such as paper instruction

documents. It is expected that AR system can simulate the dismantling work intuitively

to help to make a dismantling plan for actual field work.

The objective of this study is to evaluate the feasibility of AR support system for de-

commissioning work of an NPP. To apply AR, tracking technology which estimates three

dimensional (3D) position and orientation of users in real time is indispensable. Because of

the special environment in an NPP, only the tracking methods based on vision sensor, such

as camera, can be applied with high accuracy and stability and low cost in NPP environ-

ment. The vision sensor based tracking includes two different kinds, one is marker-based

tracking, and the other is markerless (natural feature-based) tracking. The marker-based

tracking technology has high accuracy and stability, but the preparation workload would
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become very heavy if the space of the environment is very large. On the opposite, mark-

erless tracking needs less preparation, but always its accuracy and stability are lower.

In this study, a marker-based method was applied as the primer tracking technology

because of its high accuracy and stability. The preparation includes two parts, pasting

indispensable markers in the environment, and measuring their 3D position and orientation.

To reduce the workload and human error of measuring the markers, a marker automatic

measurement system (MAMS) was developed. And then a markerless tracking method

(line feature-based tracking method) was proposed as an assistant of the marker-based

tracking to decrease the needed marker number, therefore the workload of pasting markers

was reduced too. Finally a simulation system for supporting fieldwork was developed and

evaluated.

In marker-based tracking method, square markers are widely used, but it is useful only

for short distance. Because workers are expected to move throughout capacious space in

NPP, the required marker number is large if using square markers. To reduce the marker

number, a new type of marker which is applicable for both short and long distance was

designed. Compared with the square marker, the required number and size of the new

markers are smaller when tracking in a same space.

To apply marker-based tracking, it is necessary to measure the 3D position and orien-

tation of all allocated markers. Manually measurement of the markers is inefficient and

difficult to avoid human error. To solve this problem, an automatic marker registration

system was developed. This system can measure 3D position and orientation of markers

automatically and quickly. The system is composed of a camera which has an interior

motion base, a laser rangefinder, a motion base fixed under the laser rangefinder and a PC

connected to them. Camera and motion base are both fixed on a tripod. The directions of

camera and laser rangefinder can be controlled by PC through motion bases. After setting

up the system, it measures the 3D position of each marker automatically. First, all mark-

ers are recognized by camera, and then their 3D position and orientation are estimated.

According the estimated result, laser rangefinder is then controlled to measure the more

accurate 3D position and orientation of every marker, and save the result into database.

A performance evaluation experiment was taken in lab environment to evaluate the ac-

curacy, stability and running time of the system. The result shows that the average system

error is 7.6 mm and random error is 3.5 mm. The average time to measure one marker

is 21.0 seconds. Another experiment was conducted in the Fugen Decommissioning Engi-

neering Center (Fugen) which was formerly an NPP, and is now beyond its own expiration

period, to evaluate the feasibility. The result shows that the system effectively reduces

human error and improves measurement efficiency, and some advices on improving the

system were given by the evaluaters.

When tracking in the capacious space of NPP, a large amount of markers are indis-

pensable, so that the workload of marker measurement is still heavy even using MAMS.

Moreover, in some cases it is difficult to allocate markers, for example, the tracking field
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is very narrow or very high. To solve this problem, a markerless tracking method is also

necessary as a assistant. The markerless tracking method uses natural features as landmark

for tracking. The point feature is the most widely used feature, but it has lower stability

than line feature in the NPP environment, and line features are abundant in the NPP

environment. Therefore a line feature-based tracking method was developed in this study.

The fieldwork tracking requires miniaturization, real time, and low labor cost. In this

study, only a camera was used as a vision sensor for tracking. The position and direction

of some 3D lines were measured in advance as initial landmarks. A new random sample

consensus (RANSAC) based method for solving perspective 3 Line (P3L) problems, which

calculate the position and orientation of a camera through three 3D lines and their projec-

tions (2D-lines) on an image, is applied. Compared with existing methods for solving P3L

problem, proposed method solves equations with a maximum of two solutions instead of

solving an equation with a maximum of eight solutions as the existing method. Therefore

the efficiency is improved. To enable tracking in a capacious space, it is insufficient to use

only landmarks which position and direction are measured in advance. In this study, new

landmarks are registered automatically into a database using a RANSAC-based triangu-

lation method when tracking. An evaluation experiment was conducted using an image

series captured in an NPP. The result shows that the tracking frame rate is about 10.4

fps, and the average error of camera position is about 100 mm. The accuracy and speed is

sufficient to apply AR to support field work in some cases, such as the dismantling of large

equipments.

To evaluate the feasibility of AR system for supporting decommissioning work in an NPP,

temporary placement and conveyance operation simulation system (TPCOSS) is developed

to support temporary placement and conveyance operations using AR, and it is evaluated

by some field workers in an NPP. The system measures dismantling targets and the en-

vironment using a laser range scanner to build 3D surface polygon models of actual size.

Whereas the obtained models are used to verify the space between dismantling targets and

environment, AR technology was used in the temporary placement and conveyance opera-

tions simulation in the actual work field to make the information readily comprehensible. If

some collision occurs, the collision position is shown in the workers’ view. When evaluating

the system, the evaluators operated the system according to a scenario, then questionnaires

and interviews were administered to evaluate the feasibility and acceptability of the system.

Some problems in practical use and improvement advice were also reported by workers. As

far as the evaluation result by 4 evaluators is regarded, the system is feasible for support-

ing the actual conveyance and temporary placement operation in a work field at an NPP,

except in some cases. However, some problems remain for practical use. They must be

resolved in future work.

Future work of this study includes the following contents:

MAMS : To improve the accuracy and measurement speed, and to add the function for

–vii–



Synopsis

measuring other type of marker. (Such as linecode marker)

Line-based tracking method : To improve the accuracy and process speed.

TPCOSS : More compact devices such as the iPad2 are expected to be obtained. Simpler

operation methods of the virtual dismantling target should also be explored. And it

is expected to expanse the system to enable wireless communication among multiple

workers.
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CHAPTER 1. INTRODUCTION

Chapter 1 Introduction

1.1 Background

1.1.1 Importance of Nuclear Power

Nuclear power is the use of sustained nuclear fission to generate heat and electricity.

Comparing with other power generation technologies, it has some advantages. Firstly,

nuclear power is more efficient. In a nuclear power plant, uranium generates 360,000

kilowatt-hours of electrical energy per kilogram, whereas coal generates about 6.67 kilowatt-

hours of electrical energy per kilogram in a thermal plant. Secondly, nuclear power plants

emit less greenhouse gas or other pollutants. Thirdly, the running costs of a nuclear power

plant are relatively low, although the initial cost of the plant building is high, because a

nuclear plant needs only a small amount of uranium to produce a lot of energy.

Now, nuclear power provides about 6% and 14% of the world’s energy and electricity,

respectively. In sixteen countries, nuclear energy provides at least a quarter of electricity.

France gets about 78% of its power from nuclear energy, while Belgium, Bulgaria, Czech

Republic, Hungary, Slovakia, South Korea, Sweden, Switzerland, Slovenia and Ukraine get

more than 30%[1].

1.1.2 Decommissioning of Nuclear Power Plants

In the world today, hundreds of nuclear power plants (NPPs) are in operation, several

of which are facing imminent expiration of their period of use. An NPP must be decom-

missioned after its expiration period. Especially in Japan, because of the influence of the

earthquake and tsunami in 2011, many NPPs has been shutdown, and they have to be

decommissioned in future. The decommissioning is the dismantling and decontamination

of an NPP site so that it no longer requires measures for radiation protection. The charac-

teristic difference from the dismantling of other power plants is the presence of radioactive

material that requires special precautions. Therefore, common decommissioning methods

of general industrial plants that use explosives and disintegrators cannot be used for NPPs.

There are three options for decommissioning defined by the international atomic energy

agency[2] which have been internationally adopted:

Immediate Dismantling : This option begins very soon after shutdown, and lasts for

about 2-5 years. In this option, all radioactivity above special levels must be removed

from the site. After the immediate dismantling, the unrestricted re-use of the site is

then available.
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Safe Enclosure : In this option, facility is placed into long-term safe storage, and the dis-

mantling is so deferred in the long period, usually for 10-60 years before the eventual

dismantling.

Entombment : This option encases the facility with remaining radioactivity into a long-

lived material (such as concrete) on-site, and keep monitoring and maintaining the

remaining structures to reduce the size of controlled area. It will last long enough

until the remaining radioactivity can be ignored.

Comparing with the other two options, the immediate dismantling is the fastest option

to decommission an NPP. Because of the small area and large population of Japan, it is the

best option in Japan. In the immediate dismantling, because the radioactive dose rate, the

requirements for ensuring safety of fieldwork is much more severer than dismantling other

industrial plants, so the dismantling work is very different from other industrial plants. To

dismantling an NPP, the components in every part of the NPP must be dismantled one by

one according to a planned dismantling procedure. In some cases, large components that

are dismantled from their original locations must be cut into small pieces after they are

moved to workspaces. Then the small pieces are transported to some other locations for

temporary placement before their radioactivity levels are checked. There are two problems

in the dismantling work. One is the high dose rate in the NPP environment, which require-

ment high safety of the dismantling work. Therefore, lots of skilled workers are necessary,

and the dismantling work will spent much more time and expense than other industrial

plant. Another problem is that there is always only narrow space for maintenance work in

an NPP, so passages used for component transportation are invariably narrow, and space

for dismantling work and temporary placement is limited. Consequently, large dismantled

components might collide with other components in such environments during temporary

placement and conveyance operations. To ensure the workers’ safety and reduce the dis-

mantling time, it is important to verify whether the space in a narrow passage is sufficient

for transporting large components, whether the workspace is sufficient for field work, and

whether the space designated for temporary placement is sufficient. Nevertheless, the large

volume and various shapes of components in an NPP complicate such verification tasks. It

is difficult to do the verification based on a legacy interface as paper documents. Therefore,

a simulation system for supporting dismantling work to solved these problems is expected.

Augmented reality (AR) offers great possibility to realize the system.

1.1.3 Augmented Reality

AR expands the surrounding real world of the users by superimposing computer-generated

information on the users’ view[3][4]. The concept of AR is shown in Fig.1.1, virtual objects

(vase and chair) are considered being put in a real environment. The virtual objects are

displayed on the appropriate position from head mounted display (HMD). The user can
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see the virtual object upon the real environment in her view, therefore the virtual objects

are combined with the real environment.

Real objects

Objects generated by computers

Mixed image

View with a HMD

Fig. 1.1: Conceptual image of augmented reality.

AR is applicable in many fields, because it has two advantages:

1. The virtual object appears where it presumed to be as the user’s perspective is

changed. Fig.1.2 shows an example which a specified bolt to be twist off is indicated

AR instruction. Even user’s view changes, the indication is still at the correct position

as an array.

2. It is more intuitive than using a legacy interface, such as paper instruction documents.

Fig.1.3 shows an example: the worker is checking the pressure. When using paper

instruction documents, he has to find the instrument, check the pressure, and then

compare it with the normal pressure in the paper document. But when using AR, a

virtual arrow which indicates the pressure state in the worker’s view is intuitive and

efficient enough.

AR technology is tried to be used in various fields, such as medical, mobile, industry,

edutainment, etc.[5].

In the medical field, AR is widely used for supporting surgery training and education. It

can provide the surgeon with information of the blood pressure, the state of the patient’s

organ, etc. An example is described that a virtual X-ray view based on prior tomography or

on real time images from ultrasound and confocal microscopy probes[6]. In another study,

3D computer models were merged with live video to enhance surgeon’s understanding[7].

AR is also used for constructing a patient electrophysiological database[8].
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Fig. 1.2: An example of displaying virtual object.

Paper document AR

Fig. 1.3: Indication by paper document and AR interface .
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The development of hardware and software makes it possible to apply AR on mobile. The

AR application on mobile can add virtual information on the real world for collaborative

work. An example of collaborative system which supports face to face collaborative AR

gaming is described in [9].

In the industry field, AR offers high possibility for supporting the design, mainte-

nance and training task. For example, a product design system was developed for car

designers[10], and a navigation and information system which takes AR into large scale

industrial environment for spatial data access and on-site navigation was developed[11].

Another example is shown in [12], which workers can complete their job in a much easier

way because AR permits them to look through the machine as if it was with x-ray, pointing

them to the problem right away.

In the entertainment field, the gaming industry has benefited a lot from the development

of AR. A number of complete new games have been developed for prepared indoor envi-

ronments. A mobile entertainment system is developed based on the interaction between

human and computer[13].

In the military field, AR can serve as a networked communication system that renders

useful battlefield data onto a soldier’s goggles in real time. From the soldier’s viewpoint,

people and various objects can be marked with special indicators to warn of potential

dangers. A battlefield AR system had been realized in a study[14]. Virtual maps and

360°view camera imaging can also be rendered to aid a soldier’s navigation and battle-

field perspective, and this can be transmitted to military leaders at a remote command

center[15].

Recently AR is also used for supporting workers in NPPs. In a support system for a

water system isolation task[16], AR is used to indicate the 3D position and direction of

targets. Fig.1.4 shows the system which comprises a portable computer, camera, display

device and radio frequency identification (RFID) reader. Fig.1.5 shows the indication of

target valve.

Because informations are represented more intuitively in AR than when using a legacy

interface such as paper instruction documents, it is expected that AR system can simulate

the dismantling work to help to make a dismantling plan for actual field work. Using AR,

many human errors can be avoided. For example, when dismantling a component, some

switches must be turn off in order. If this operation is supported by AR, the right switch

can be indicated directly in the worker’s view so that it is lower possibility to make a

mistake.

1.2 Tracking, the Key Technology of AR Support

There are four elementary technologies to realize AR:

Tracking Compute pose (3D position and 3D orientation) of the user in real time.
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Computer

RFID tag

RFID reader

Head mounted display and camera

Fig. 1.4: Support system for water system isolation task.

When a target valve is
in worker’s view

When a target valve is
out of worker’s view

Indication of valve ’s position Indication of valve ’s direction

Fig. 1.5: Indication of target valve.
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Display Display the virtual objects on the user’s view.

Calibration Calibrates the relative position between camera and users’ view, and camera

distortion etc.

Registration Matches the virtual objects to the real world.

In an NPP, the display, calibration and registration technologies are almost same as other

applications of AR, but the tracking technology is quite different from many other appli-

cation because of the special environment in an NPP. To realize the tracking technology in

an NPP, some requirements must be met:

Requirement I The tracking methods which can be used indoor are necessary, because

the NPP environment is an indoor environment.

Requirement II The tracking methods which works with long distance movement of

workers are necessary, because the NPP environment is a capacious space, there are

many types of tasks in dismantling work, such as conveyance of dismantling objects

in long distance.

Requirement III The methods which can be used in a complicated environment are

necessary because of the complication of NPP field with many equipments and pipes.

Requirement IV The methods which can be used in metal environments are necessary

because there are many metal equipments in an NPP.

Requirement V The methods which can estimate both 3D position and 3D orientation of

workers are necessary because it is impossible to indicate virtual information correctly

with only 3D position of workers.

Requirement VI The tracking methods with high accuracy and stability are necessary,

because low accuracy and stability leads to the wrong displaying position of indica-

tion, which may cause the danger of error dismantling operation of workers.

Therefore, this study focuses on the problem about the tracking technologies. The widely

used tracking technologies includes the following aspects:

Satellite position tracking Satellite position tracking uses multiple satellites to calcu-

late the 3D position of a receiver by estimating the distance between the receiver and

satellites. The global positioning system (GPS)[17] is based on this technology. It is

a global navigation satellite system. GPS is broadly used in AR applications. But

it cannot be used in this study, because NPP field is an indoor environment, it is

difficult to receive the satellite signal. Moreover, GPS can only estimate 3D position

of the receiver, but 3D orientation of the receiver is also necessary in AR tracking
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in an NPP. Therefore, the satellite position tracking cannot meet the Requirement I

and V.

Wireless LAN positioning Wireless LAN (Local Area Network) positioning estimates

a receiver’s position using a wireless LAN signal’s fingerprint and strength[18]. Al-

though it can be used in the indoor environment, the accuracy limits its application

in NPP for supporting complicated work, it cannot meet the Requirement V and VI.

Inertial sensors Inertial sensors includes two kinds: acceleration sensor and gyro sensor.

They are both convenient in practical use because they need few preparation work and

additional device. The disadvantage of inertial sensors is that the error will increase

over time because of the accumulating error. This makes it difficult to be used in

NPP for supporting the complicated work which will take long time, or worker have

to move a long distance. Therefore, the inertial sensors cannot meet the Requirement

II and VI.

Magnetic sensors Magnetic sensors can offer high accuracy and stability in a specially

controlled environment. It estimates 3D position and orientation with only one sen-

sor. The disadvantage of magnetic sensors is that it is easily influenced by metal

components. Because there are so many metal components in NPP, magnetic sensors

also cannot be used, it cannot meet the Requirement IV.

Ultrasonic sensor Ultrasonic method is also applied in AR tracking[19]. An ultrasonic

tracking system comprises a transmitting unit and a receiver. To cover a wide area,

the sensor number will become very large to assure the accuracy. This limits its

application in the capacious field of NPP. Moreover, it is easily influenced by multiple

reflections of ultrasonic on different surface. Therefore ultrasonic also cannot be used

in an NPP, it cannot meet the Requirement III.

Vision sensor Usually a video camera is used as a vision sensor. By capturing images of

environment using camera, some features which are more distinguishable than other

part of the image can be extracted from the images, such as corners, edges, and

planes. Then the relative position between the features and the camera can be esti-

mated using a geometric method. Because it is applicable in an indoor environment,

and little influenced by other equipment, it is the most appropriate technology to be

used in an NPP. The vision sensors-based tracking includes two kinds: marker-based

tracking[20][21] and markless tracking[22][23]. Markless tracking uses natural features

which originally exist in the environment as landmark for tracking, and marker-based

tracking uses artificial markers which are designed with special texture as the land-

mark for tracking, Fig.1.6 shows an example of circular marker for AR tracking. The

marker-based tracking has higher accuracy and stability than markerless tracking.

The disadvantage of marker-based tracking is that it is necessary to paste a large
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number of markers in a capacious area and measure their 3D positions and orien-

tations before tracking, therefore the preparation work of marker-based tracking is

much heavier than markerless tracking.

Fig. 1.6: An example of marker for tracking.

According to the Requirement I-VI, the vision sensor is the most appropriate tracking

method in an NPP. In this study, the marker-based tracking technology is chosen as a

primer tracking technology because of the requirements on accuracy and stability for the

complicated work in an NPP. Although the markerless tracking has lower accuracy and

stability than marker-based tracking, it is possible to be used as an assistance method of

marker-based tracking in some cases which are difficult to realize the marker-based method,

for example, the space is too narrow or the position is too high to paste efficient markers

for tracking.

1.3 Objective of the Study

The objective of this study is to evaluate the feasibility of AR system for the decom-

missioning work of an NPP. To support the dismantling work in an NPP, the feasibility

includes the following requirements:

Requirement A AR system must have reliability to ensure safety of the dismantling

work. It is the basic requirement, because safety is very important in dismantling

work in NPP, the accuracy and stability of tracking must be high enough.

Requirement B AR system must improve the efficiency of the dismantling work. As

Requirement A is satisfied, the efficiency is the higher the better.

Requirement C The cost of using AR system must be low. As Requirement A is satisfied,

the cost is the lower the better.
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In Requirement A, to ensure the sufficient reliability, the accuracy and stability of the

tracking must be high enough. The minimum requirement on the accuracy and stability

is depend on the concrete task. There are many tasks can be supported by AR in the

dismantling work.

In some tasks, the reliability is can be ensured even the accuracy and stability is not so

high. For example, the navigation for workers to the destination allows the accuracy with

1-2 m errors, because the navigation only requires the correct indication on direction. The

temporary placement of dismantled components allows the accuracy with 0.1-1 m errors,

because the space for temporary placement is always with large size, and there are some

passages with 0.1-1 m for the workers and the handling machines.

In some other tasks, higher accuracy and stability is required. For example, the con-

veyance operation of the dismantled target allows the accuracy with less than 0.1 m errors,

because in NPP environment, the passages for moving the dismantling target are always

narrow, especially for the components with large size. Therefore, in many cases, the spatial

clearance for the conveyance is very small (<0.1 m).

Besides the above tasks, there are some tasks which require very high accuracy and

stability. For example, the operations of pushing some buttons in order, or rotating some

small valves. Because the size of button or valves is very small (<0.02 m), only the accuracy

with less than 0.02 m errors is allowed.

As mentioned in section 1.2, tracking is the key technology in NPP for the AR application

because the existing tracking method cannot be used directly in the NPP environment.

Therefore, feasibility of the tracking must be evaluated in this study. The feasibility of

the tracking includes two aspects: (1) The accuracy is enough for the actual use. (2) The

stability is enough for the actual use. Here, the stability means the accuracy would not

change too much even if the tracking lasts for a long time or the workers have moved a long

distance. Because the conveyance operation of the dismantled target requires both high

accuracy (<0.1 m) and stability (workers have to move a long distance), it is an appropriate

support target to evaluate the feasibility of AR in an NPP.

According to the requirements, the AR system must be designed as the following crite-

rion:

Criterion i Reliability in actual use. The accuracy and stability of tracking result must

satisfy Requirement A to ensure safety. It is the basic criterion. In this study,

the temporary placement and conveyance is selected as the support target, so the

requirement is that the error must be smaller than 0.1 m.

Criterion ii Comprehensibility of user interface and operation. The interface and opera-

tion must be comprehensive for easy use to improve the efficiency of operation.

Criterion iii Operability of the AR system. The operation of the AR system must be

easily realized by workers to easy use to improve the efficiency of operation.
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Criterion iv Effectiveness of the AR system. The designed functions must necessary and

useful for supporting the dismantling work.

Criterion v Low cost of realizing and using the AR system.

As the description in the section 1.2, the marker-based tracking technology is chosen as

a primer tracking technology in this study. To apply the marker-based tracking method,

the following problems must be solved:

Problem 1 Appropriate markers which are applicable in long distance tracking are neces-

sary. The NPP environment is a capacious space, but the space for pasting markers

is limited. Therefore, the markers which are applicable in long distance tracking with

as small size as possible are necessary. The size of existing markers for long distance

tracking is too large to be used in an NPP. In this study, a new circular marker

which is applicable in long distance tracking with small size is designed to solve the

problem.

Problem 2 Efficiency and low human errors of preparation work for using AR system

must be ensured. It is necessary to paste essential markers in the environment, and

their 3D position must be measured before applying the marker-based tracking. In

the capacious space of the NPP environment, although the space for pasting markers

is limited, the needed number of markers is also large. Therefore, the manual work of

pasting and measuring has very heavy workload, and the human errors of measuring

will influence the tracking accuracy. To solve this problem, a marker automatic mea-

surement system (MAMS) which can measure 3D position of markers automatically

and quickly is developed to reduce the preparation workload and human errors of

measuring in this study.

Problem 3 In some case, such as the operation task in which workers only move in a small

space, the short distance tracking is also important. Consequently, the markers must

be applicable in short distance tracking, too. To solved this problem, the circular

design is improved to make it applicable in both long and short distance tracking.

Problem 4 In some cases, it is very difficult to paste markers, for example, the space is

too narrow or the position is too high. To cover the whole environment, a marker-

less tracking method is also necessary as an assistant of the marker-based tracking

method. To solve this problem, a line feature-based tracking method is proposed in

this study.

After solving these problems, an AR system was developed following Criterion i-v, and its

feasibility was evaluated to confirm whether the system was effective to satisfy Requirement

A-C. The evaluation is based on the actual experience of the evaluators by using the AR

system in this study.
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1.4 Configuration of the Thesis

Configuration of the thesis is shown in Fig.1.7.

Chapter 1 Introduction

Chapter 2
Circular marker for tracking
Marker automatic registration

Chapter 4
A support system
(TPCOSS: development 
and evaluation)

Chapter 3
Markerless tracking
(Line feature-based)

Chapter 5 Conclusion

Fig. 1.7: Configuration of the thesis.

In chapter 2, a circular marker is designed for the long distance tracking to solve Problem

1, and then MAMS which can measure 3D position of markers automatically and quickly

is developed to solve the Problem 2, so it is convenient for reducing preparation workload

and human error in the marker-based tracking. To solve the Problem 3, the circular marker

design is improved by adding four small circles as features so that enough point features

can be detected even in short distance tracking.

In chapter 3, a line feature based tracking method is proposed to solve the Problem 4.

Comparing with the marker-based tracking method, it is less preparation work, but lower

accuracy and stability. It is an assistant for marker-based tracking, especially when the

needed marker number is too large in case of only use of marker-based tracking.

To evaluate the feasibility of AR system in NPP, temporary placement and conveyance

operation simulation system (TPCOSS) is developed in chapter 4. The system simulates

the temporary placement and conveyance operation after a component is dismantled. So

it is useful for making a dismantling plan which can avoid some possible accidents, for

example, the dismantled component collides with other components when it is moved.

Then, TPCOSS is evaluated in actual NPP environment to confirm whether the system

was effective to satisfy Requirement A-C.

In chapter 5, researches in this thesis are concluded and future works are prospected.
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CHAPTER 2. DESIGN OF CIRCULAR MARKER AND DEVELOPMENT

OF MARKER AUTOMATIC MEASUREMENT SYSTEM

Chapter 2 Design of Circular Marker and

Development of Marker

Automatic Measurement

System

In this chapter, firstly a circular marker which is applicable for long distance tracking

is developed. Then a marker automatic measurement system (MAMS) is developed, and

its performance and feasibility is evaluated. Finally, the design of the circular marker is

improved to make it applicable in both short and long distance tracking.

2.1 Introduction

The marker-based tracking method calculates the 3D position and orientation of a camera

by estimating the relative position between the markers and the camera. The conceptual

image of the marker-based tracking is shown in Fig.2.1. The main steps of the marker-

based tracking include two parts: preparation work (the following Step 1-1 and Step 1-2)

and tracking (the following Step 1-3 and Step 1-4).

Step 1-1 Paste a number of markers in the tracking environment.

Step 1-2 Measure 3D positions and orientations of all the markers.

Step 1-3 Capture some markers by a camera, and recognize them in the captured image.

Step 1-4 Calculate the position and orientation of the camera.

In usual marker-based AR applications, because the motion distance of users is limited in

a small space, short distance tracking is enough to meet the requirements of the system. For

example, the necessary recognition and tracking distance of an AR system for supporting

surgery simulation is only 2-3 m (the size of operating table). Another application of the

MagicBook project[1] even needs only 1-2 m for tracking because its tracking area is only

limited around a book. In the existing marker-based tracking method, square markers,

such as in ARToolkit[2] are widely used[3]-[7]. Fig.2.2 shows an example of ARToolkit

marker. The marker is recognized by the following steps (as shown in Fig.2.3):

1. Detect edges of the marker.
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Fig. 2.1: Conceptual image of marker-based tracking.

2. Extract four lines from the edges.

3. Calculate the four intersection between the 4 lines. The four intersection points are

the feature points which will be used for estimating the 3D position and orientation

of the camera.

Fig. 2.2: Example of square marker[2].

However, workers in an NPP usually need long distance motion as long as 10 m in the

inspection task. Existing paper-based markers, including the square markers are inappli-

cable in NPP field work because their recognition distance are too short. For example,

the edges of a square marker become dim (Fig.2.4) when the distance from a camera and

the marker becomes longer, which amplifies recognition error of feature point positions.

Experiments conducted using ARToolkit marker with 80 mm of side length[2] show that

ARToolkit markers’ error of position increases with the distance from a camera and the

markers becomes longer, and the maximum error is about 30 mm when the distance is 600
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HIRO

1. Detect edges

2. Detect 4 lines

3. Calculate intersections

4. Calculate position 
and orientation

Fig. 2.3: Recognition steps of ARToolkit marker.

mm. The distance and the accuracy are unacceptable for NPP field work support, which

requires at least 10 m recognition and tracking distance and higher accuracy. One solution

is to make the markers with larger size. However, the space for pasting large marker is

limited because of the complicated NPP environment, as shown in Fig.2.5. Another prob-

lem is that if the marker size is too large, it may become undetectable when the distance

between the camera and the markers becomes short, because it is difficult to capture the

whole marker under a short distance. If the number of detectable feature points on the

markers is smaller than 4, the tracking will fail[9]. In other words, large markers easily

leads to tracking failures in short distance tracking.

Before binarize After binarize

Fig. 2.4: Dim edges of ARtoolkit marker.
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Fig. 2.5: Limitation of large marker in NPP.

Circular markers are also used in AR systems. Fig.2.6 shows an example of circular

markers with different ID (identification). Compared with the square markers, it has the

advantage that the center of it is centroid, invariant to the view angle. It is more detectable

than square marker even the edges become dim when the distance between the camera and

the marker increase. However, the design of the marker includes some shapes with relative

small area (the small circular in Fig.2.6), which makes it difficult to be recognized correctly

in the long distance. To solve this problem, a new circular marker which is applicable in

long distance tracking is designed for the marker-based tracking method in this study.

Fig. 2.6: Example of circular markers with different ID[8].

To apply marker-based tracking, another important problem is the preparation work

before tracking. It is necessary to measure the 3D positions and orientations of all allo-

cated markers in the environment. Manually measurement of the markers is inefficient and

difficult to avoid human error, especially in the capacious space of NPP where needs more

markers. To solve this problem, MAMS was developed in this study. The system uses

a computer to control the direction of a laser ranger finder to measure 3D positions and

orientations of markers automatically and quickly with high accuracy.

2.2 Circular Marker for Tracking

Circular markers are used for tracking as the follow steps:
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Step 2-1 Capture circular markers pasted in the environment using camera.

Step 2-2 Recognize the markers with their ID and positions on the image.

Step 2-3 Calculate 3D position and orientation of the camera using the result obtained

from Step 2-2 and the corresponding 3D position information of the recognized mark-

ers.

To be distinguished from other patterns, every marker must have a unique ID. Therefore,

it is necessary to design the circular marker to make it available with enough patterns. The

details of the design should be described in section 2.2.1.

2.2.1 Marker Design

Following the Criterion i mentioned in chapter 1, the circular marker must be reliably

recognized in long distance tracking. Therefore, the design of circular marker proposed

in this study is shown in Fig.2.7. It consists of one large circle located in the marker’s

center. The large circle is composed of one black outer circle, one white center circle, and

one middle circle. The thickness of the outer circle, center circle and middle circle are

respectively 30%, 30% and 40% of the large circle’s radius. The center of the large circle

are used as a feature point of the marker which would be used for the tracking calculation.

Comparing with the existing circular marker, the new designed marker has no relative

small area, therefore it is more reliable recognition in long distance. Moreover, the ID

recognition is based on a threshold which can be changed when the illumination changes

(the details will be described in section 2.2.2), it is more reliable recognition in different

environment. To obtain a unique solution, four or more feature points must be recognized

simultaneously on the camera image[9]. The middle circle consists of 10 black or white

fans, which represent a binary code through their color (white is 1 and black is 0). In

practical use, the marker patterns and their corresponding ID are decided by the following

steps:

Step 3-1 Represent from 1 to 1022 in binary code. 0 and 1023 are not used, because in

the case of 0 and 1023, the ten fans would become all black or all white, respectively.

Step 3-2 Root shift the binary one bit, and repeat 10 times, then choose the minimum of

the 10 shifted result. For example, 0110110000 would be shifted to 0000011011.

Step 3-3 Sort all result code obtained from Step 3-2 in ascending order. If the result

codes of multiple code are same, the result code should only be sorted once. Finally

99 patterns can be obtained.

Step 3-4 The ID of the 99 patterns are 1-99 as the ascending order of their binary code.
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Fig.2.8 shows the example patterns which ID is from 1 to 4 respectively. Combined with

other tracking method, 99 patterns are enough for cover the whole field of NPP. For exam-

ple, using the inertial sensors or wireless LAN positioning, the position of the workers can

be estimated firstly in a small area, and then the small area can be covered by less than

99 patterns to use the marker tracking.

0.3r

0.4r

0.3r

Outer circle Middle circle

Center circle

Fig. 2.7: Design example of circular marker.

2.2.2 Algorithm to Recognize Circular Markers

The basic recognition procedure is as follows:

1. Detect the edge of the large circle of a marker on image. A circle would become a

ellipse on image.

2. Extract an ellipse from the detected edge.

3. Calculate the center point of the ellipse.

4. Recognize the ID of the marker.

Fig.2.9 shows an example of the recognition result of the circular markers. The details are

described in the following. It is assumed that the markers are printed out on white paper

with printers and that the image obtained from a camera is in gray-scale format: each

image pixel I(x, y) has a gray-scale value ranging from 0 to 255.

Step 4-1 If the environment is too dark or too light, the difference between the white part

and the black part of the original image becomes small. It is necessary to enhance the

contrast in the high and low gray-scale area of the image. To solve this problem, each
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ID=4

ID=2

ID=3

ID=1

Fig. 2.8: Example of circular markers patterns (ID=1-4).
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(a) (b)

(c) (d)

(e) (f)

Fig. 2.9: An example of marker recognition. (a): Original image. (b): Gray-scale image.

(c): Binarized image. (d): Labeled image. (e): Image of detected ellipses. (f): Image of

detected markers.
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pixel I(x, y) is converted using Equation (2.1) and (2.2). This transform enhances

the contrast of the image where the gray-scale is very high or very low. The result is

shown as Fig.2.9(b).

J(x, y) = log10(I(x, y) + 1), (0 ≤ I(x, y) ≤ 127) (2.1)

J(x, y) = 4.243− log10(266− I(x, y)), (128 ≤ I(x, y) ≤ 255) (2.2)

Step 4-2 Apply a 3× 3 Sobel edge detector[10] to the image obtained in Step 4-1 and

binarize the result with a threshold value (0.8 in this study). The result is shown as

Fig.2.9(c).

Step 4-3 Label the binarized image by collecting the connected pixels and assigning a

unique label to them. Eliminate candidates with an area narrower than 10 or wider

than 100,000 to remove the noise which are not markers. The result is shown as

Fig.2.9(d).

Step 4-4 Choose one labeled area.

Step 4-5 Trace the edges of the chosen area and number each edge pixel.

Step 4-6 As shown in Fig.2.10, select one edge pixel(P) randomly and two other edge

pixels(P1, P2) so that the differences between the pixel numbers are all equal. Fur-

thermore, calculate the ellipse that passes through the selected three edge pixels.

Repeat this calculation 150 times and calculate the average of the center(xell,yell),

major radius ra, minor radius rb, and rotation angle θell (angle of major radius and

horizontal line on the camera image, Fig.2.11), respectively.

Step 4-7 Eliminate the ellipse candidates for which the major radius ra is smaller than

10 pixels or for which the ratio of the major radius to the minor radius is larger than

3.5 to remove the noise which are not markers.

Step 4-8 Calculate the average of the squared distance between the ellipse calculated in

Step 4-6 and each edge pixel. Eliminate candidates for which the average is greater

than 0.02.

Step 4-9 Normalize the recognized ellipses to a circle using the ratio of the major axis to

the minor axis, and the rotation θell of the ellipse, as depicted in Fig.2.12. Set the

baseline on the major radius of the ellipses. The outer circle and the center circle of

the marker are divided into five rings along with the radius, and each ring is divided

into 20 pixels along with the arc. The middle circle is divided into 100 elements along

with the arc. Each element is divided into 10 pixels along with the radius.
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Step 4-10 To make the recognition stabler even if the brightness of the environment

changes, calculate the variance vout and average aout of pixels in the black outer

circle, as well as the variance vin and average ain of pixels in the white center circle

using the original image captured by the camera. Eliminate candidates for which vout
is larger than 5× 108 or for which vin is larger than 5× 107. Set the average of aout
and ain to a threshold th.

Step 4-11 For each element of the middle circle divided in Step 4-9, count pixels for

which the brightness is greater than th and less than th. Set the results as sw and sb,

respectively. (The processing of Step 4-10 and Step 4-11 make the recognition stabler

even if the brightness of the environment changes.)

Step 4-12 Find an element of the middle circle which sw > sb. Perform the search from

the baseline shown in Fig.2.12 in counterclockwise order.

Step 4-13 Starting from the element isolated in Step 4-12, look in counterclockwise order

for an element which sw < sb in the middle circle. The element found in this step is

set as the basis for analyzing the binary code of the middle circle. Calculate Nscn by

counting the elements between the baseline and the element found in this step. The

element found is considered as a boundary between two fans of the middle circle.

Step 4-14 Starting from the element found in Step 4-13, count in counterclockwise order

the number of elements which sw > sb and sw < sb, respectively, for each fan. Set

the results as Sw and Sb , respectively.

Step 4-15 Eliminate candidates which have a fan verifying |Sw − Sb| < 3.

Step 4-16 In total, 10 bits are obtained from the middle circle, assuming that a fan for

which Sw > Sb has a binary value of 0, whereas a fan for which Sw < Sb has a binary

value of 1.

Step 4-17 Shift the 10 bits obtained in Step 4-16 10 times (circular shift in 1 bit step)

and find the smallest value. Set the result as the number (ID) of the marker. Set the

number of the shift operation when the smallest value appears as Nsft.

2.2.3 Algorithm to Calculate Relative Position and Orientation

between a Camera and Markers

If enough markers are recognized on image which means there are enough feature points,

the relative 3D position and orientation between the camera and the markers can be esti-

mated using perspective n-point method (PnP)[9], while the 3D positions of the n points

and their 2D positions on image are known. The details is described as following algorithm.
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P (pixel number = n)

P1(pixel number = n1) P2(pixel number = n2)

Labeled area

Total pixel number: N, n2>n>n1

n-n1 = n2-n = N-n1+n2

Fig. 2.10: Selection of 3 edge pixels.

ra rb

Image
Calculated ellipse

(xell, yell )
θell

Fig. 2.11: Calculated ellipse on image.

Fig. 2.12: Division of a marker when normalization.
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Step 5-1 If four or more markers are recognized, select the two markers that are the most

distant from each other on the image. Then calculate a line which passes through the

two markers and select the marker that is the most remote from the line, because the

accuracy decreases the smaller the distances are between the selected markers. Solve

the perspective 3-point (P3P) problem using the three markers selected, and obtain

a maximum of four possible solutions. The tracking fails if fewer than four markers

are recognized.

Step 5-2 Estimate the positions of all feature points recognized on the image using the

four solutions obtained in Step 5-1, inertial parameters (focal length, vertical and

horizontal view angle and resolution) of the camera, and the three-dimensional po-

sition of the feature points, which were measured in advance. Then calculate the

difference between the estimated positions and the recognized positions. That differ-

ence is called the re-projection error. Select the solution for which the re-projection

error is smallest.

Step 5-3 The estimated result obtained from Step 5-2 including some errors, especially

rotation error. To reduce the errors, obtain 12 new solutions by rotating the solution

by± 0.01°around the x, y, and z axes (defined in advance) and shifting the solution

by ± 10 mm along the x, y, and z axes. Calculate the re-projection error for all new

solutions. Then select the solution with the smallest re-projection error. This step

remove some estimated errors because it reduce the re-projection error.

Step 5-4 Repeat Step 5-3 a maximum of 30 times until the re-projection error becomes

less than 20 pixels.

After these steps, the 3D position and orientation of camera are estimated.

2.3 Development of a Marker Automatic Measure-

ment System

2.3.1 Requirements for the System

In an NPP, because of the complexity and expanse of environment, the needed number

of markers is always large. It is very difficult to measure them manually and avoid human

errors. Therefore, MAMS is developed to improve the efficiency of preparation work before

marker-based tracking and reduce human error. For practical application of the system

in the complicated environment of an NPP, the Requirement A-C mentioned in chapter

1 must be satisfied. To develop MAMS, the following concrete requirements should be

fulfilled:
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I Measure the 3D positions of markers as quickly as possible (Requirement B).

If the measurement time is too long, the labor cost would become large because

the worker may feel tired. The measurement time includes not only the marker

measurement, but also the installation and remove of the system.

II Accuracy and stability should be enough to apply AR in field work(Requirement A).

If the measurement result is not accurate enough, the indication may be displayed at

wrong position, which causes the operation mistake.

III Workers can master the operation of this system easily (Requirement B).

To reduce the cost of the training for using the system, the interface must be designed

as comprehensive as possible to make it easily used, even for beginners.

IV Low price of hardware (Requirement C).

The dismantling work of NPP requires as low cost as possible. Therefore, existing

hardware is used in the system instead of special development of some hardware.

V Can be fixed even in narrow space (Requirement B).

There are a lot of narrow spaces in an NPP. Therefore, the system must be as minia-

ture as possible for using in these space.

VI Can be used in the environment with obstacles (Requirement B).

Because there are a lot of components in an NPP, the pasted markers may be occluded

by the components. It is necessary to make it possible to measure the occluded

markers.

2.3.2 System Design

To meet the requirements mentioned in section 2.3.1, the system is designed following

the Criterion i-v mentioned in chapter 1, as shown in Fig.2.13. The system is composed of

a camera which has an interior motion base, a laser range finder, a motion base fixed under

the laser range finder and a PC connected to them. The camera and motion base are both

fixed on a tripod. The directions of camera and laser range finder can be controlled by PC

through the motion bases.

The system is used as following steps:

Step 6-1 Users select the world coordinate system (right hand system), and collocate the

circular markers. (No.1 marker is at origin, No.2 is on +x axis, and No.3 is on a

plane xOy.).

Step 6-2 The system is set up at where it can capture the images of most of the markers.
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Step 6-3 The system measures the 3D positions of selected markers automatically.

Step 6-4 If there are any markers which are not recognized, repeat Step 6-2 at where the

most of these markers can be captured, and then repeat Step 6-3.

Step 6-5 Results are saved in a file, which can be used in AR application.

The above Step 6-3 is automatically executed. Its details are described as following steps:

Step 7-1 Camera rotates and captures images in the environment (It is controlled by

PC through a motion base), and after recognizing the markers, estimate markers’

positions.

Step 7-2 As the estimated result in Step 7-1, the system changes the direction and zoom

of the camera to enlarge the marker image at screen center.

Step 7-3 As the estimated result in Step 7-1, the system controls the laser range finder

to point to the marker. Here the result in Step 7-1 is always with large errors, so the

laser dot is always distant from the marker center at first.

Step 7-4 Compare two images captured before and after laser shooting to find the laser

dot.

Step 7-5 Control the laser range finder to shoot at marker center. Then measure the

relative 3D position between laser range finder and marker.

Step 7-6 Transfer information of the 3D position into world coordinate system.

Above steps from Step 7-1 to Step 7-6 is controlled by PC automatically, so it is much more

efficient and less human error than manual measurement. In additional, if the circular

markers for defining world system (No.1, No.2, No.3 markers) are not moved away, the

result obtained from Step 7-6 is based on the same coordinate system. Therefore the

system can be set up at any place where it can capture the circular markers. So even if

some markers are measured unsuccessfully, they can be measured again through changing

the position of the system.

The system appearance is shown as Fig.2.14. To meet the requirements and realize Step

6-1 to Step 6-5, the following main functions are designed in MAMS:

1. Measure and calculate the 3D position of every marker automatically (Function 1).

To realize this function, the marker automatic recognize (Function 2) and 3D position

measurement of markers using laser range finder (Function 3) are also necessary.

2. To meet the Requirement I, the hardware of the system must can be arranged in

boxes (Function 4) for easily moving of the system and reducing the installation and

–28–



CHAPTER 2. DESIGN OF CIRCULAR MARKER AND DEVELOPMENT

OF MARKER AUTOMATIC MEASUREMENT SYSTEM

remove time. The functions of camera initialization (Function 5), laser range finder

initialization (Function 6) and system initialization (Function 7) are also necessary

because it is efficient when workers want to measure some (or all) markers again.

3. To meet the Requirement II, the circular marker was used for tracking, so the position

of circular marker must can be measured by the system (Function 8).

4. To meet the Requirement III, the comprehensive user interface is necessary. There-

fore, the buttons of the interface must be as large as possible (Function 9), and its

color must can be changed when operating (Function 10). To make the state of the

measurement comprehensive, the following functions are also necessary: display the

recognized marker ID (Function 11), display the log of the system actions (Function

12), display the past time of measurement (Function 13), inform when the measure-

ment is end (Function 14), display the total number of recognized markers (Function

15), display the total number of measured markers (Function 16), display the total

number of the markers to be measured (Function 17), display the area which is be-

ing captured by the camera (Function 18), control the camera direction using slide

bar (Function 19), control the camera direction using angle map (Function 20), and

represent the measurement result based on world coordinate system (Function 21).

5. To meet the Requirement VI, the functions that allow the manual measurement

(Function 22) and allow the different automatic measurement model according to the

different distance between MAMS and marker (Function 23) are necessary. Moreover,

the functions of measuring one marker automatically (Function 24), measuring the

markers which is being captured by camera automatically (Function 25), deleting

the result of selected measured marker (Function 26) and stopping the measurement

(Function 27) are also realized.

Experiments were conducted to evaluate that whether the realized functions can meet

the requirements. It will be described in later sections.

2.3.3 Algorithm of the Automatic Marker Measurement

Definition of Coordinate Systems

7 coordinate systems are defined as shown in Fig.2.15. In this study, translation and

rotation from system 1 to system 2 are represented as T12 and R12 respectively.

1. World system W . It is defined by 3 circular markers (No.1, 2, 3) as Step 6-1. The

center of No.1 marker is the origin O, the direction from the center of No.1 to No.2

is the +x direction. The plane composed by the centers of the 3 circular markers is

the xOy plane.
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NPP equipment

World coordinate system

Fig. 2.13: Design of MAMS.

2. Motion base system A. For the motion base fixed under the laser range finder, the

intersection of its pan and tilt axes is origin, the up direction and front direction of

its initial position is +z and -x respectively.

3. Laser system L. The projection of the origin of A on the rotation plane of laser range

finder is origin. The directions of axes are same as A.

4. Screen system S. In the image plane, the up-left corner is the origin, right direction

is +x and down direction is +y.

5. Motion base system B. For the camera’s interior motion base, the intersection of its

pan and tilt axes is origin. The up direction and front direction of its initial position

is +z and −x respectively.

6. Camera system C. Focal point of camera is origin. The direction from the center of

image plane to origin is +x. The direction parallel with the x axis of S is +y.

7. Marker system M . Marker center is origin. The border of two fans which represent

the first bit and the last bit of marker ID respectively is x axis, The normal of marker

plane is z axis.

In this study, the origins of B and C are assumed to place at a same point. In the laser

system L, when it rotates in tilt direction, its origin moves on a circle with radius of dAL,

which rounds the rotation axis.

Marker Position Estimation by Camera

Before measuring markers using the laser range finder, rough estimations of markers’ 3D

positions are necessary to control the laser range finder turn to the correct direction. To
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Fig. 2.14: Appearance of MAMS.
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World system W

Motion base system A

Laser system L

Screen system S

Marker system M

Camera system C

Motion base system B

RCB

RWA

RLA

RMA

RWM

TAC, cpan, ctilt

Fig. 2.15: Relation between diffierent coordinate systems.

estimate the 3D position vector of marker TAM in motion base system A, the following

parameters are used: radius of marker pasted in environment rreal, marker position in screen

system (xS,yS), major radius of marker image rimage, and camera parameters (Internal

parameters: focal length f , camera CCD chip width wCCD, resolution wreso, hreso. External

parameters: camera position TAC in motion base system A, pan direction cpan and tilt

direction ctilt in motion base system B). Camera internal parameters and TAC are obtained

in advance, and direction parameters are obtained from the communication between motion

base and PC. After starting the system, camera rotates automatically to recognize markers

in the environment. When a marker image is captured by camera, the parameters (xS,yS)

and rimage are obtained as described in section 2.2.2.

The distance between the camera and a marker dCM is estimated as Equation (2.3),

where d is the distance between the marker image center and the screen center. Here dCM

may have large error.

dCM =
rreal
rimage

√
d2 +

w2
reso

w2
CCD

(2.3)

Pan and tilt coordinates of the marker mpan and mtilt in camera system C are:

mpan =
vh

wreso

(wreso

2
− xS

)
(2.4)

mtilt =
vh

wreso

(
hreso

2
− yS

)
(2.5)

where vh = arctan(wCCD/2f).

–32–



CHAPTER 2. DESIGN OF CIRCULAR MARKER AND DEVELOPMENT

OF MARKER AUTOMATIC MEASUREMENT SYSTEM

Finally, the marker’s estimated 3D position vector TAM in motion base system A is:

TAM = TAC +Rz(mpan + cpan)Ry(mtilt + ctilt)DM (2.6)

where DM = (−dCM , 0, 0), and Ry(α), Rz(β) are rotation matrix with the angle α, β

around the axis y, z of motion base system B respectively, as shown in Equation (2.7) and

(2.8).

Ry(α) =

 cosα 0 sinα

0 1 0

− sinα 0 cosα

 (2.7)

Rz(β) =

cos β − sin β 0

sin β cos β 0

0 0 1

 (2.8)

Position Measurement Using Laser Range Finder

When laser range finder is turned on, the distance between laser dot and laser rangefinder

dLD is measured. Using dLD and the direction parameters of laser rangefinder in motion

base system A (obtained from communication between computer and motion base), span
and stilt, 3D position vector of the laser dot TAD in motion base system A is calculated as:

TAD = Rz(span)Ry(stilt)Dr (2.9)

where Dr = (−dLD, 0, dAL), and Ry(α), Rz(β) are rotation matrix with the angle α, β

around the axis y, z of motion base system A respectively.

The conceptual image of automatic measurement of the system is shown as Fig.2.16.

Fig.2.17 shows the main flow of position measurement using laser range finder. The details

about how to automatically measure a recognized marker are described as following steps.

Step 8-1 Calculate dCM , mpan, and mtilt of the marker as Equation (2.3), (2.4) and (2.5).

Step 8-2 According to the result, camera pose is adjusted to move the marker image

center to be coincided with the screen center.

Step 8-3 Adjust focal length to resize the major radius rimage to be 30% of hreso. If the

ratio a% of major radius rimage vs. hreso is smaller than 20% before adjusting focal

length, adjust camera focal length to increase the ratio from a% to 20%, and repeat

from Step 8-1 to Step 8-3.

Step 8-4 Repeat Step 8-1 and Step 8-2 to move the marker image center to be coincided

with the screen center again. Now the focal length fa% is:

fa% =
afhreso

100r
(2.10)
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Where f is the focal length and r is the major radius of marker image when the marker

was recognized. Record the marker center (xS, yS) and the minor radius of marker

image b.

Step 8-5 Repeat Step 8-1 to calculate dCM , mpan, and mtilt, then calculate the vector

TAM = (xM , yM , zM) as Equation (2.6).

Step 8-6 Calculate the directions tpan and ttilt of marker in motion base system A as

Equation (2.11) and (2.12). Then adjust the laser range finder to point to marker

center according to the result.

tpan = arctan(yM/xM) (2.11)

ttilt = arctan

(
zM√

x2
M + y2M

)
(2.12)

Step 8-7 Shorten the shutter speed of camera to reduce the brightness of image, so the

laser dot on image is easier to be detected.

Step 8-8 Turn off the laser.

Step 8-9 Save the image captured by camera as Ioff .

Step 8-10 Turn on the laser.

Step 8-11 Save the image captured by camera as Ion.

Step 8-12 Calculate the gray-scale difference between Ion and Ioff , and then compute the

area sdiff of pixels whose difference is larger than a threshold.

Step 8-13 If sdiff is smaller than a threshold, it means that the laser dot is not found in

image, go to Step 8-14. Else go to Step 8-15.

Step 8-14 Equi-spaced adjust the laser range finder direction along a spire curve whose

center is the direction obtained in Step 8-6. Then repeat from Step 8-8 to Step 8-13.

If the iteration number is larger than a threshold, the marker measurement is failure.

(Turn to next marker measurement.).

Step 8-15 Calculate the center of gravity G = (xG, yG) of pixels which are picked in Step

8-12.

Step 8-16 Calculate the relative vector between G and marker image center (xS, yS). If

the length of the vector is larger than 1.5b (b is obtained in Step 8-4), go to Step

8-14. Else go to Step 8-17.
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Step 8-17 If the length of the vector obtained in Step 8-16 is smaller than a threshold,

it means that the laser dot is shot at the marker center, go to Step 8-19. Else go to

Step 8-18.

Step 8-18 Adjust the laser range finder direction to point to the marker center, and go

to Step 8-8. The adjusting parameters are calculated by Equation (2.13) and (2.14),

where vh is the horizontal view angle of camera when Step 8-11, t′pan and t′tilt are laser

range finder directions when Step 8-12.

tpan = t′pan + (vh/wreso)(xG − xS) (2.13)

ttilt = t′tilt + (vh/wreso)(yG − yS) (2.14)

Step 8-19 Calculate the marker position TAM as the algorithm described in Equation

(2.6).

NPP equipment

Marker

save Laser point

save

Marker center

Fig. 2.16: Conceptual image of MAMS.

2.3.4 System Implementation

Table 2.1 displays the specifications of the hardware. The minimum error about 1 mm

of the laser range finder ensures the accuracy (Requirement II). And the motion base

–35–



2.3. DEVELOPMENT OF A MARKER AUTOMATIC MEASUREMENT

SYSTEM

Start

Adjust focal length of camera

rimage : hreso ≥ 30%?

Adjust laser range finder 

Laser dot locates on 
the marker center?

Yes

No

Yes

No

Calculate marker position TAM

Fig. 2.17: Flow chart of position measurement.

ensures the accurate control of the laser range finder and camera (Requirement II). They

can be fixed together and moved easily (Requirement V), and available as commercial

products (Requirement IV). Whether they can meet the requirements will be evaluated in

the feasibility experiment.

The program and user interface of MAMS were developed by Microsoft Visual C++

2005 on Microsoft Windows XP. During the automatic measurement, some markers may

fail to be measured if their positions relative to the system are not so well, for example, the

marker is blocked by some components, or at a position which is out of the rotation range

of motion based. In this case, it is necessary to measure these markers manually. So the

function of marker manual measurement was also developed. User interface of operating

MAMS is shown in Fig.4.7.

I Image displaying interface. Here current image captured by camera is displayed, so

workers can understand the current measurement intuitively.

II Marker auto-measurement interface. Here are the buttons to start or cancel the

marker automatic measurement for easy operation of workers.

III Camera control box. Camera can be controlled manually here (pan, tilt and zoom),

so workers can manually control the camera to capture the selected markers.

IV Laser range finder control box. Laser range finder can be controlled manually here

(pan, tilt, laser dot on or off), so workers can manually control the laser range finder

to measure the selected markers.
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Table 2.1: Hardware specifications of MAMS

Type Sony EVI-D30

Video signal NTSC

Focus 5.4mm～64.8mm

Video camera Horizontal Angle of View 48.8°～4.3°
Pan/Tilt Horizontal ± 100°, Vertical± 25°
Resolution 640× 480

Control Terminal RS-232C

Weight 1.2kg

Type Leica Geosystems DISTO Pro 4a

Range 0.3m～40m

Laser range finder Accuracy Typical: ± 1.5mm, Max: ± 2mm

Φ Laser dot (at distance) 6/30/60mm (10/50/100m)

Control Terminal RS-232C

Weight 0.44kg

Type Directed Perception PTU-D46-70

Position resolution 0.012857°
Motion base Max speed 60°/s

Pan/Tilt Horizontal ± 159°, Vertical -31°～+48°
Control Terminal RS-232C

Weight 1.5kg

Type ASUS M5N

CPU Pentium M 1.4GHz

PC Memory DDR333 768MB

OS Microsoft Windows XP Home Edition

Weight 1.55kg
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I IIIII IV V

VIVIIIVII

Full Auto

Auto (1m)

Auto (3m)

Auto (5m)

Selected markers

captured markers

Reserved markers

Automatic

Camera LRF

Reset camera
Reset LRF

LRF ON

LRF OFF

Manual measurement

Reset system
Elapsed time

Measure position Set selected marker

Result
System log

State

Save in fileDelete selected marker

Reg. Res. Mea.

World system LRF system

Stop

01:46:28  Measure captured markers.
01:46:28  No. 54 marker measurement start.
01:46:46  Measurement end.

Fig. 2.18: Interface of MAMS.

V Measurement state display box. Each marker’s information is displayed here (ID, 3D

position, etc.), so workers can understand the measurement progress.

VI Manual measurement control box. The 3D position of laser dot can be measured

manually here.

VII Actions log of the system. It is necessary for recording the system and measurement

state.

VIII Others. System can be initialized for re-measurement, and measurement time is

displayed here.

2.4 Performance Evaluation of MAMS

2.4.1 Purpose

Evaluations are necessary to examine that whether the developed system meets the

Requirement I-VI, therefore a performance experiment was carried out to evaluate the
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accuracy, stability and running time of the system to examine that whether the system

meets the Requirement I and II.

2.4.2 Method

Experimental Environment

The size of experimental field in lab is about 5.0 m× 5.0 m, as shown in Fig.2.19. To

evaluated the measurement accuracy and stability of MAMS, the accurate 3D position of

the markers to be measured must be obtainable in advance. Therefore, 72 circular markers

which diameters are 100 mm were neatly arranged with 200 mm’s equidistance on two

panels, as shown in Fig.2.20. The panel width is 1.24 m and height is 2.0 m. Center

of No.1 marker pasted on the down-left corner of No.1 panel was origin. Center of No.2

marker pasted on down-right corner of No.1 panel was located at (1.0× 103 mm, 0 mm,

0 mm). Center of No.3 marker pasted on up-left corner of No.1 panel was located at (0

mm, 1.0× 103 mm, 0 mm). So world coordinate system is defined, and then the accurate

3D positions of the 72 markers can be easily calculated. No.1 panel was fixed but No.2

panel was moved with experimental process to evaluate the difference performance when

the distance between MAMS and the markers changes.

Experimental Flow

The No.2 panel was placed at the positions where x=2.0× 103 mm, 2.4× 103 mm, 2.6

× 103 mm, 2.8× 103 mm and 3.0× 103 mm respectively, and the down left marker located

at (x, 0 mm, 4.0× 102 mm). At every position, the automatic measurement by the system

was repeated 20 times.

2.4.3 Result

System error means that average of many separate measurements differs significantly

from the actual value. It is caused by the measurement instruments. Random error means

the errors in measurement that lead to measurable values being inconsistent when repeated

measures of a constant attribute or quantity are taken. Random error is caused by unpre-

dictable fluctuations in the readings of a measurement apparatus, or in the experimenter’s

interpretation of the instrumental reading. These fluctuations may be in part due to in-

terference of the environment with the measurement process. In this study, system error

(SE) was used to evaluate the accuracy, and random error (RE) was used to evaluate the

stability. Here, SE and RE are estimated as:

SE =
√

(x− x0)2 + (y − y0)2 + (z − z0)2 (2.15)
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2.1×103 mm

2.3×103 mm

3.0×103 mm

4.0×102 mm

5.0 m

1.24×103 mm
Panel No.2

5.0 m

2.0×102 mm

Light

Panel No.1

Console

x=2.0×103 mm

x=3.0×103 mm

x

yz

Fig. 2.19: Experimental environment in lab.
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200 mm

200 mm

100 mm

1,000 mm

1,000 mm

2.0m

1.24 m

Panel No.1 Panel No.2

Fig. 2.20: Marker locations on a panel.
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RE =

√√√√ 1

n− 1

n∑
i=1

{(x− xi)2 + (y − yi)2 + (z − zi)2} (2.16)

where (x0, y0, z0) is the real position of marker, and (x, y, z) is average position of measure

values. (xi, yi, zi) is the ith measurement position of marker. (There are n=20 measurement

positions of each marker in total)

Accuracy

System error of each marker is shown in Fig.2.21 and Fig.2.22. Total 8,640 results

(marker number 72 × No.2 panel position number 6 × repeat times 20) show that the

maximum error between measurement value and real value is 27.6 mm, average error is 7.6

mm. As shown in Fig.2.22, the error increases from down-left to up-right on the No.2 panel

when x = 2.0× 103 mm, and much lager than the No.1 panel. Same trends of system error

on the No.2 panel at other positions are also found. The reason is that panel No.2 has a

deviation from its ideal position, so the real position is with errors itself.

x (mm)

y (mm)

System
 error (m

m
)

Fig. 2.21: System error on panel No.1 (mm).

Stability

The random error of each marker is shown in Fig.2.23 and Fig.2.24. The trends of random

error on No.2 panel at other positions are very same as x = 2.0× 103 mm. Maximum of

random error is 6.2 mm, and average is 3.5 mm. As the result, random error is much

smaller than system error (The measurement error by laser range finder, and the rotation

error of motion based.). Therefore, system error is the main error. In other words, the

repetition of measurement affects less on accuracy.
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)
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Fig. 2.22: System error on panel No.2, x = 2.0× 103 (mm).

x (mm)

y (mm)

R
andom

 error (m
m
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Fig. 2.23: Random error on panel No.1 (mm).
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)
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Fig. 2.24: Random error on panel No.2, x = 2.0× 103 (mm).

Measurement Time

It took 25.2 minutes in average for 1 successful experiment (72 marker were measured

automatically successfully, 21.0 seconds in average for measuring one marker). When dis-

tance between laser range finder and No.2 panel increased, measurement time became

longer. Because the accuracy of marker position estimation in Equation (2.6) reduces with

the distance increases, it would take more time to match the laser dot with marker center

automatically.

2.5 Feasibility Evaluation of MAMS in an NPP Envi-

ronment

2.5.1 Purpose

An experiment was conducted in Fugen NPP to evaluate the feasibility, including that

whether the system meets the 6 requirements mentioned at the beginning of section 2.3.1,

whether it can work successfully in NPP environment, whether NPP workers master this

system quickly, and what should be improved.
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2.5.2 Method

Evaluation Environment

Evaluation field in Fugen was in a pure-water chamber whose size was about 9.5 m×
8.0 m. In the chamber, there are many components, such as tanks and pipes, as shown in

Fig.2.25. The luminance was 200-500 Lux, so markers were recognized easily by MAMS.

Evaluation Flow

First, the system operation was demonstrated in front of two evaluators who had never

used this system before. One of the evaluators is a Fugen NPP worker who is accomplished

in NPP field work (evaluator A), the other is a human interface expert (evaluator B).

Then two evaluators operated the system by themselves to evaluate the system usability

for beginners. 3 markers (No.1 to No.3) were pasted to define the world coordinate system.

Other 20 markers were pasted at where the evaluators thought they were needed for track-

ing, as shown in Fig.2.26. To make it more easily to paste markers, a magnet was pasted on

the back of each marker, and the markers are pasted on iron equipment. After the system

finished the measurement, to check that whether the result obtained by MAMS is accurate

enough for actual AR application, the evaluators used a small PC to experience an AR ap-

plication using the measurement result. The real time tracking of position and orientation

of the PC was realized through a camera. As shown in Fig.2.27, the tracking result was

used in AR to display important information for workers, such as fluid state in pipes (with

green frame in Fig.2.27), and guidelines (with red frame in Fig.2.27). The 3D positions to

display virtual information were prepared in advance, therefore if tracking successes, the

information is indicated correctly. Finally, the evaluators answered a questionnaire about

feasibility evaluation. The evaluation items are shown in Table 4.2, 4.3 and 4.4. They are

decided based on the Requirement I - Requirement VI and the Function 1 - Function 27.

For every evaluation item, one of 5 options (1 - disagree, 2 - disagree a little, 3 - neither, 4

- agree a little, 5 - agree) can be chosen, and evaluator would tell his reason if necessary.

2.5.3 Result and Discussion

Running Time

It took 85 seconds to paste markers, 350 seconds to fix the system, 75 seconds to start

the system. Then 640 seconds was spent for measurement. Including 240 seconds of the

system removed time, totally it took 1,390 seconds (23.2 minutes).
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Exit
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Fig. 2.25: Experimental environment in NPP.
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Fig. 2.26: Pure-water chamber with marker.

Fig. 2.27: AR experience using the measurement result.
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About System Function

Table 4.2 and 4.3 shows the evaluation result. The items from A-1 to A-5 and A-8 which

are corresponding to automatic measurement functions have high evaluation. It means

that the automatic measurement functions are useful when measuring. The item A-6 has

low evaluation. Although evaluators thought that it was faster than any other existing

measurement methods, measurement speed should still be improved for practicality. The

item A-7 has low evaluation. Evaluators thought that the accuracy requirement depended

on different cases, so it was difficult to evaluate whether the accuracy was enough. In other

words, the accuracy is not so good in some cases. The item A-9 has low evaluation, because

the experimental environment is very bright in NPP, it is difficult to evaluate whether

the system can work in low luminance environment. Considering that the performance

evaluation in lab environment mentioned in Chapter 4 is with lower luminance, the items

may have higher evaluation in fact. The items A-10 and A-12 have very low evaluation. In

evaluators’ opinion, the system cannot be fixed in very narrow space, and markers would

be occluded by obstacles. To solve these problems, the system miniaturization and some

aid technology which can avoid pasting markers in obstacle area should be realized, such

as inertial sensors, natural feature points. Oppose to the case in item A-10, the item A-11

has high evaluation. Evaluators thought the system could be used in capacious space. The

item A-13 has low evaluation. Evaluator A thought the hint sound was easily interfered by

noise, and evaluator B thought this function was not very necessary. The items from A-14

to A-19 are corresponding to manual measurement. From A-14 to A-17 and A-19 have

high evaluation. Evaluators thought the functions were useful, especially when there was

any marker with unsuccessful automatic measurement. But A-18 has very low evaluation

because evaluators thought the function was not very necessary. At the items A-20 and

A-21, two evaluators gave different evaluation, so availability cannot be estimated. The

items from A-22 to A-29 have high evaluation. It means these functions are useful. The

items A-30 and A-31 have low evaluation. Evaluators thought they were not necessary.

About System Usability

The evaluation result about system usability is shown in Table 4.4. At the items B-1

and B-2 which are corresponding to the field fixing of system, two evaluators gave different

evaluation. Considering that evaluator A understood the decommissioning work in NPP

field better as a NPP work, his answer was more believable. So B-1 and B-2 have low

evaluation. It means that the system fixing and removing are not very easy. From B-3 to

B-8 corresponding to the user interface, evaluator A gave all high evaluation, but evalua-

tor B gave low evaluation at B-4 and B-8. As a human interface expert, B’s answer was

more believable. He thought that the measurement interface was not so easy to under-

stand for beginner when manually measurement. B-9 has low evaluation. The evaluators

thought that it was difficult for beginner to operate the system without any manual book
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Table 2.2: Result of function evaluation I

No. Survey item Requirements Evaluation

and functions A B

A-1 When marker is measured, the marker auto-

matic recognition by camera is available.

Function 2 4 5

A-2 When marker is measured, the auto-

matic measurement by laser rangefinder is

available.

Function 3,22 4 5

A-3 When marker is measured, the direction con-

trol by motion base is available.

Function 22 5 5

A-4 Automatic recognition of all markers pasted

in environment is available.

Function 2 5 5

A-5 Automatic measurement of all markers

pasted in environment is available.

Function 1 5 5

A-6 Spent time for automatic measurement of

marker is very short.

Requirement I 3 4

A-7 The measurement accuracy is enough for AR

application.

Requirement II 4 3

A-8 The efficiency of preparatory for AR is raised

by using the automatic measurement.

Requirement I,

Function 23

5 5

A-9 System can be used at where luminance is

low.

Requirement II,

Function 8

3 4

A-10 System can be used in environment with

obstacles.

Requirement VI 3 1

A-11 System can be used in capacious space. Requirement V 5 5

A-12 System can be used in narrow space. Requirement V 3 2

A-13 The hint sound after finishing marker mea-

surement is available.

Requirement III 3 4

A-14 The control of camera’s pan, tilt and zoom

using a slider is available.

Function 19,20 5 5

A-15 Automatic measurement of markers only in

current image is available.

Function 25 5 5

A-16 The function of deleting measurement result

of one marker is available.

Function 26 5 5

A-17 The switch function between marker mea-

surement state (measurement finished or

not) is available.

Function 11 4 5
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Table 2.3: Result of function evaluation II

No. Survey item Requirements Evaluation

and functions A B

A-18 The switch function between marker preparatory

state (will be measured or not) is available.

Function 11 3 2

A-19 The switch function between measurement results

in different coordinate system (world system or

laser system) is available.

Function 21 5 5

A-20 The function of displaying system states by words

is available.

Function 12 3 5

A-21 System initialization is available. Function 7 5 1

A-22 The function that using a red frame on angle map

to represent the current view range of camera is

available.

Function 20 5 4

A-23 The function of changing camera direction by

clicking at angle map is available.

Function 20 5 5

A-24 The stop function during automatic measurement

is available.

Function 27 4 5

A-25 Automatic measurement of markers which are se-

lected is available.

Function 22 5 5

A-26 The function of displaying the total number of rec-

ognized markers is available.

Function 15 5 5

A-27 The function of displaying the total number of

markers which will be measured is available.

Function 17 5 5

A-28 The function of displaying the total number of

measured markers is available.

Function 16 5 5

A-29 The function of displaying each marker’s state

(recognition, measurement and preparatory) is

available.

Function

15,16,17

5 5

A-30 The function of dividing camera zoom in 3 ranges

to automatically measure respectively is available.

Function 23 3 2

A-31 Initialization of camera direction is available. Function 5 3 2
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Table 2.4: Result of usability evaluation

No. Survey item Requirements Evaluation

and functions A B

B-1 It is easy to set up the system. Function 4 1 4

B-2 It is easy to remove the system. Function 4 3 5

B-3 It is easy to read the words and numbers from

the user interface.

Function 9 4 4

B-4 It is easy when manually operation. Function 22 5 2

B-5 It is easy to understand the interface. Requirement 3 5 4

B-6 It is easy to push the software buttons. Function 10 5 5

B-7 It is easy to understand the display measure-

ment result.

Requirement 3 5 4

B-8 It is easy to control the pan, tilt and zoom

manually.

Function 9,19 5 2

B-9 It is easy to operate the system for a

beginner.

Requirement 3 3 2

B-10 System response to the operation is

immediate.

Function 7 4 5

B-11 It is easy to understand the marker’s state. Function 12 5 5

B-12 It is frustrated to operate the system. Function 1 1 1
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or preparatory training. The items from B-10 to B-12 have high evaluation.

About Improvement Points

According to the evaluation result, there are some improvements which should be devel-

oped.

1. Improve the speed of system actions to shorten the measurement time.

2. Improve measurement accuracy for more widely application of the system.

3. Miniaturize and lighten the system.

4. Improve user interface for easily understanding.

5. Display some help information which are related to current operation actions for

beginner to easily operate.

2.6 Improvement of Marker Design

According to the evaluation result of section 2.5.3, some items such as A-6 and A-10 have

low evaluation. The large number of pasted markers is one of the reasons that causes the

low evaluation of the items A-6 and A-10. Moreover, in actual application, if the distance

between markers and camera is too short, the projection of a marker on the image would

become large. In other words, there are few markers detectable in the image, which means

the detected feature points are few. If the number of detected feature points are smaller

than 4, the tracking would fails. Therefore, it is necessary to improve the marker design

to reduce the needed number of markers in the same case, and improve the stability in the

short distance tracking when using the markers. The circular marker was so improved and

its performance was evaluated in this study.

2.6.1 Improvement of Marker Design

The circular marker was improved by adding four additional small circles, as shown in

Fig.2.28. If the camera is closed to the markers, the four small circles are easily recognized,

and then there will be at least 5 feature points even if only one marker is detected on the

image. Therefore it is not necessary to change the marker size even in the short distance

tracking. The four small circular can be recognized after the center of the whole circular

marker is recognized. The algorithm to recognize the small circular markers is described

as following steps. It is executed after Step 4-17 mentioned in the section 2.2.2.
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Fig. 2.28: Improvement of marker design.

Step 9-1 Estimate four vectors (xcnr(i),ycnr(i)) (i=0,1,2,3) from the center of the marker

to the four small circles using (2.17).

xcnr(i) = x cos(θell)− y sin(θell)

ycnr(i) = x sin(θell)− y cos(θell)

x = cos(θell) sin(α) + sin(θell) cos(α)

y = (cos(θell) cos(α)− sin(θell) sin(α))rb/ra

α = θell + 3.6Nscn + 36Nsft + 45 + 90i

(2.17)

Step 9-2 Calculate the distance l between the center of the marker and each ellipse, which

were recognized in Step 4-8 described in section 2.2.2 but not identified as a marker

yet. Furthermore, find ellipses that are rb < l < 1.7ra.

Step 9-3 Calculate a vector from the center of the marker to the center of the ellipses found

in Step 9-2. Find four ellipses for which the angle between ve and (xcnr(i),ycnr(i)) is

at most 60°. and the distance between the center of the marker and the center of

the ellipse is the shortest. The four ellipses are inferred to be the four small circles

of the marker.

2.6.2 Evaluation of Improved Marker

Purpose and method

To evaluate that whether the improvement is effective in short distance tracking, and

whether the marker is recognized reliably in NPP environment, some experiments were

conducted to evaluate the tracking method using the improved marker. The tracking

method performance changes according to the radius of the large circle r1, the radius of the
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Table 2.5: Hardware specifications used for evaluation

PC CPU Pentium Core2Duo 2.66 GHz

Memory DDR2 800 MHz, 2 GB

Vendor Point Gray Research Inc.

Model Dragonfly2 XGA Black& White

Camera Interface IEEE1394a

Resolution 1,024× 768

Frame rate 30 fps

Focal length 8.00 mm

small circle r2, and the distance between the large circle and the small circle d. However, it is

difficult to evaluate the relationship between these parameters and the tracking performance

in detail. In this study, therefore, one design of a multi-range marker (r1=50 mm, r2 =

0.12r1, d = 1.42r1) was evaluated. In this case, the gap separating the contour of the small

circle and the large circle is equal to the outer black circle’s thickness; the small circle and

each fan of the middle circle are almost equal in size. The marker is about 142 mm large

including the white area allocated outside of the small circles, which is meant to stabilize

the recognition of the marker. (The thickness of the white area is the same as the one of

the outer black circle.)

Table 2.5 shows the main specifications of the hardware used for the evaluation. The

program was built under Microsoft Visual C++ 2005 on Microsoft Windows XP. The

camera shutter speed was fixed to 10 ms; the gain was adjusted automatically during the

evaluation.

Result

Recognition Range To evaluate the performance under the short distance tracking, one

marker was located in front of the camera so that the camera would capture the

marker at the center of the image. The distance between the camera and the marker

was changed to evaluate the maximum and minimum distance at which the system

could flawlessly recognize the marker ID and the four small circles 1000 times con-

secutively. The brightness on the marker was 700 lux. Table 2.6 presents the results,

the minimum distance of recognizing the small circles is 289 mm, which means that

in a short distance over 289 mm, there are still enough feature points (5 points) can

be detected for tracking.

Recognition Reliability To evaluate whether the algorithm described in section 2.2.2

misrecognizes non-marker objects as markers, images captured in a water purification
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Table 2.6: Maximum and minimum recognition distance (mm)

Marker ID Small circles

Max. Min. Max. Min.

5344 251 4980 289

room of the Fugen nuclear power plant were processed using the algorithm. The

images were captured by a camera held by a worker according to a scenario in which

the worker walked around the water purification room to check instruments. 19,742

images were processed; for 121 of them (0.61%), the algorithm misrecognized objects

that were not markers as markers. To compare the result with existing markers,

99 patterns (euqal to the pattern number of the new designed circular marker) of

ARToolkit marker was registered in the database, and the same images were also

processed using the ARToolkit marker recognition algorithm. The misrecognition

rate of ARToolkit marker is 15.77%. Therefore, the new designed circular is much

reliably recognized than ARToolkit marker.

In all the misrecognized cases, only the large circle was recognized; the small circles

were not recognized. Fig.2.29 depicts two images in which the algorithm misrecog-

nized the centers of circular valves and“ 0” character as markers. To avoid the

misrecognition, the markers which ID is 1 and 2 should not be used for the tracking

because in 59.5% of the misrecognition, non-marker objects were misrecognized as

these two markers, which design seems to be too simple to be used in NPPs.

Fig. 2.29: Examples of misrecognized images.

Processing Speed of Tracking One marker was located in front of the camera so that
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Table 2.7: Necessary tracking time (ms)

Process Required time

1 marker 9 markers

Step 4-1 to Step 4-2 8.5 8.5

Step 4-3 to Step 4-4 2.9 3.4

Step 4-5 to Step 4-17 0.4 3.9

Step 9-1 to Step 9-3 0.01 Not used

Step 5-1 to Step 5-4 11.9 15.9

the camera would capture the marker at the center of the image. The distance

between the camera and the marker was fixed at about 1.5 m. The time necessary

for executing each process described in sections 2.2.2, 2.2.3 and 2.6.1 were measured

with the marker. Then, nine markers were placed in front of the camera on a 3×
3 grid (0.5 m vertical step, 1.0 m horizontal step); the distance between the camera

and the marker was fixed at about 5.0 m. The time necessary for executing each

process described in sections 2.2.2, 2.2.3 and 2.6.1 were measured with the nine

markers. Table 2.7 presents the results. The additional four circles affect little on

the processing speed.

Area within Which Tracking Can Be Executed It is difficult to check whether the

tracking can be executed at every point in a real environment if the environment is

large. For this study, therefore, the area within which tracking can be executed with

enough accuracy was evaluated using computer simulation. In a virtual environment,

nine markers were placed on a 3× 3 grid (x = -1.0, 0.0, 1.0 m; y = -0.5, 0.0, 0.5 m;

z = 0.0 m). The textures of nine markers were generated at a resolution of 512×
512 pixels, and they were pasted on the virtual markers. A virtual camera for which

inertial parameters (focal length, vertical and horizontal view angle and resolution)

were set referring to the camera in Table 2.5 was moved in 10 mm steps in an area

(−3.0 ≤ x ≤ 3.0 m; −0.5 ≤ y ≤ 0.5 m; 0.0 ≤ z ≤ 6.0 m) in front of the markers. The

camera direction was fixed to -z direction. Then it is checked that whether tracking

can be executed at every point by generating the camera image using the OpenGL

library and applying the algorithm described in sections 2.2.2, 2.2.3 and 2.6.1 (Total

601× 101× 601 = 36,481,301 points). Fig.2.30 shows an image generated using the

OpenGL library. In this image, the imperfection of the distortion correction and the

illumination variance were not accurately simulated. Still, we could roughly estimate

the area within which the tracking can be executed, Fig.2.31 shows a performance

evaluation result of the improved marker. The points at which the position and

orientation error of the tracking is less than 200 mm and 20°respectively was shown
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in the figure when the camera was moved on a plane (y = 0). When the distance

between the marker and the camera is greater than about 3 m, the accuracy and

stability of the tracking is not good enough if the camera can capture less than four

markers. When the distance is greater than about 5 m, the accuracy and stability

is not good enough even if the camera can capture not less than four markers. This

means that tracking with the small circles is effective at less than 3 m whereas tracking

with the large circle is effective at less than 5 m. The number of points at which the

algorithm used not less than four markers at a distance ranging from 3 m to 5 m, and

at a range shorter than 5 m were, respectively, a = 4,269,416 and b = 4,898,851. The

number of points at which the tracking can be executed with a single marker at less

than 3 m distance was c = 5,635,046. Therefore, the area within which the tracking

can be executed using multi-range markers is (c-b+a)/a× 100 = 117.2% larger than

that of the normal circle marker. In other words, to cover a same area, the necessary

number of the improved markers is smaller than the normal circle marker with the

same size.

A similar experiment using nine markers with the same arrange in the actual environ-

ment was also conducted. By moving a camera in 0.5 m step, the distance between

the camera and the markers was from 0.5 m to 5.0 m. Fig.2.32 shows the position

errors of the computer simulation and the actual experiment. Because the computer

simulation and the actual experiment have the same trend of the position errors,

therefore the computer simulation was used to check the area within which tracking

can be executed.

Fig. 2.30: Example of an image generated using OpenGL.
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Fig. 2.31: Points at which tracking can be executed with enough accuracy (top view of the

area).

Simulation

Real value

E
rror (m

m
)

Distance between camera and marker (mm)

Fig. 2.32: Position errors of tracking.
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2.7 Summary

In this study, firstly a new circular marker was designed which is useful in long distance

tracking in NPP environment. Then, a marker automatic measurement system was devel-

oped so as to measure the 3D position of each circular marker automatically. The system

is composed of a camera, a laser range finder and a motion base, which is used to control

the pose of the laser range finder. A computer, connected to them, is used for controlling

the system and for data transport. The results of the experimental evaluations show that

the measurement takes about 21 seconds per marker and that the root mean square error

of the position measurements is 3.5 mm. The feasibility evaluation of the system was con-

ducted in Fugen nuclear plant. The results show that the system can largely reduce the

preparatory workload of an AR application in an NPP.

However, some items have low evaluation because the evaluators thought that the number

of pasted marker is still large. Moreover, when a camera is with short distance with markers,

there are fewer detectable marker, which means there are no enough feature points for

tracking, the tracking will fails. Therefore, the marker design is improved by adding four

additional small circles on the marker. In this case, if the distance between camera and

markers are short, the projection of the marker on image is with large area, and its four

small circle can be easily detected as feature points. If the distance between camera and

markers are long, although the small circles are difficult to be detected, the detectable

marker number become large. Therefore there are always enough feature points. The

performance evaluation of this marker shows that it is effective in both long distance and

short distance tracking.
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Chapter 3 A Line Feature-based Tracking

Method

3.1 Introduction

When tracking in the capacious space of NPP, a large amount of markers are indispens-

able even using the improved circular marker, so that the workload of marker measurement

is still heavy even using MAMS. Moreover, in some cases, it is difficult to allocate mark-

ers, for example, the tracking field is very narrow or very high. To solve this problem, a

markerless tracking method is also necessary as an assistant of the marker-based tracking.

In the markerless tracking methods, point features, such as the corner points of actual

objects in the environment, are most widely used as natural features in tracking[1][2][3]

because it is the simplest feature and always abundant in most environment, but many

occlusions exist in an NPP environment. Therefore point features are occluded easily, and

many pseudo-points are detected. Moreover, some real feature points are not stable when

the illumination or view angle changes. Compared with point features, line features such

as the boundary of pipes and cables are abundant. Furthermore, the line feature has more

pixels on an image, so it can be detected more reliably than point features because even

a part of a line is occluded, it is still detectable as a line. Therefore, in this study a

line feature-based tracking method is developed and evaluated whether it is applicable in

NPPs for supporting fieldwork. As the assistant of the marker-based tracking, whether it

is feasible in a markless environment must be examined.

Some related studies have examined a tracking technology using line features. A structure-

from-motion system[4] was proposed using both point and line features extracted from

omni-directional video sequences. A trinocular stereo camera was used to estimate a map

based on 3D line segments[5]. Eade et al. used local edge segments in monocular SLAM

system[6]. Vertical lines were used as landmarks for tracking in another study[7] , whereas

the robot movement is similar on a ground plane. A monocular extended Kalman filter

(EKF) SLAM using line landmarks was presented in [8]. Similar research was presented

in a recently report by L. Zhang et al.[9]. A method to incorporate 3D line segments in

vision-based SLAM was proposed in [10]. Recently, G. Zhang et al.[11] proposed a method

to build 3D map based on vertical and floor line using monocular SLAM.

However, the methods described above entail some disadvantages if they are applied

in the NPP environment. For example, only parallel lines or floor lines are used, as in

some studies[4][7][11], but many line features in an NPP do not have parallel lines. In

one earlier study[5], a trinocular camera was used, which increases the cost of the system,
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and less convenience than using monocular vision in some narrow spaces. In another

investigation[6], the center point of a line segment was used to represent the line segment.

However, because the line segment length always changes, the center point of the line

segment might be very different in different images. It is therefore difficult to match the line

features accurately. The two reports of studies[8][10] describe a camera that is controlled

by a robot to move along an accurately determined trajectory, which is impossible for

workers when moving in an NPP environment. In the reports[8][9], the estimation of

camera position and orientation is based on EKF, in which the accuracy is very rely on

the initial guess and some prior prediction. The method is effective in a simple indoor

environment, as the result shown in[9]. But it is difficult to keep the accuracy level using

the prediction-based method when moving a long distance during the field work in an NPP

environment. Moreover, the number of line features in an NPP is much larger. Therefore

the computation cost would become higher if using EKF.

In this study, a monocular camera was used as the vision sensor, and infinite line is used

as the line feature instead of line segment. Because the two endpoints of a line segments

is difficult to be recognized stably when the view angle or illumination changes, but the

infinite line is much more stably in the same cases. The camera position and orientation

was estimated by solving P3L problem using a RANSAC (random sample consensus) based

method which is independent of any prediction. The maximum possible solution is eight

in a P3L problem. In the two studies[12][13], the P3L problem is transferred to solving a

polynomial equation with one unknown, but the distribution of the eight solutions remains

unclear. In other words, the solutions must be sought in the whole field of real numbers.

In this study, a new method was proposed for solving P3L problems, which solves four

equations with one unknown in four parallel threads respectively to improve the processing

speed. An image series captured from an NPP environment was used to evaluate this

method. No report in the relevant literature describes a similar study using line features

for SLAM in an NPP environment.

3.2 Development of a Line Feature-based Tracking

Method

3.2.1 Profile of the Method

In this section, the method for calculating the camera pose (position and orientation) and

registering 3D line landmarks into the database was described. Two rectangular markers

for which four edges were registered as initial line landmarks were measured in advance for

the initialization. The main flow of the method is depicted in Fig.3.1. Using the initial

landmarks, the method starts tracking, and registers new landmarks from environment

while the camera is moving. The 3D lines which positions and directions are measured in
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advance are registered into databases as initial landmarks. The concept of the method is

shown as Fig.4.1. The main steps of the method are the follows.

Step 1-1 At first image frame, 2D lines are detected on the image, and the correspondence

of the initial line landmarks are found from the detected 2D lines.

Step 1-2 Detect 2D line features from next image using image processing.

Step 1-3 Match the detected 2D line features with 3D landmarks registered in the database.

Step 1-4 Estimate the camera pose using RANSAC-based method.

Step 1-5 Register new landmarks into database, and then go to Step 1-2. New landmarks

were registered from unknown environment. A triangulation method is applied to es-

timate the corresponding 3D line of a 2D line that is not matched with any landmark.

If the estimated 3D line satisfies some constraints which mean that it is sufficiently

reliable, then it will be registered as a new landmark.

To satisfy Requirement A mentioned in chapter 1, the method must be designed with

enough accuracy and stability. Therefore, RANSAC method is used for reduce the error

of camera pose estimation. Moreover, the registered landmarks always includes errors

of their position and direction, which increases the tracking error of camera. Therefore,

bundle adjustment[14] is used to update the registered landmarks to improve the accuracy

of their position and direction. Because the computation of bundle adjustment is large, it

is executed in a parallel thread to improve the speed of the main thread.

3.2.2 Initialization

In this study, two rectangle markers were used as initial landmarks. (In theory, one

rectangle is sufficient to calculate the 3D position and orientation of a camera. However,

the tracking accuracy very depends on the initial tracking accuracy of camera, therefore

more rectangle markers are necessary for improving the accuracy.) The rectangle marker

is depicted in Fig.3.3. At first frame, the corresponding 2D lines of the eight registered

initial 3D landmarks must be extracted from the image. An example of the initialization

is shown as Fig.3.4. It is realized as the following steps:

Step 2-1 Undistortion is applied to cancel the camera lens distortion. Fig.3.4(a) is the

original image. The result of undistortion is shown in Fig.3.4(b).

Step 2-2 Binarization of the image. In this study, grayscale images were captured in

which each image pixel has a value ranging from 0 to 255. If the pixel grayscale is

larger than a threshold value th1, then it would be changed to 255, otherwise it would

be changed to 0. The result of the binarization is shown in Fig.3.4(c).
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2.Image processing to detect line 
features

Capture next frame

3.Line feature matching 
with previous frame

4. RANSAC-based P3L to 
calculate camera pose

5. Register new line landmarks

Success

Fail

1.Initialization with the first frame

3.Line feature matching 
with key frames

Success

Capture next frame

2.Image processing to detect line 
features

Fail

Next loop

Capture first frame

4. RANSAC-based P3L to 
calculate camera pose

Tracking Relocalization

Fig. 3.1: Flow chart of the proposed method.

Initial landmarks

Unknow lines

Initial landmarks

New registered Landmarkers

1. Register initial landmarks (red rectangle)

2. Detected 2D lines (red lines)

3. Matching 2D lines

4. Estimate the 3D position and orientation of camera

5. Register 2d lines as new landmarks into database

Match

Match

Fig. 3.2: Concept of the proposed method.

–64–



CHAPTER 3. A LINE FEATURE-BASED TRACKING METHOD

Step 2-3 Detect edge points using Canny operator[15]. Then for every edge point, any

edge point in its adjacent eight pixels would be classified in the same cluster (Fig.3.5).

Step 2-4 For each point cluster, find the four points with extreme coordinate values at x

and y directions, respectively (Fig.3.6).

Step 2-5 Check whether the four points are located on a parallelogram. If yes, then check

whether or not all the points in the cluster are located on the four edges of the

parallelogram. If yes, then this parallelogram is a candidate of initial landmarks.

Step 2-6 Check the grayscale of the pixels of part A (black part) and part B (shadow

part), respectively, as depicted in Fig.3.7. The width of part B is set to 5 in this

study. If the average value of part B is higher than a given threshold th2 larger than

that of part A, then four edges of the parallelogram are regarded as the corresponding

lines of an initial marker.

The final result of the recognition of the initial landmarks is shown in Fig.3.4(d).

Initial landmarksInitial landmarks

Fig. 3.3: Rectangle marker.

3.2.3 Line Detection

In an NPP, the edges of much equipment are lines. Image processing is intended to

extract 2D line features from an image captured from the NPP environment. Line features

on an image are one kind of edge feature, which indicates pixels with a large gradient of

grayscale. Image processing consists of the following steps:

Step 3-1 After capturing a raw image, undistortion is applied to cancel the camera lens

distortion.

Step 3-2 A contrast enhancement method that enhances the difference of the grayscale

when the grayscale is very high or very low is applied. Assuming that the grayscale

of a pixel is r, 0 ≤ r ≤ 255 , then the new grayscale s(r) after transformation is

as Equation (3.1) and (3.2). The gradient of grayscale will become larger after the

logarithmic transformation, where r is very small or very large. In other words, the
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(a) (b)

(d)(c)

Fig. 3.4: Initial landmark recognition.

Cluster 1

Cluster 2

Fig. 3.5: Edge point clusters.
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Fig. 3.6: Extreme points of a cluster.
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Width

Fig. 3.7: Calculation regions of the rectangle marker.

–67–



3.2. DEVELOPMENT OF A LINE FEATURE-BASED TRACKING

METHOD

contrast will enhance areas where the pixel is either very dark or very bright, as

shown in Fig.3.8.

s(r) = 1000 log10(r + 1), (0 ≤ r ≤ 127) (3.1)

s(r) = s(127) + 1000(log10(137)− log10(266− r)), (128 ≤ r ≤ 255) (3.2)

O 255

255

r

y

y=r

y=s(r)/C

Fig. 3.8: Curve of s(r).

Step 3-3 Apply Gaussian smoothing to remove the image noise.

Step 3-4 Detect edge point clusters. (Same as the Step 2-3 of the initialization)

Step 3-5 Iterative end point fit (IEPF)[16] method is applied to extract line features from

the edge point cluster. Assuming that an edge point cluster exists, as portrayed in

Fig.3.9 (thick solid line). Search for point P, which has the longest distance d to

the line through the two endpoints P1 and P2. If d is larger than a threshold th3,

then divide the cluster into two clusters at P, and repeat this step on each. When

d is smaller than th3, the corresponding cluster is then regarded as a line feature.

Least-squares error optimization is applied to find the optimal line (dashed line l).

Finally, some lines might be mutually connected if the difference of their inclinations

are smaller than a threshold th4 and the distance between their endpoints are smaller

than a threshold th5.
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P1
P2

P

d

l

Fig. 3.9: Concept of IEPF method.

3.2.4 Line Matching Algorithm

To solve P3L problem, the correspondences between 3D lines (landmarks) and 2D lines

(projection of landmarks) are necessary. In this study, detected 2D line features are

matched with that of previous frame or key frames to find out which are the projection

of 3D landmarks. If a 2D line on the image is a correspondence of a 3D landmark, then

it would be used for calculating the position and orientation of the camera in this frame.

Otherwise it would be a candidate line, which has the possibility to be registered as a

new landmark through a triangulation method. If matching fails, (The number of 2D lines

which are matched with 3D landmarks is smaller than 4. Because the P3L problem has

a maximum of eight solutions, more than 4 landmarks are necessary to obtain the best

solution.) the line features of current frame would be matched with that of key frames,

which are saved when the movement of camera between the current frame and last key

frame is larger than a threshold.

Invariant Moment

Because of the instability of Canny operator and IEPF, the same 2D line might be de-

tected with different lengths at different frames. The typical for matching features between

different frames is to produce a template around the feature as a patch. By comparing the

patches of the features, the corresponding features can be matched. But it is difficult to

produce a template of the line with determined width and length of a window as a matching

patch. Therefore, a general patch method using normalized cross correlation for matching

features is difficult to apply. The histogram invariant moment[17] of landmarks is used for

tracking in this study. The invariant moment represents the average grayscale of an image.

Therefore it is not necessary to define a window of fixed size and shape in advance, and it

is invariant when the image is zoomed or rotated. The definition of the invariant moment

of a line is described as the follows:

For a 2D line, a window (dash frame) with width of 15 pixels was defined as presented in

Fig.3.10. If the absolute value of the slope to the x axis is greater than 1, then the width

is along the x direction. Otherwise it is along the y direction.

In the window, n is the total number of pixels, and n(r) is the number of pixels with
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grayscale r (0 ≤ r ≤ 255). The probability function P (r) is defined as P (r) = n(r)/n.

Then the k-order moment mk is mk = ΣrkP (r), and the k-order central moment is uk =

Σ(r− ra)
kP (r), where ra = m1/m0. Finally, invariant moment h is defined as h = η5/η2η3,

where ηk = uk/u
k+1
0 .

15 pixels

x

y

window

Fig. 3.10: Calculation window of invariant moment.

Line Matching with That of Previous Frame

When the camera moves slowly and smoothly, and the capturing frame rate is sufficiently

high, the movement of a line between consecutive frames would be sufficiently small. It

can therefore be matched in the previous frame in a small zone round the line, and will not

be confused with other lines. In this study, the camera pose is estimated from the corre-

spondences between registered landmarks and their projections at every frame. Therefore,

after image processing, the corresponding 2D lines of registered landmarks must be found

from extracted lines features. At first frame, the initial correspondences are created as

described in section 3.2.2. Then every extracted line feature of the current frame can be

matched with that of previous frame to find the correspondences between landmarks and

detected 2D lines at the current frame. As depicted in Fig.3.11, l and l’ are two detected

line segments (Thick solid line segments. Dash lines are their extended lines) in previous

frame and current frame respectively. If their difference of invariant moment is sufficiently

small (< 20% in this study), then the minimum distance d between two points located on

segments l and l’ respectively and the angle θ between them are checked. If they are both

sufficiently small (d < 20 pixel, θ < 5°in this study), then l’ is considered as the same

feature of l. If l is the corresponding 2D line of a landmark, l’ will be the corresponding

2D line of the landmark too. If more than one line is matched with l, the line is considered

not so reliable. Therefore, only the lines which have only one matched line are picked out
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as matched lines. At every frame, the correspondences between the landmarks and their

projections are ascertained.

l

l’
d

θ

Fig. 3.11: Line matching with that of previous frame.

Relocalization Using Key Frames

If line matching with the previous frame fails, then the tracking also fails at the current

frame. A relocalization method to estimate the position and orientation of a camera after

tracking failure is necessary. General relocalization[18] compares current frame and key

frames at low resolution to find the key frame that is most similar to the current frame,

and the position and orientation of the camera at the current frame is then estimated

based on the key frame. However, the error might be large even if relocalization succeeds

in the general method. To solve this problem, a different method that matches the line

features between the current frame and key frames was proposed. If the matching succeeds,

then the position and orientation of the camera can be estimated using RANSAC-based

method, which is the same with the tracking method. Therefore the accuracy level would

not decrease.

A 2D infinite line can be decided uniquely using a point that is located on the line and

with the smallest distance to the origin. Therefore, the line can be uniquely represented

by the point. The concept of the line matching with key frames is shown as Fig.3.12. By

replacing a 2D line with a point, the details of the relocalization are as the follows:

Step 4-1 For every point p corresponding to a landmark in a key frame, a circle with

radius of 40 pixels, and center at point p is defined. Then in the current frame, the

invariant moment of points located in the circle are checked. If the difference of the

invariant moment between p and a point is smaller than a given threshold, then the

point would be chosen as a candidate that is matched to p.

Step 4-2 In the key frame, choose a point as p0, other points are pi, and li = ||p0pi||
(i=1,2,3…k-1, k is the point number in the key frame).
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Step 4-3 In the current frame, choose a candidate of p0 as p’0 and a candidate of pi as

p’i, as portrayed in Fig.3.12. If |li−||p’0p’i||| is smaller than a threshold (20 pixels),

and if the angle between the lines p0pi and p’0p’i is smaller than a threshold (5

°), then p’0 and p’i are regarded as matched respectively with p0 and pi. Repeat

this step until all candidates of pi in the current frame are checked in order. If pi

is matched with more than one candidate, then choose the candidate for which the

distance between it and pi is the minimum. This is a matching result.

Step 4-4 In the current frame, choose another candidate of p0 as p’0 and repeat Step 4-3

until all candidates of p0 are checked in order. The case with the maximum number

of matched pairs between pi and p’i is regarded as the best matching result based

on p0.

Step 4-5 Choose another point in key frame as p0, repeat Step 4-2 to Step 4-4 until all

points in the key frame are checked in order as p0.

Step 4-6 Choose the case with the maximum number of matched pairs (pi and p’i) as the

final matching result. If the number is smaller than 4, then the matching is regarded

failure; then the current frame would be matched with another key frame. Otherwise

the matching result would be used to calculate the camera position and orientation.

40 pixels

p0
p1

p2

p3

p’0
p’1

p’2

p’3

l1

l2

l3

Fig. 3.12: Line matching with key frame.

3.2.5 RANSAC-based Method

In this study, a RANSAC-based method was used to estimate the camera pose. In

general, the P3L problem has maximum eight solutions. The existing methods in [12][13]

–72–



CHAPTER 3. A LINE FEATURE-BASED TRACKING METHOD

must search all the solutions in the whole field of real numbers by solving an eight-degree

equation with a single unknown. In this study, four equations which are solvable in the

field [0,π) with maximum two solutions were solved instead of solving the eight-degree

equation, they are solved in four different threads to improve the processing speed. Details

of the RANSAC-based method are as the following steps:

Step 5-1 Randomly choose three line correspondences.

Step 5-2 Use the correspondences to estimate the position and orientation of the camera

through solving P3L problem.

Step 5-3 Based on the result obtained from Step 5-2, check the re-projection error of all

line correspondences. The line correspondences for which the re-projection error is

smaller than a threshold are inliers.

Step 5-4 Repeat Step 5-1 to Step 5-3 by min(n, 100) times, where n is the number of line

correspondences. Choose the result with the maximum number of inliers.

The details of solving P3L problem are described as follows.

Coordinate System

In this study, subscript represents a vector or matrix in different coordinate systems. For

example, tA is a vector in system A, and tAB and RAB respectively denote the translation

vector and rotation matrix from system A to system B. Subscripts W and C respectively

signify the world system and camera system.

3D line Representation

It is extremely convenient to represent a 3D line using Plucker coordinates[19]. A Plucker

line is:

L6×1 = (nT ,uT )T = (n1, n2, n3, n4, n5, n6)
T (3.3)

Therein, u is the unit directional vector of the 3D line and n = p × u, where p is an

arbitrary point on the line. As presented in Fig.3.13. h = ||n|| is the distance from origin

to the 3D line. Considering the constraints as Equation (3.4) and (3.5), there are only 4

degrees of freedom (DOF).

n · u = 0 (3.4)

‖ u ‖= 1 (3.5)
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X

Z

L

u

nh

Fig. 3.13: Definition of Plucker line.

Method for Solving P3L Problem

The line projection is depicted in Fig.3.14. Assuming that p is an arbitrary point on

line L. For convenience, it is defined as p = u × n. v is the unit normal vector of the

plane (the shadow plane in Fig.3.14), which contains the origin of camera system and the

3D line. The 2D projection of the line is also placed on this plane, so v is obtainable by

v = a × b, where a and b are the two endpoints of the detected 2D line. The directional

element of L and the vector p in the camera system are:

uC = RWCuW (3.6)

pC = RWC(pW − tWC) (3.7)

Because uC ⊥ vC , pC ⊥ vC , Equation (3.8) and (3.9) are deduced as shown below.

(RWCuW ) · vC = 0 (3.8)

RWC(pW − tWC) · vC = 0 (3.9)
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L: (n1,n2,n3,u1,u2,u3)w
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p

Fig. 3.14: A 3D line and its 2D projection on image.

Equation (3.8) includes only three unknown parameters related to rotation. Therefore the

rotation information is solvable first if there are three line correspondences when the three

lines are not parallel. Assuming that the unit direction vectors of the three lines are u1W ,

u2W , and u3W respectively in the world system, then their corresponding unit vectors v1C ,

v2C , and v3C in the camera system are obtainable from the two detected endpoints of their

corresponding 2D lines and camera intrinsic parameters. For convenience, a local system

A was defined in which v1A = (1, 0, 0)T , v2A = (m, 0, n)T , and v3A = (r, s, t)T .

Therein, v2A = RCAv2C , v3A = RCAv3C , andRCA = [v1C , (v1C×v2C)/||v1C×v2C ||, (v1C×
(v1C×v2C))/||v1C×(v1C×v2C)||]T . Moreover, it might be readily apparent that m2+n2 =

r2 + s2 + t2 = 1 . Then the problem is equal to solve the unit direction of the three

lines u1A, u2A and u3A in local system A. Because u · v = 0, it can be assumed that

u1A = (0, cos θ, sin θ)T ,u2A = (x, y, z)T , and u3A = (x′, y′, z′)T .

According to the geometry relation, Equation (3.10) and (3.11) can be obtained, where

c1 is a constant decided by u1W and u2W , as shown below.

u1A · u2A = u1W · u2W = c1 (3.10)

u2A · v2A = 0 (3.11)

From Equation (3.10) and (3.11), consider that ||u2A||=1, then x, y and z is solvable

as Equation (3.12), (3.13) and (3.14). Two maximum solutions exist (double sign in same

order).

x =
−mnc1 sin θ ∓ n cos θ

√
1− n2 sin2 θ − c21

1− n2 sin2 θ
(3.12)
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y =
c1 cos θ ∓m sin θ

√
1− n2 sin2 θ − c21

1− n2 sin2 θ
(3.13)

z =
m2c1 sin θ ±m cos θ

√
1− n2 sin2 θ − c21

1− n2 sin2 θ
(3.14)

Similarly, u3A = (x′, y′, z′)T is solvable as Equation (3.15), (3.16) and (3.17), where c2 is

a constant decided by u1W and u3W . Two maximum solutions exist (double sign in same

order).

x′ =
−c2r(s cos θ + t sin θ)∓ (s sin θ − t cos θ)

√
1− (t sin θ + s cos θ)2 − c22

1− (t sin θ + s cos θ)2
(3.15)

y′ =
−c2((1− s2) cos θ − st sin θ)± r sin θ

√
1− (t sin θ + s cos θ)2 − c22

1− (t sin θ + s cos θ)2
(3.16)

z′ =
c2((1− t2) sin θ − st cos θ)∓ r cos θ

√
1− (t sin θ + s cos θ)2 − c22

1− (t sin θ + s cos θ)2
(3.17)

Then, according to the constraint u2A ·u3A = u2W ·u3W = c3 (c3 is a constant decided by

u2W and u3W ), the nonlinear Equation (3.18) with one unknown parameter θ is obtainable.

f(θ) = u2A · u3A − c3 = 0 (3.18)

Consider the different sign from Equation (3.12)-(3.17). Equations of four types exist in

Equation (3.18). The curve of one type of f(θ) = u2A ·u3A−c3 is depicted in Fig.3.15. The

top panel of Fig.3.15 presents a case in which 1−n2− c21 = 0 and 1− s2− t2− c22 = 0. (The

Equation (3.12)-(3.17) would have two solutions in the whole field [0,2π].) The bottom

panel of Fig.3.15 is a more general case in which u2A and u3A would have no solution (

1− n2 sin2 θ − c21 < 0 or 1− (t sin θ + s cos θ)2 − c22 < 0 ) in some field. The shapes of the

other three types are similar. From Fig.3.15, it is known that the maximum number of

possible solutions of each type of Equation (3.18) is four. Because f(θ) = f(θ + π) , only

two solutions is considered in the field [0, π].

No analytical solution exists for Equation (3.18), so an iterative method is applied for

solving the equation. The method of solving θ in [0, π] has the following steps. (If θ=θ′

is a solution, then θ = θ′ + π is also a solution. Therefore the solutions in [π, 2π) are also

obtained.) The initial values of θ1 and θ2 are set as 0 and π, respectively, in this study as

shown below.

Step 1 Assume θ0 = (θ1 + θ2)/2. If f(θ0)f(θ1) > 0, then go to Step 2. Otherwise go to

Step 4.

Step 2 If f((θ0+θ1)/2)f(θ1) < 0, then θ0 is replaced by the value of (θ0+θ1)/2, otherwise

if f((θ0 + θ2)/2)f(θ1) < 0, then θ0 is replaced by the value of (θ0 + θ2)/2. Go to Step

4. Otherwise, go to Step 3.
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Fig. 3.15: Curve of f(θ). (Top: 1 − n2 − c21 = 0 and 1 − s2 − t2 − c22 = 0. Bottom:

1− n2 sin2 θ − c21 < 0 or 1− (t sin θ + s cos θ)2 − c22 < 0)

Step 3 If |f((θ0+θ1)/2)| < |f((θ0+θ2)/2)|, then θ2 is replaced by the value of θ0; otherwise

θ1 is replaced by the value of θ0. Then, if (θ2 − θ1) > π/1800(0.1◦) (In this case, the

value of f(θ1) and f(θ2) are almost not changed any more), go to Step 6; otherwise,

go to Step 1.

Step 4 Assume θ′ = (θ1 + θ0)/2. If |f(θ′)| < 10−6, then θ′ is regarded as a solution. Go

to Step 6. Otherwise go to Step 5. (It is known that the two solutions are located

respectively in (θ1, θ0) and (θ0, θ2). Here only the case in (θ1, θ0) is discussed. The

case in (θ0, θ2) is similar.)

Step 5 If f(θ1)f(θ
′) < 0, then θ0 is replaced by the value of θ′; otherwise θ1 is replaced by

the value of θ′. Go to Step 4.

Step 6 End.

After all solutions are solved, u1A, u2A and u3A are obtainable. Therefore, the rotation

matrix is solved as Equation (3.19), where RWB and RAB are obtained as Equation (3.20)

and (3.21).

RWC = RACRWA = RT
CAR

T
ABRWB (3.19)
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RAB = [u1A, (u1A×u2A)/||u1A×u2A||, (u1A×(u1A×u2A))/||u1A×(u1A×u2A)||]T (3.20)

RWB = [u1W , (u1W×u2W )/||u1W×u2W ||, (u1W×(u1W×u2W ))/||u1W×(u1W×u2W )||]T (3.21)

Then Equation (3.9) becomes a linear equation for translation tWC . After solving it, the

best solution is chosen by checking the re-projection error of all solutions.

3.2.6 New Landmark Registration

If only initial landmarks are used for tracking, then it is impossible to conduct tracking in

a capacious environment. In such cases, it is necessary to add new features as landmarks.

A geometric method is applied to realize this function. In this method, every detected

line feature on an image is a candidate or a registered landmark. This section will explain

the details. As presented in Fig.3.16, two different points C1 and C2 indicate the camera

positions corresponding to different frames. The two planes passing through C1 and C2

and a 3D line are represented respectively by a · x + a = 0 and b · x + b. θ in Fig.3.16 is

defined as the angle between two planes passing respectively through the 3D line and two

different camera positions. The 3D landmark is obtainable from two different frames as

(3.22) and (3.23):

u = (a× b)/||a× b|| (3.22)

n = (ab− ba)/||a× b|| (3.23)

The RANSAC method was applied to optimize vectors n and u of a new landmark by

choosing a model with the most inliers. If a 2D line can be detected more than 20 times

in 50 continuous frames, then two frames for which the 2D line is detectable were chosen

randomly between which the movement distance of camera is sufficiently large (> 40 mm),

and a 3D line was estimated from the two frames. Then the re-projection error of the

3D line was checked in the 50 frames. (As presented in Fig.3.17, the dashed line is a re-

projection of a landmark, and solid is its corresponding 2D line detected using IEPF. The

re-projection error is defined as e = d1 + d2, where d1 and d2 are the distance from the

two endpoints of the corresponding 2D line to the re-projection line.) If the error at one

frame is sufficiently small (< 6 pixels), then this frame would be a good frame. Repeat 50

times, and choose the result of a 3D line that has the greatest number of good frames. If

the number of good frames is greater than 10, then the 3D line would be registered as a

new landmark using this result, and would contribute to solving the P3L problem.

3.2.7 Accuracy Improvement of Landmarks

The registered landmarks might include some errors because the registration accuracy of

the landmarks depends on the accuracy of tracking result (3D positions and orientations of
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a1x+a2y+a3z+a = 0
a∙x + a = 0 b1x+b2y+b3z+b = 0
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θ

θ: the change of view angle.
C1 C2

Fig. 3.16: Geometry method for new landmark registration.

d1 d2
Fig. 3.17: Re-projection error between estimation and projection of a 2D line.
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the camera). The errors of the tracking result, which caused by the measurement error of

the initial landmarks and the detection error of 2D lines, are unavoidable. To reduce this

error of landmarks, bundle adjustment[16] is applied to update the registered landmarks in

a parallel thread to avoid reducing the speed of the main thread. In this study, assuming n

registered landmarks and m positions and orientations of the camera, bundle adjustment

is defined as a problem to minimize the total reprojection error with respect to all 3D lines

and camera parameters as Equation (3.24).

minΣm
j=1Σ

n
i=1vij(d

2
ij1 + d2ij2) (3.24)

In that expression, vij is 1 if the ith landmark is detected when the camera is at the jth

position, otherwise vij equals 0. dij1 and dij2 are re-projection errors of the ith landmark

when the camera is at the jth position. dij1 and dij2 can be represented as a function

with respect to aj and bi , where aj is a vector representing the jth camera position and

orientation, and where bi is a Plucker vector representing the ith landmark. Then Equation

(3.24) can be transferred as shown in Equation (3.25).

minΣm
j=1Σ

n
i=1vij(f

2
1 (aj, bi) + f 2

2 (aj, bi)) (3.25)

If all aj and bi are connected as a vector c , where c = (a1, a2, ...am,b1,b2, ...bn)
T , then

Equaiton (3.26) is obtainable as shown below.

minΣm
j=1Σ

n
i=1vij(f

2
1 (c) + f 2

2 (c)) (3.26)

Using the Levenberg-Marquardt Algorithm[20], c is solvable to minimize the series sum

as Equation (3.26). Therefore the registered landmarks are updated. In this study, sparse

bundle adjustment[21] is applied to reduce the computing cost. If all past frames were used

every time, then the computing cost would become higher and higher. Therefore, sparse

bundle adjustment with a bundle of maximum of the last 50 frames was applied.

3.3 Performance Evaluation of the Line Feature-based

Method in an NPP Environment

3.3.1 Purpose

To evaluate the accuracy, stability, and speed of the proposed method, an evaluation

experiment was conducted in a pure-water chamber at Fugen NPP.

3.3.2 Method

The experimental area is about 8.0 m × 9.0 m. Two rectangular markers were pasted

in the environment in advance, as presented in Fig.3.18 (Circular markers were used to
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define the world system using MAMS. They were not used for tracking.). Their four edges

were registered as initial landmarks (thick black lines). The edge length was about 0.2 m.

The positions of the four corners of the rectangle were measured using MAMS beforehand

so that their Plucker coordinates were calculated. A small circular marker was pasted

on the camera so that its position could be measured by MAMS. The tracking results

were compared with the true data measured by MAMS. The experimental environment is

depicted in Fig.3.19. The camera moved along the dash arrow approximately.

Fig. 3.18: Rectangle markers in the environment.

The experiment system includes a digital camera (IEEE-1394a, Point Grey Research,

Dragonfly2; Table 4.1) with about 2.1 mm focal length and a computer connected to

it. The CPU of the computer is ASUS P9X79 Corei7 3930K, Intel Corp. The program

was developed using software Visual C++ 2008 (Microsoft Corp.) to realize the proposed

tracking method. The capture frame rate of the camera was about 10 fps, and the resolution

of the camera is 640 × 480. When tracking, the camera was fixed on a tripod, and the

tripod was moved in the environment, and stopped at some sample positions. When the

tripod was stopped, the true data of the camera pose at the sample position was measured

by MAMS. The total path length of the camera movement was approximately 5 m. The

distance between the camera and landmarks was about 2.5-5 m. When measuring the

true data, it needs some time during which the tracking had to be paused. Therefore, the

program processed the images later offline for convenient to avoid the pause. Images were

captured when moving the camera and saved on a hard disk.

An image would be saved as a key frame when the distance between its corresponding

estimated 3D position and that of the previous key frame is larger than 200 mm. In

–81–



3.3. PERFORMANCE EVALUATION OF THE LINE FEATURE-BASED

METHOD IN AN NPP ENVIRONMENT

y

x

z

Origin

Camera

y

x

z

Origin

Camera

Camera

Origin

9.5 m

8.0 m

X

Z

Fig. 3.19: Experimental environment.
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Table 3.1: Specifications of the IEEE-1394a digital camera

Type Dragonfly2-HIBW

Maker Point Grey Research Inc.

Sensor Sony 1/3” progressive scan CCDs, BW

Resolution 640 × 480

Frame Rate 10 fps

Interface 6-pin IEEE-1394a 400Mb/s interface

Pixel size 4.65 µm square pixel

Table 3.2: Threshold in the initialization and line detection

th1 th2 th3 th4 th5

50 50 2 pixels 1◦ 3 pixels.

the initialization of landmarks (section 3.2.2) and the line detection (section 3.2.3), the

thresholds th1-th5 are set by experience based on the environment, as shown in Table 3.2.

3.3.3 Result and Discussion

Total 420 frames had been captured in this experiment. Ten camera positions were

measured using MAMS (It is impossible to measure the groud true data of all frames).

The frame number between two adjacent measured positions was about 40. The distance

between two adjacent sample positions is about 1 m.

Processing Speed

The average processing time of one frame is shown as Table 3.3. Because the proposed

method for solving P3L problem can be executed in maximum four threads, the speed is

faster than the existing method([13]), therefore the efficient is improved because the pose

estimation is the step which consumes the most processing time. The average running

speed of this method is about 10.4 frames per second in the main thread. The average

cost of executing bundle adjustment once in the parallel thread is about 10 seconds. That

speed is sufficient to support some field work in NPP, such as indicating the state of some

equipment, or navigating the moving direction of workers.

The processing time at every frame are almost same except the time of the pose es-

timation, because it depends on the number of the detected landmarks and the solvable

equation numbers (0,2 or 4). Fig.3.20 shows the processing time of pose estimation at every
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Table 3.3: Average processing time of one frame (ms)

Process time

Step 3-1 2.3

Step 3-2 2.2

Step 3-3 1.9

Step 3-4 3.0

line matching 19.4

Pose estimation 38.6 | 79.6([13])
New landmarks registration 28.4

Total 95.8 | 136.8

frame. Time for estimation camera pose (ms)

020406080100120

1 101 201 301 401

Time for estimation camera pose (ms)

Frame

Time (ms)

Fig. 3.20: Processing time of pose estimation.

Accuracy

The position and orientation errors of the camere pose estimation on the ten sample

position is shown as Table 3.4. The error increases over time, but the error is small enough

(¡60 mm) when tracking time is short using the line-based tracking method. That means

the tracking cannot be applied as a primer tracking method, but by combining with the

marker tracking method, it can be applied as an assistant tracking method, and reduce

the needed marker number at the cases which requires lower accuracy and stability, for

example, indicate the positions of some large component.
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Table 3.4: Errors of the pose estimation

No. 1 2 3 4 5 6 7 8 9 10

Position error (mm) 20.1 55.3 160.4 70.5 / / / / 180.0 144.7

Orientation error (degree) 5.1 7.6 13.7 10.2 / / / / 15.3 13.2

Fig.3.21 shows the estimated trajectory of the camera movement. The black curve is a

smooth connection of the ground true data measured using MAMS at 10 sample positions.

Blue points show the estimated positions of a camera without using bundle adjustment. Red

points show results with bundle adjustment. The tracking accuracy is improved when using

bundle adjustment. The maximum error (the difference between estimated position and

measured position of camera) is about 160 mm with bundle adjustment, and average error

is about 100 mm. From 160th frame to the last frame, most of the initial landmarks (> 4)

are almost not detectable. The tracking failed from the 195th frame because insufficient 2D

line features were matched with 3D landmarks, and relocalization succeeded from the 364th

frame. The average speed of relocalization is about 5 fps. Purple points show estimated

results after relocalization when tracking failures occurred. Furthermore, green points

are corresponding results obtained with bundle adjustment. In this case, the accuracy is

improved when using bundle adjustment. The average error is about 150 mm after tracking

fails, with matching with key frames. From Fig.3.21, it is inferred that when the tracking

was successful, the estimated result was stable and accurate in short distance tracking.

Camera relocalization was executed effectively.
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Fig. 3.21: Estimated trajectory of the camera (XZ-plane).
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The result of accuracy shows that the line-based tracking is accurate enough (error ¡ 0.1

m) when the movement distance of the workers is smaller than 1 m. Therefore, the line

based tracking method can be combined with the marker tracking to reduce the marker

number as the following steps:

1. Paste multiple markers for tracking in the environment.

2. Capture enough markers as initial markers for tracking on the image.

3. Move the camera, until the movement distance is about 1 m.

4. Remove the markers which had been captured by the camera except the initial mark-

ers.

5. Repeat the above steps on other position until the markers cannot be reduced again.

3.4 Summary

As described in this chapter, a line-feature-based tracking method that can estimate

the position and orientation of users was proposed using only a monocular camera. A

RANSAC-based method for solving P3L problem in multiple threads to calculate the cam-

era pose from correspondence lines and a geometry method to added new landmarks were

applied in this method. Eight landmarks from rectangle markers were used in initial frames.

This method is applied in an NPP. The result of the evaluation experiment shows that es-

timated results are accurate in short distance tracking. The average error of the camera

position is about 100 mm. In some cases of field work in an NPP, such as the dismantling

of large equipment, the accuracy of the proposed method is sufficient to apply AR for sup-

porting field work. In some cases that require higher accuracy, such as the maintenance of

small equipment, the accuracy must be improved.

In future work, firstly, the actual combination between the marker-based tracking and

the line-based tracking will be realized to reduce the necessary marker number. Then the

stability of line detection and the matching algorithm must be improved to make it feasible

in some more complex environments. Moreover, an evaluation experiment of long-distance

tracking in an NPP environment will be conducted.
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CHAPTER 4. DEVELOPMENT OF TEMPORARY PLACEMENT AND

CONVEYANCE OPERATION SIMULATION SYSTEM

Chapter 4 Development of Temporary

Placement and Conveyance

Operation Simulation System

4.1 Introduction

The objective of this study is to evaluate the feasibility of AR system in an NPP. There

are many tasks can be supported by AR system. In this study, the dismantling work is

chosen as the support target for the feasibility evaluation. As described in chapter 1, in

the immediate dismantling, the components in every part of an NPP must be dismantled

one by one according to a planned dismantling procedure. In some cases, large components

that are dismantled from their original locations must be cut into small pieces after they

are carried to workspaces. Then the small pieces are transported to some other locations

for temporary placement before their radioactivity level is checked. In an NPP, passages

used for component transportation are invariably narrow, and space for the dismantling

work and temporary placement is limited. Consequently, large dismantled components

might collide with other components in such environments during temporary placement

and conveyance operations. It is important to verify whether the space is sufficient for

transporting the large components, whether the workspace is sufficient for disassembling

work, and whether the space designated for temporary placement is sufficient. Because AR

has two advantages: (1) it can display virtual objects at the correct position where it is

excepted to be, and (2) it is more intuitive than using a legacy interface in some operation

tasks, an AR supporting system is helpful to the verification by adding the virtual large

components in the real environment to simulate the transportation and disassembling work.

Fugen has been developing a decommissioning engineering support system (DEXUS)[1]

for support in planning the dismantling procedures using virtual reality (VR) based on a

3D computer aided design (CAD) database. This system can detect the collision between

dismantled components and the around environment in a complete virtual environment.

However, VR is not appropriate for supporting field work in the NPP environment, because

existing 3D CAD database always includes only main components, and it is difficult to be

updated. Therefore, in the virtual world, it is difficult for users to find the corresponding

collision position in the real world, because many details of current environment are not

represented in the existing 3d models. In fact, AR is a technology that can present the 3D

position and orientation intuitively in a real environment. It can show the collision position

in the actual work field so that the workers can easily refer to the collision position in actual
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operation. In recent years, AR has become widely attempted for support of field work at

NPPs. In the study[2], AR was applied to realize dose-rate visualization. By referring

to the visualization, workers can avoid to enter dangerous regions by displaying the 3D

radiation map of the environment in an NPP. In another study[3], AR was applied in a

NPP dismantling supporting system. The system shows a dismantling target and whether

it should be cut or not. Moreover, users can record their work progress by comparing

differences between the virtual model and the real environment using the system.

The 3D models of dismantling target and work environment is necessary to simulate

temporary placement and conveyance operations. Such 3D models are widely used for

spatial verification. A discrepancy check is realized by comparing the 3D model of a target

obtained from planned documentation and the real target to find their difference[4][5]. In

the study[4], the discrepancy check is performed offline by superimposing the 3D model of

a factory on images and comparing the difference between the 3D model and the images.

In the study[5], the 3D model of a designed building is superimposed on the real building

to find their difference in the actual field. However, the comparison is based on human

subjectivity. Moreover, the 3D models of studies described above are obtained from existing

CAD models. Because of the frequent renewal of the environment in NPPs, CAD updates

are costly and difficult because of the complicacy of the NPP environment. Existing CAD

applications can not always represent the current details of the work field.

In this chapter, a temporary placement and conveyance operation simulation system

(TPCOSS) was developed for supporting NPP decommissioning. It detects the collision

between the virtual dismantling target and the actual environment to verify the space

during the temporary placement and conveyance operation. The 3D models of environment

and the dismantling target are obtainable by scanning the work field using a laser range

finder. By superimposing the virtual dismantling target on an actual object, the temporary

placement and conveyance operation of the virtual dismantling target can be simulated by

operating the actual object. Using the 3D models, the collision between virtual dismantling

targets and the actual environment can be detected and presented intuitively in real time

during the temporary placement and conveyance operation simulation. The feasibility of

this system includes three aspects: (1) Whether it is reliable in actual use. (2) Whether

it is easy use for workers. (3) Whether it indicates information intuitively enough for

workers. The developed system was evaluated in Fugen by some field workers to examine

that whether it was feasible in the actual field work.

4.2 Development of TPCOSS

In the verification of the space of actual work field, virtual objects are superimposed on

the worker’s view as the dismantling target, and the collision between the virtual disman-

tling target and the environment is detected. To represent the actual volume and shape
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of the dismantling target and the environment correctly, 3D models of the target and the

environment are indispensable. In this study, the 3D models were obtained based on the

3D positions of the point clouds of the dismantling target and the environment, which con-

sist of a lot of sample points located on the dismantling target and the environment. The

overall system concept is shown in Fig.4.1. (A) First, the system employs a laser range

scanner to scan the environment at multiple positions to obtain the 3D positions of its

point clouds. (B) Then the obtained point clouds are combined into one cloud. (C) Based

on the combined cloud, the polygon models (surface model which is comprised of triangular

mesh) of the dismantling target and the environment are generated. The polygon models

are the 3D models used in the AR system in this study. Compare with the existing CAD

models, they represents the current details of the environment better because they are

obtained from the current information of the environment. (D) Then a texture is pasted

on the polygon model of the dismantling target to display it upon worker’s view as the

actual target likes. (E) Finally the polygon model of the environment and the textured

model of the dismantling target are used in the simulation of the temporary placement and

conveyance operation to detect the collision between the dismantling and the environment.

One point cloud of
whole environment

(A) Scan environment with a laser
range scanner and a camera

Point clouds
Multiple point clouds

(B) Combine
point clouds

(C) Build
polygon models

Polygon model
of dismantling target

Polygon model
of environment

(D) Texture
generation

and mapping
Polygon model

with texture

Camera imagesCamera images

Dice

operator
Marker

Camera

Tablet 
PC

System
Operatormarker

Superimposed
polygon model
of dismantling
target

Camera
image

Verification subsystem

Modeling subsystem

Polygon model of 
dismantling target with texture

Polygon model
of environment

Data flow

Process flow

(E) Simulation

Fig. 4.1: Outline of TPCOSS.
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4.2.1 System Requirements

This system was developed to support the temporary placement and conveyance opera-

tions in a work field. It makes it possible to verify whether the space of work environment

is sufficient for the operation. When the operator transfers a virtual dismantling target,

the location of a collision between the dismantling target and the environment is indicated

intuitively if a collision occurs. For the practical use of this system in an actual work

field in NPP, the Requirement A-C mentioned in chapter 1 must be satisfied. To develop

TPCOSS, the following concrete requirements should be fulfilled

I The 3D model of the dismantling target must be available for reference in the work

field (Requirement B).

To understand the situation of conveyance and temporary placement operation intu-

itively during the simulation in the work field, the virtual dismantling target must

be visible in the work field. Therefore, it is necessary to superimpose the 3D model

of the dismantling target on the worker’s view in the work field as reference.

II The 3D model of the dismantling target must be freely movable when performing

verification (Requirement B).

To simulate the conveyance and temporary placement operation, the 3D model of the

dismantling target must be able to be transferred and rotated like the real disman-

tling target in the work field. Therefore, it must be as freely movable as the actual

dismantling target.

III The collision between the dismantling target and the environment must be indicated

clearly (Requirement B).

If the dismantling target collides with the environment during the simulation, then

field workers must understand the collision position to avoid a similar collision dur-

ing actual operation. Therefore, the collision position must be indicated clearly for

intuitive understanding.

IV Operation states (3D position and orientation of the dismantling target, 3D position

of collision part) must be recordable and be available for reference later as expected

(Requirement B).

In some cases, for example, when the passage is very narrow, collisions often occur

at some special positions in the environment. The simulation of the operation must

be repeated several times in the work field to avoid the collision. Therefore, the

corresponding operation state must often be referred. Furthermore, it is expected to

be shown outside the work field, such as in office, so that other workers can understand

where the collision occurs easily. Therefore, recording and reference functions are

necessary.
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V The 3D models of the dismantling target and the environment must be obtained

based on the actual work field (Requirement A).

The environment often modified with the renewal of the work field. Therefore, exist-

ing 3D CAD of an NPP cannot always represent the current state of the work field.

To simulate the work field operations correctly in the actual field, a 3D model that

represents the current state exactly is indispensable. Therefore, a modeling function

that can build models of the actual dismantling target and the environment in the

work field is necessary.

VI The system must be easily installable and mobile (Requirement B).

In many cases, the work field space is narrow, and workers must move a long dis-

tance when transporting a dismantled component. Therefore the system must be as

compact as possible. Moreover, it must be carried easily in the work field.

VII The system operation must be easily mastered (Requirement B).

If the system operation is overly complicated, then it would be difficult for field

workers to use the system. Consequently, the operation interface of the system must

be comprehensive for its acceptance by field workers.

TPCOSS was designed based on these requirements.

4.2.2 System Design

Because the 3D models must be obtained before the verification, TPCOSS is designed

including two subsystems: (1) modeling subsystem for obtaining the 3D models of the

dismantling target and the environment, and (2) verification subsystem for temporary

placement and conveyance operation simulation. To meet the requirement VI, the two

subsystems are both composed of the necessary hardwares as small-size as possible. To meet

the requirement VII, the user interfaces of two subsystems are designed as comprehensive

as possible.

Besides these, the modeling subsystem was designed to meet the requirement V, and the

verification subsystem is designed to meet the requirement I, II, III and IV. An experiment

was conducted to evaluate that whether the realized functions can meet the requirements.

It will be described in later sections.

Modeling Subsystem

To meet the requirement V, the 3D models of the dismantling target and the environment

must be obtained based on the actual work field. Two functions are designed following the

Criterion i mentioned in chapter 1 in the modeling subsystem subsystem:
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(i) Measure the 3D positions of point clouds located on the actual environment and the

dismantling target. To obtain the 3D models which can represent the current state

of the environment correctly, this function is necessary.

(ii) Generate 3D models from the 3D positions of the obtained point clouds. The models

should be used in the verification subsystem for the simulation.

The modeling subsystem is designed as shown in Fig.4.2. To realize the function (i),

a laser range scanner is applied for sampling the 3D point clouds of dismantling targets

and the environment by scanning its around environment. To make the subsystem small,

a small note PC is used for controlling the laser range scanner. When the laser range

scanner is scanning environment, it must be fixed on a chosen position, therefore a tripod

is used for fixing the laser range scanner. The 3D polygon models which are used in the

verification subsystem are generated based on the point clouds. However, the polygon

models can not be displayed directly because their appearances are very different from the

actual dismantling target and environment for operators to understand them. Therefore,

some textures are necessary to make the model more intuitive. A color camera was so

employed for capturing the surface image for the texture. It was mounted on the laser

scanner and its relative position and orientation to the laser range scanner were measured

in advance. When a point cloud is measured using the laser scanner, the camera captures

the corresponding image simultaneously, along with its position and orientation. Then

every polygon of the generated model can be projected onto the corresponding image, and

the color of the polygon is so obtained from its corresponding image. By painting the color

on the polygon, the texture is obtained.

Modeling Subsystem

3D shape measuring 
using laser

Work environment

Modeling Subsystem

Point cloud data

3D shape 
measuring 
using laser

Work environment

Modeling Subsystem

3D shape measuring 
using laser

Work environment

Modeling Subsystem

Point cloud data

3D shape 
measuring 
using laser

Work environment

Fig. 4.2: 3D measurement of the modeling subsystem.
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One measurement by the laser range scanner obtains a point cloud located on only one

side of the dismantling targets and the environment. To obtain the complete model, it

is indispensable to measure the point clouds at multiple positions. Each point cloud is

recorded based on a local coordinate system for which the origin is the intersection of

the rotation axis of the motion base when the point cloud is measured. To combine all

point clouds into one cloud and build a 3D model that is useful in the verification, the

coordinates of all the point clouds must be transformed into a world coordinate system.

Consequently, the iterative closest point (ICP) algorithm[6], which can match two point

clouds including a certain common part of the environment and can thereby obtain the

transformation matrix between them, is applied to transform a point cloud (source cloud)

into a world system by matching it with a target point cloud (target cloud) that is already

based on a world system, as shown in Fig.4.3.

Target cloud
Source  cloud

Common part
World system

Local system

ICP

Result  cloud

World system

Fig. 4.3: Concept of ICP algorithm

However, ICP starts calculating from a initial guess of the transformation matrix. If the

initial guess of the matrix is too far from the real value, then the algorithm might pro-

duce an incorrect result. To solve this problem, the circular marker-based camera tracking

technology is applied. By capturing markers, it estimates the position and orientation of

the camera mounted on the modeling subsystem based on the world coordinate system.

The relative position and orientation of the camera and the laser range scanner are known.

Therefore, the transformation matrix from the local system to the world system is ob-

tainable after the position and orientation of the camera are estimated. Considering the
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tracking error, the matrix is set as the initial guess in ICP instead of using it to transform

the source cloud directly.

Another problem is that if the common part of environment between the source cloud and

target cloud is too small compared with their respective remaining parts, the iterative result

might still be wrong. Therefore, only a randomly chosen local part of the source cloud is

used in ICP instead of the whole point cloud. When the chosen part is very different from

the common part as shown in Fig.4.4(a), the iteration fails. On the opposite, iteration

succeeds when the chosen part is one part of the common part as shown in Fig.4.4(b).

(Whether the iteration result is correct or not can be examined by checking the result

cloud.) A large part of a cloud is invariably measured in another cloud by the laser range

scanner. If the local part of the source cloud is chosen from the area which is also measured

in the target cloud, then a high probability exists that the best result is obtained using

ICP.

Source  cloud Target  cloud

Common part

(a) Iteration fails when the chosen part is very 
different from the common part

Randomly chosen local part

Source  cloud Target  cloud

Common part

(b) Iteration succeeds when the chosen part is one 
part of the common part

Randomly chosen local part

Fig. 4.4: Realization of ICP algorithm using randomly chosen part.

The function (ii) is realized as the following steps:

Step 1-1 Smooth the obtained point clouds. Because of the measurement error by the

laser range scanner, the surfaces comprised by the sample points are not smooth. It is

necessary to smooth the surfaces to use these data in the ICP algorithm. The concept
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of smooth is shown as Fig.4.5, the distance d between the laser range scanner and a

point is corrected as d′ by the adjacent 8 points of the points. (d, d1-d8 is measured

by the laser range scanner.)

d

d1 d2 d3

d4 d5

d6 d7 d8

Laser range scanner

d’=(d+d1 +d2 +…+d8)/9

The points measured      
by laser range scanner

:

Fig. 4.5: Smoothing of a point cloud.

Step 1-2 Combine the point clouds into one cloud based on ICP algorithm.

Step 1-3 Extract the point cloud located on the dismantling target from the whole point

cloud obtained in Step 1-2. It will be used to generate the 3D model of the dismantling

target.

Step 1-4 Generate the 3D polygon models from the point clouds of the environment and

the dismantling target respectively.

Step 1-5 Reduce the resolution of the polygon models to improve the computation speed.

Because the computation cost depends on the number of the polygons.

Assuming that the target cloud is Cloud 1 and the source cloud is Cloud 2, then the

Step 1-2 is actually realized as the following steps.

Step 2-1 Randomly choose a sphere with 2000 mm radius inside Cloud 2 and select the

points inside the sphere. The radius is decided based on the shape of the environment

and the distance between two adjacent scan positions of the laser range scanner. In

this study, the distance was about 3-5 m, therefore the radius was set as 2,000 mm

by experience.

Step 2-2 Match the points selected in Step 2-1 with Cloud 1 to obtain the transformation

matrix of Cloud 2 using the ICP algorithm. Then transform all points of Cloud 2

into a world coordinate system.
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Step 2-3 For every point of Cloud 2, find its nearest point in Cloud 1 and obtain that min-

imum distance between them. Count the number of points whose minimum distance

is less than 50 mm (It is decided by experience based on the measurement accuracy

of the laser range scanner and the distance between the laser range scanner and the

measured points).

Step 2-4 Repeat from Step 2-1 to Step 2-3 for 10 iterations. Then choose the transfor-

mation matrix with the largest point number obtained in Step 2-3.

Step 2-5 Transform all points of Cloud 2 into the world coordinate system using the

matrix obtained in Step 2-4.

Step 2-6 Repeat from Step 2-1 to Step 2-5 until the point number obtained in Step 2-3

does not become any larger.

Verification Subsystem

To meet the requirement I, II, III and IV, The following functions are designed following

the Criterion ii-iv mentioned in chapter 1 in the verification subsystem:

(iii) The virtual model of the dismantling target can be superimposed on the camera

image (Criterion iv). To understand the states of the oprations more intuitively, the

virtual model of the dismantling target must be displayed as the appearance of the

actual dismantling target. Using the AR technology, the function can be realized.

(iv) Users can decide whether display the virtual model of the dismantling target on the

image or not (Criterion ii). To understand the environment of work field, display of

the virtual model must can be canceled to check the actual environment.

(v) The virtual model of the dismantling target can be draw on the image based on the 3D

position and orientation of a actual object (a dice marker in this study) (Criterion iii).

To simulate the operations of dismantling work, the virtual model of the dismantling

target must can be moved intuitively as the actual dismantling target. To operate

the virtual model in the actual field, the 3D position and orientation of the virtual

model must be input. It is most convenient to operate an actual object and obtain

its 3D position and orientation as the input.

(vi) The virtual model can be moved using buttons on a interface or a stylus pen (Criterion

ii, iii). In some cases, it is difficult to move the dice marker to a expected position, for

example, the expected position is too high for the operator, or very small adjustment

on the position and orientation of the model is expected. Considering these cases,

the functions that allow the operator to move the model of the dismantling target

using some buttons on the interface or using a stylus pen are designed.
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(vii) The collision position between the virtual model of the dismantling target and the

environment can be indicated (Criterion ii, iv). It is helpful for users to understand

the collision part intuitively.

(viii) The indication of collision can be canceled (Criterion ii, iv). If the indication cannot

be canceled, users would be confused by the increasing indication of collision.

(ix) The position and orientation of the virtual model of the dismantling target can be

record (ii, iv). As described in Requirement IV, the operation must can be referred

outside the work field. Therefore the 3D position and orientation of the virtual model

is necessary for the reference.

(x) The virtual model of the dismantling target can be displayed as it was in the record

(ii, iv). As described in Requirement IV, the operation must can be referred outside

the work field. The display of the virtual model as the record make it intuitive to

understand the operation state of the record.

4.2.3 Implementation of TPCOSS

Modeling Subsystem

Regarding hardware specifications, the laser range scanner in this system is a kind of line

scanner that measures 3D positions of points that are located in a 2D plane of environment.

Therefore, it was mounted on a motion base that is fixed on a tripod. By rotating the

motion base, it can measure the 3D positions of point clouds of the whole surrounding

environment. The hardware of the modeling subsystem is depicted in Fig.4.6. It comprises

a laser range scanner, a color camera, and a motion base. Their specifications are shown

in Table 4.1. The maximum error of the measured points depends on the distance between

the laser range scanner and the measured points. In this study, most points are measured

in a distance that is smaller than 5 m. In this case, the maximum error is about 40 mm.

Comparing with the actual size of the dismantling target (about 1 m × 1 m × 3 m in

this study), it is extremely small, so it only slightly affects the simulation of temporary

placement and conveyance operation in the work field.

In some cases, if the tracking error is too large, alternatively if the camera cannot capture

or recognize any marker, then it is difficult to obtain the initial guess of the transformation

matrix for ICP. For that reason, it is necessary to set the initial guess manually to run

the ICP through a software interface developed for combining the point clouds and for

producing surface models. The software interface is depicted in Fig.4.7. Using the interface,

a source cloud represented by its local coordinate system and a target cloud represented

by the world coordinate system are input, and they are combined manually into one cloud

presented by the world coordinate system. In the interface, the target cloud and source

cloud can be chosen in panel (1). In addition, (2), (4), (5), (6), and (7) show buttons
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Fig. 4.6: Appearance of the modeling subsystem.

Table 4.1: Hardware specifications for the modeling subsystem

Vendor SICK Inc.

Model LMS100-1000

Laser range scanner Scan angle 270°
Angular res. 0.25°
Max. error 40 mm

Vendor FLIR Systems Inc.

Motion base Model PTU-D46-70

Angular res. 0.013°
Vendor Point Grey Research Inc.

Camera Model CMLN-13S2C-CS

Resolution 1280× 960

Focal length 4.15 mm
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which allow the operator to run the ICP manually. The two buttons of (2) are used to

control and view the position and orientation of the source cloud. Here the initial guess of

transformation matrix can be set manually by controlling the source cloud. ICP is applied

using button (5). Buttons (4), (6), and (7) are used, respectively, for counting the matched

points, saving the transformed cloud, and saving the transformation matrix. Panel (8)

shows the 3D displaying panel of the point clouds. Panel (3) is the button panel used for

making surface polygon models from a point cloud.

After all measured point clouds are combined into one cloud based on world coordinates,

a certain part of the cloud that is necessary for making the models of the dismantling

target and the environment is chosen manually in the panel. Then the quadric clustering

algorithm[7] is applied to generate the polygon models from the the points located on

the chosen part. The resolution of a model needed for a dismantling work depends on

the work field conditions. For example, a narrow passage for conveying the dismantling

target requires high resolution of the polygon model of the dismantling target. In the

quadric clustering algorithm, the polygon model resolution can be adjusted. At the cases

which require high accuracy, the resolution can be increased. (But the frame rate of

refreshed image will become lower, because the model with higher resolution includes more

point data.) After generating the polygon models, a texture is generated from the color

information of the polygon. It is used to cover the polygon model to enable more intuitive

understanding of the model. The surface polygon models are depicted in Fig.4.8.

The application described above was developed using Visual Studio 2008 C++ (Microsoft

Corp.) Both the rendering of 3D model and the realization of ICP algorithm was based on

the Visualization Tool Kit Library[8].

Verification Subsystem

The verification subsystem is applied for simulating the temporary placement and con-

veyance operation in the actual work field. Its outline is depicted in Fig.4.9. The subsystem

comprises a dice marker (actual object), a tablet PC (display device) and a camera fixed

on the PC. The tablet PC was chosen as the display device because it is the best choice

for this study. Display devices of various kinds are available for AR. The three main kinds

are projection, head mounted, and handheld systems. In the temporary placement and

conveyance operation, the system operator must move the display device in a large area

of the work field. The projection display projects images onto an actual object using pro-

jectors. The projector is too heavy to be moved frequently with users. If it is fixed at a

certain position, then the area of superimposed images is too small, so multiple projectors

are needed in a large area of the work field, which increases the overall cost of the devices.

Therefore, the projection display is not a good choice. The head-mounted display is also

not a good choice. Its view angle is too small. Therefore, it is dangerous for operators to

move themselves in the work field while many obstacles always exist in NPP. Compared
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Fig. 4.7: Interface for producing a surface model.

with those systems, the handheld display presents some advantages. It does not disturb

the worker’s view. In addition, the displayed information related to it can be shared with

other workers. Therefore, as one kind of handheld display, tablet PC was chosen for this

study.

To simulate operations in the work field, a dice maker was used in this study as the

actual object to operate the virtual model. Therefore, two operators are needed to use

the verification subsystem. One is a system operator who performs verification through

the camera and the PC. The other moves the dice marker following instructions from the

system operator. The 3D model of the dismantling target can be superimposed on the

dice marker if the dice marker is captured by the camera. The position and orientation of

the superimposed model is changed following the movement of the dice marker. Using the

camera tracking technology, the position and orientation of the camera are estimated in real

time by capturing the markers pasted in the environment in advance. The relative position

and orientation between the dice marker and the camera can also be calculated when the

dice marker is captured by the camera. Consequently, the position and orientation of the

dice marker, or in other words, the position and orientation of the virtual dismantling

target, are also obtained. Referring to the 3D model of the environment obtained using

the modeling subsystem, the collision position between the virtual dismantling target and

real environment can be detected if the collision occurs. Then it is indicated on the tablet
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Fig. 4.8: Surface polygon models of the environment (top) and dismantling target (bottom).
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Fig. 4.9: Outline of the verification subsystem.
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PC, as depicted in Fig.4.10. First, the polygon of the environment is invisible, and the

dismantling target is visible with its texture. When the collision occurs, the polygons of

the environment touching with the dismantling target become visible as painted red. The

polygons of the dismantling target contacting the environment are painted yellow.

Superimposed model of 
dismanlting target

This part collides with 
the dismantling target

Superimposed model of 
dismantling target

This part collides with 
the dismantling target

Superimposed model of 
dismanlting target

This part collides with 
the dismantling target

Superimposed model of
the dismantling target

This part collides with

This part collides with 
the environment

the dismantling target

Fig. 4.10: Visualization of collided part.

In this study, to keep capturing enough markers for tracking and the operation state in

the work field, a camera with a wide view angle is necessary. Therefore, a camera with a

short focal length is chosen for use in this subsystem. The hardware specifications of the

subsystem are shown in Table 4.2. The tablet PC is also a little too heavy to move. It is

therefore mounted on a tripod. Using the screw knob of the tripod, the tablet PC can be

rotated easily. Furthermore, using the caster fixed under the tripod, the tablet PC can be

moved easily. The subsystem hardware is depicted in Fig.4.11.

The operation interface of the verification subsystem is designed to fulfill requirements

I-IV, as presented in Fig.4.12. The buttons in panel (2) are designed to translate or rotate

the model of the dismantling target. Using these buttons, the dismantling target can be

moved independently of the dice marker. Moreover, a stylus pen is available to move

the model by touching and dragging the dismantling target on the superimposed image

directly. However, it would lose the original relative position and orientation between

the dismantling target and the dice marker. Therefore, the position and orientation of the

model can also be reset based on the captured dice marker by pressing a reset button in (2).

Some other functions are also designed for the requirements. Corresponding to requirement
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Table 4.2: Hardware specifications for the verification subsystem

Vendor Panasonic Corp.

Model CF-C1AEAADR

Tablet PC CPU Core i5-520M

GPU Intel HD Graphics

Memory 1 GB

Vendor Point Grey Research Inc.

Camera Model CMLN-13S2C-CS

Resolution 1280× 960

Focal length 3.12 mm

CameraTablet PC

Tripod

Screw knob

Caster 

CameraTablet PC

Tripod

Screw knob

Caster 

Dice markerCameraTablet PC

Tripod

Screw knob

Caster 

CameraTablet PC

Tripod

Screw knob

Casters

Dice marker

Fig. 4.11: Appearance of verification subsystem.
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I, the buttons in panel (1) are designed to switch the visualization of models. Here the

operator can render the model of the dismantling target visible or invisible, and cancel the

color, which indicates the collided position. These two functions are necessary because the

operator must know the situation behind the virtual model which will be blocked by the

model when it is visible, and overly numerous indicator colors on the image might confuse

the operator. Corresponding to requirement IV, panel (3) is designed to record and refer

the position and orientation of the dismantling target. The corresponding superimposed

image is also recorded and displayed in panel (4). Corresponding to requirement III, the

superimposed imaged is displayed in panel (5) in real time.

The application was developed using Visual Studio 2008 C ++ (Microsoft Corp.). It is

realized by multiple threads to increase the processing speed. The main thread is for the

tracking and AR display. Another thread is used for the collision detection between the 3D

models of the dismantling target and environment, as realized based on the Bullet Physics

Library[9]. By displaying the virtual 3D model of the dismantling target and indicating

the collision position, the frame rate of refreshed image is about 5-10 frames per second

(fps). It depends on the complicacy of the dismantled target and the environment.
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(5) Rotate Translate

Model display
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Model display on/off Exit
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Save current state
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Current 
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Previous 
record
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Fig. 4.12: Interface of verification subsystem.
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4.3 Feasibility Evaluation of TPCOSS in an NPP En-

vironment

4.3.1 Purpose

The developed system is anticipated for application to simulate the conveyance and

temporary placement operations by field workers in an NPP. It is necessary to examine

whether the system is feasible in the actual work field. The feasibility of this system

includes three aspects: (1) Whether it is reliable in actual use. (2) Whether it is easy use

for workers. (3) Whether it indicates information intuitively enough for workers. Therefore

an experiment that evaluates the feasibility of the system and the acceptability for field

workers is necessary. Some problems which might arise in practical use can also be found

through the experiment. According to a pre-evaluation of the modeling subsystem, it is

difficult for a beginner to combine multiple point clouds manually and to produce 3D

surface polygon models using the modeling subsystem. The modeling subsystem will be

improved to make it automatic to obtain the 3D surface polygon models from measured

point clouds, then it will be evaluated in future studies. Therefore, although the evaluators

also experienced the modeling subsystem, the emphasis of the evaluation in this study was

on the verification subsystem.

4.3.2 Evaluation Method

Overview

In this study, the structured heuristic evaluation method[10] is applied in the evaluation.

The method evaluates the feasibility and acceptability of the system based on the intuitive

experience of the evaluators after using the system following a scenario which is decided in

advance. Using the method, some problems in practical use can be identified along with

some possible improvements based on advice given by the evaluators.

Evaluation Environment

The evaluation experiment was performed in a pure-water chamber of Fugen. Fig.4.13

presents the appearance of the work environment in the chamber. The preparation in

the work field for camera tracking is necessary before the evaluation. For this study, a

circular marker with 147 mm radius was adopted for tracking. The marker was pasted on

a square panel whose edge length is 405 mm. 24 square panels were pasted in the work

environment in advance. Their position and orientation were measured using MAMS; then

it is input into the verification subsystem for the camera tracking. The sketch map of the

pasted marker in environment is depicted in Fig.4.14. Six square panels were pasted on
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each side of the dice marker used in the verification subsystem, as shown in the right image

of Fig.4.11. The top view on the environment is depicted in Fig.4.15, in which the large

ellipse shows the position of temporary placement of the dismantling target. The arrows

indicate the moving direction of the dismantling target.

Fig. 4.13: Pure-water chamber pasted with markers.

Evaluators

There were four evaluators in the evaluation. One of the evaluators (Evaluator A) is an

expert of human interface, and others are field works of Fugen who are familiar with the

field work in an NPP.

Evaluation Procedure

In this experiment, one evaluator was the system operator to operate the verification

subsystem and instruct how to move the dice marker, whereas the experimenter was the

dice marker operator who followed instructions from the system operator. Because the

evaluation about the interface of TPCOSS is important in the feasibility evaluation, the

four evaluators operate the system and evaluate it in order.

A tank about 1 m × 1 m × 3 m (height) was chosen as the equipment designated

for dismantlement, as portrayed in Fig.4.8 (the dismantling target with texture at the

bottom right image). It was assumed to be dismantled and temporarily placed; then it was

transported through a passage in this experiment. Evaluators conducted the evaluation
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Fig. 4.14: Sketch map of the pasted markers.

by following the steps presented in Fig.4.16. First, an evaluator was explained how to use

the system: about 10 minutes were necessary for the instructions. Then the evaluator

respectively operated the two subsystems following the work scenario. The work scenario

comprises two parts: a scanning part and verification part. In the scanning part, the

evaluator used the modeling subsystem to elucidate how to obtain the 3D point cloud of

environment and dismantling target. Details of the scan procedure are as described below,

it took about 20 minutes.

Step 1 Following the instructions of the experimenter, the evaluator assembled the hard-

ware (laser range scanner, motion base, tripod, and control PC) of the modeling

subsystem.

Step 2 Measure the 3D point clouds of the work environment using the modeling subsys-

tem.

Step 3 Save the measured data. Confirm the 3D surface polygon model, which would be

used in the verification subsystem. Because it is difficult for a beginner to combine

measured point clouds into one cloud and produce the 3D model, the 3D model in

this experiment was not made from the point clouds measured by the operator, but

was instead made by the experimenter in advance.

Step 4 Uninstall the subsystem as its initial state before Step 1.
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Fig. 4.15: Top view of the simulation environment.
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Fig. 4.16: Evaluation flow.

In the verification part, the evaluator simulated the temporary placement and conveyance

operations using the 3D surface model obtained from the modeling subsystem. The dice

marker was placed on ground to simulate the placement, then it was moved through a

narrow passage by the dice marker operator to simulate the conveyance (Fig.4.17). The

superimposed image of the temporary placement and conveyance operation simulation are

depicted in Fig.4.18 and Fig.4.19, in which the dash ellipse indicates the superimposed

virtual 3D model of the dismantling target. Actually, the dash ellipse does not exist in the

actual image. It is superimposed only in this paper for convenience of explanation. Details

of the verification part are explained below. This part took about 20 minutes.

Step 1 Following the instructions of the experimenter, the evaluator assembled the hard-

ware (tripod, PC, camera) of the verification subsystem.

Step 2 Simulate the temporary placement operation by keeping the 3D model at a given

position.

Step 3 Simulate the conveyance operation by moving the 3D model.

Step 4 Uninstall the subsystem as its initial state before Step 1.

Finally a questionnaire and an individual interview about the system feasibility and ac-

ceptability were administered by the evaluators. The evaluation items are shown in Table
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4.3-Table 4.7. Because the emphasis of the evaluation was on the verification subsustem,

they are decided based on the Requirement I - Requirement VII and the Function iii -

Function x. It took about 20 minutes for each evaluator. After all evaluators had finished

their evaluations, a group discussion was conducted between them and the experimenter.

Fig. 4.17: Conveyance operation simulation with a dice marker.

4.3.3 Result and Discussion

Corresponding to requirement I, all the evaluation items received a high rank (Rank 4 or

5), as shown in Table 4.3. Consequently, it is known to be effective to refer to the surface

model of the dismantling target in the work field. However, Evaluator A found that the

model was swaying slightly, even if the dice marker and camera did not move at all in some

cases. That apparent motion occurred by the slight instability of the camera tracking.

Although it affected the verification little in this study, it would be better to improve it in

future work. Evaluator A also suggested that the superimposed dismantling target can be

made transparent because the arrangement of objects behind the dismantling target is not

visible when the dismantling target is superimposed. Although the function to make the

dismantling target invisible is designed to solve this problem, if the transparent model will

not reduce the intuitive characteristics of the system, it can be incorporated as a point of

improvement in future versions.

The items corresponding to requirement II are shown in Table 4.4. Low rank (Rank
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Fig. 4.18: Simulation of temporary placement.

Fig. 4.19: Simulation of conveyance. (From left column to right: The dismantling target

is moved far away from the evaluator.)
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2 or 3) on Items No.7-No.9, which evaluate the operation method of dismantling target

using the dice marker, was obtained from Evaluators A, B, and C. Evaluator A thought

it was inconvenient to instruct the dice marker operator in how to move the dice marker

by oral communication because of the noise in actual work field. Therefore, a set of

gestures that can be understood between the dice marker operator and system operator is

necessary. He also pointed out that it was difficult to move the dismantling target with

a small amount of distance using the dice marker. He suggested that after moving the

dismantling target to an approximate position using the dice marker, the smart movement

of the dismantling target should be done using the interface. Evaluator B pointed out that

the movement of the dismantling target has a slight delay after moving the dice marker

in some cases. Especially, Evaluator B assigned the lowest rank to Item No.8. As the

youngest of the evaluators, he might be very familiar with computers and might therefore

preferred moving the dismantling target using the software interface instead of using the

dice marker. Evaluator C thought that the dice marker was too large to move easily. The

marker size was determined depending on the distance between the camera and marker

to assure tracking stability in this study. If a tracking technology with higher stability

in long distance tracking were available, then this problem could be solved. On Item

No.13, Evaluator A and D assigned a low rank (Rank 3). They felt a little trouble in

rotating the dismantling target using the stylus pen. Evaluator A also pointed out that

the dismantling target cannot be rotated around the direction parallel with the image. On

Item No.14, Evaluator B assigned Rank 3 because he thought the translation amount of the

dismantling target was too small after pressing an arrow button once. That is troublesome

when translation of a large distance is expected. Therefore, some function is necessary to

allow the operator to adjust the translation amount as expected.

The two items corresponding to requirement III are shown in Table 4.5. Evaluator B

assigned Rank 2 to Item No.17. He reported that the superimposed colors would cause

confusion in the operators’ view. It was better to paint color only on the dismantling

target or only on the environment. Moreover, he suggested using some superimposed

arrows to indicate the collision position, thereby making it possible to distinguish the

current collision position from that which occurred before to make the simulation more

intuitive. Therefore, a superimposing method that can realize the suggested functions

without confusing operators is necessary.

Items corresponding to the requirement IV are presented in Table 4.6. They all were

assigned Rank 5 except Item No.22, with Rank 4 from Evaluator D, who did not understand

the referring function very well at first. Results show that the record and reference functions

are effective and easy.

The items corresponding to requirements VI and VII are presented in Table 4.7. Eval-

uators B and C assigned Rank 3 to Item No.27. They felt it somewhat inconvenient to

use the stylus pen. Evaluator B reported that the movement of the dismantling target

corresponding to the slide of the stylus pen is too slow to perform the operation. Evaluator
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A and B gave Rank 3 to Item No.36. Especially, Item No.32 is the only item which did

not receive a Rank 5 from any evaluator. These show that the system is not understood

so easily by a beginner. Evaluator D thought it was better to do training before actual

operation. Evaluator C also assigned Rank 3 to Item No.31 because he reported that the

buttons were small. Furthermore, some disadvantages of the system were pointed out.

Evaluator A thought it was difficult to move the system using casters when the ground

had some hollows. Evaluator B thought it was difficult to move the system with the tripod

in some cases when the space was too narrow. Consequently, the system will be accepted

easily if the user interface and the pre-instruction of how to using the system is sufficiently

comprehensible. To use the system in most cases in an NPP, miniaturization of the system

for its easy movement by workers is also expected.

In addition to the valuable knowledge related to the items listed above, the evaluators

provided some useful comments. Evaluator C pointed out that the image is difficult to view

on the Tablet PC when the environment is too bright. To solve this problem, some other

display device should be prepared. For example, the HMD is useful in some cases in which

an operator need not move in a large area. Therefore, the small view angle will not affect

the operation. To make the simulation more intuitive and similar to actual operations,

Evaluator D suggested that not only the dismantling target, but also workers and equip-

ment such as cranes for carrying the dismantled components should be superimposed on

the image when moving the dismantling target. It would be better if the distance between

the environment and the moving dismantling target could be shown. Moreover, Evalua-

tor D thought the system would be more useful if it could be used by multiple workers

simultaneously. If that were possible, the situation of the operation could be shared and

checked from different positions so that the efficiency and safety could be improved. This

is possible using multiple systems with mutual exchange of information through a wireless

network.

4.4 Summary

For the attempt of realizing an appropriate AR support system for the decommissioning

work of NPP, using the developed technology in chapter 2, TPCOSS is developed in this

chapter. The system includes two subsystems: a modeling subsystem for obtaining the

surface polygon models of dismantling targets and environment, and a verification subsys-

tem for simulating the temporary placement and conveyance operation. The feasibility and

acceptability of this system were evaluated at Fugen by investigating whether the require-

ment for actual operation in the work field of NPP is satisfied by the system. As far as the

evaluation result by the 4 evaluators is regarded, the following requirements are fulfilled.

(1) A 3D model of the dismantling target can be referred easily in this system. (2) A

3D model of the dismantling target can be moved freely but not easily in this system.
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Table 4.3: Evaluation result of the verification subsystem (1/5)

No. Evaluation item Requirements Evaluation

and functions A B C D

1 The situation of temporary placement be-

comes easy to understand by superimposing

the dismantling target over the camera view.

Requirement I,

Function iii,iv

5 4 4 5

2 Situation of transportation becomes easy to

understand by superimposing the disman-

tling target over the camera view.

Requirement I,

Function iii,iv

5 5 4 5

3 Function is effective to make the dismantling

target invisible.

Requirement I,

Function iii,iv

5 5 5 5

4 Function is effective to reset the color of the

dismantling target.

Requirement I,

Function iii,iv

5 5 5 5

5 It is effective to make dismantling target

models by measurement with the system and

to use them for verification.

Requirement I,

Function iii,iv

5 4 5 5

6 It is effective to verify temporary placement

and transportation work by referring to the

dismantling target model in the actual work

environment.

Requirement I,

Function iii,iv

5 4 5 5
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Table 4.4: Evaluation result of the verification subsystem (2/5)

No. Evaluation item Requirements Evaluation

and functions A B C D

7 It is effective to make it possible to change

the position and orientation of dismantling

target by moving the dice marker.

Requirement II,

Function v,vi

4 4 4 5

8 It is easy to translate the dismantling target

using the dice marker.

Requirement II,

Function v,vi

4 2 3 5

9 It is easy to rotate the dismantling target

using the dice marker.

Requirement II,

Function v,vi

2 4 3 5

10 It is effective to translate the dismantling tar-

get using a stylus pen.

Requirement II,

Function v,vi

5 4 5 5

11 It is effective to rotate the dismantling target

using a stylus pen.

Requirement II,

Function v,vi

5 4 5 5

12 It is easy to translate the dismantling target

using a stylus pen.

Requirement II,

Function v,vi

5 4 5 5

13 It is easy to rotate the dismantling target

using a stylus pen.

Requirement II,

Function v,vi

3 5 5 3

14 It is effective to translate the dismantling tar-

get using the buttons. (→, ←, ↑, ↓)

Requirement II,

Function v,vi

5 3 4 5

15 It is easy to translate the dismantling target

using the buttons. (→, ←, ↑, ↓)

Requirement II,

Function v,vi

5 4 5 5

16 It is effective to set the position and orien-

tation of the dismantling target at its initial

position using the button.

Requirement II,

Function v,vi

4 5 5 5

Table 4.5: Evaluation result of the verification subsystem (3/5)

No. Evaluation item Requirements Evaluation

and functions A B C D

17 It is easy to recognize the collided position

on the dismantling target by making the col-

lided position yellow.

Requirement III,

Function vii,viii

4 2 5 4

18 It is easy to recognize the collided position in

the work environment by making the collided

position red.

Requirement III,

Function vii,viii

5 4 5 5
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Table 4.6: Evaluation result of the verification subsystem (4/5)

No. Evaluation item Requirement Evaluation

and functions A B C D

19 It is effective to record the position and ori-

entation of the dismantling target.

Requirement IV,

Function ix,x

5 5 5 5

20 It is easy to record the position and orienta-

tion of the dismantling target.

Requirement IV,

Function ix,x

5 5 5 5

21 It is effective to refer to the recorded posi-

tion and orientation of the dismantling target

visually.

Requirement IV,

Function ix,x

5 5 5 5

22 It is easy to refer to the recorded position and

orientation of the dismantling target visually.

Requirement IV,

Function ix,x

5 5 5 4

23 It is effective to choose the recorded capture

images using the buttons.

Requirement IV,

Function ix,x

5 5 5 5

24 It is easy to choose the recorded capture im-

ages using the buttons.

Requirement IV,

Function ix,x

5 5 5 5

(3) Collision of positions between the dismantling target and environment is indicated

intuitively. (4) The operation state (position and orientation of the dismantling target, and

the corresponding superimposed image) can be recorded and referred easily. The functions

are effective. (5) 3D models of the dismantling target and environment are obtainable in

the work field, but it is difficult now for field workers. (6) The system is installed and moved

easily, except in certain cases. (7) The system is easy for a field worker who has operation

experience using the system. However, prior instruction is necessary for beginners. As far

as the evaluation result by the 4 evaluators is regarded, the system is feasible for supporting

the actual conveyance and temporary placement operation in a work field of an NPP, except

in some cases. Such cases might be those in which the ground has hollows that complicate

the passage of an item on casters, or where the work space is too narrow to move the

system with a tripod. To make the system useful in more cases, system miniaturization is

necessary to allow it to be moved more easily in future work. The system is accepted well

by field workers after pre-instruction about the system. However, some problems remain for

practical use. They must be resolved in future work. The main problems are the following.

(1) In some cases, if the dismantling target is blocked by some component, then it is

difficult to measure the dismantling target using the laser range scanner. Other modeling

methods should be considered in these cases. For example, a camera might be used to

build the 3D model of the target from extended image sequences[11]. (2) Special skills

are necessary to generate the 3D surface models in the current system. Therefore, such
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Table 4.7: Evaluation result of the verification subsystem (5/5)

No. Evaluation item Requirements Evaluation

and functions A B C D

25 It is easy to set up the system. Requirement VI 5 4 5 5

26 It is easy to remove the system. Requirement VI 5 4 5 5

27 It is easy to operate the system using a stylus

pen.

Requirement

VII

5 3 3 4

28 The size of the area to display the camera

image is adequate.

Requirement

VII

5 3 4 5

29 The PC display size is adequate. Requirement

VII

5 5 4 5

30 The system size is adequate and it is easy to

carry in.

Requirement VI 5 4 4 5

31 The button size is adequate. Requirement

VII

5 5 3 5

32 The system is useful easily even if it is the

first use.

Requirement

VII

4 4 4 4

33 The system response is sufficiently quick. Requirement

VII

5 4 5 5

34 It is easy to rotate the system to change your

viewpoint.

Requirement

VII

5 4 4 5

35 It is easy to move the system to change your

viewpoint.

Requirement

VII

4 5 4 5

36 I was able to use the system without feeling

stress.

Requirement

VII

3 3 5 4
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generation is necessary to make it completely automatic in building models in future work.

(3) Intuitive use of the superimposed image should be improved. The arrow to indicate

the collision position, and the difference between a collided part and a touching part were

suggested by the evaluators. Realization of the use without confusing the operator should

be explored in future work. (4) The user interface must be improved to make it as easily

comprehensible and operator-friendly as possible. (5) Making the system more useful by

multiple workers simultaneously, with multiple systems and their wireless communication

must be considered.

In addition to the points explained above, a tracking method with less preparation, for

example, natural feature based tracking, and more compact devices such as the iPad is

expected to be obtainable in the future work. Simpler operation methods of the virtual

dismantling target should also be explored.
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Chapter 5 Conclusion

5.1 Summary of the Study

In the decommissioning work of an NPP, dismantled components must be transported

to some other location for temporary placement before their radioactivity level is checked.

Therefore, it is important to verify whether the space in a narrow passage is sufficient

for transporting large components, whether the workspace is sufficient for field work, and

whether the space designated for temporary placement is sufficient. To develop an AR

system for supporting the verification of the NPP dismantling work, a tracking method

which estimates the 3D position and orientation of the workers in real time is necessary.

The marker-based tracking technology is chosen as the primer tracking method in this

study. To realize the marker-based tracking method, the following problems must be solved

for the practical use of the AR support system in an NPP.

Problem 1 NPP is an indoor environment with wide area. When using the marker-based

tracking method, it is necessary to paste a large number of markers in advance to cover

the whole tracking area, and their 3D position and orientation must be measured.

It is a very heavy workload by measuring so many markers manually, and it is very

difficult to avoid human error of the measurement.

Problem 2 The tracking method must applicable in both long distance tracking for sup-

porting navigation task, and short distance tracking for supporting operation task in

field work with high accuracy and stability in the wide area. The current marker-

based method cannot meet this requirement by using a small number of markers.

Problem 3 In some case, it is very difficult to paste markers, for example, the space is

too narrow or the position is too high. To cover the whole environment, a marker-

less tracking method is also necessary as an assistant of the marker-based tracking

method.

In chapter 2, a new circular marker is designed which is effective in long distance tracking

in an NPP environment. Then, to solve the problem 1, MAMS is developed which can

measure the 3D position and orientation of the circular markers pasted in the environment

automatically with high accuracy and stability.

MAMS is composed of a camera and a laser range finder and a computer. When it starts

working, the camera recognizes the pasted markers in the environment, and the relative

positions and directions between them are estimated. Then the computer controls the laser
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range finder to measure the markers one by one. When measuring a marker, the camera

is monitoring the marker to detected the laser dot. The laser range finder is adjusted by

computer to move the laser dot. When the dot is covered with the marker center, the

measurement is successful. Because of the automatic, the human error is avoided. A per-

formance experiment of MAMS was conducted in lab environment to evaluate its accuracy

and stability. Result shows that the average system error is 7.6mm, and the random error

is 3.5mm. Another experiment is conducted in NPP environment to evaluate its feasibility

by some field workers of the NPP. Result shows that the system can largely reduce the

preparatory workload of AR application in an NPP, and its installation, uninstallation and

operation are easily understandable by workers through a pre-instruction about MAMS.

It is difficult for current marker-based method to solve the problem 2. Because when the

camera is near with the markers, there are few markers can be detected on the image, which

means there might be no enough feature points for tracking. But this problem cannot be

solved by reducing the marker size because the marker recognition would become unstable

when it is far from the camera. In this study, the marker design was improved by adding

four additional small circles on the marker. In this case, if the distance between camera

and markers are short, the projection of the marker on image is with large area, and its

four small circle can be easily detected as feature points. If the distance between camera

and markers are long, although the small circles are difficult to be detected, the detectable

marker number becomes large. Therefore the long distance tracking is also successful.

The practical use of this marker shows that it is effective in both long distance and short

distance tracking.

In chapter 3, a line feature-based markerless tracking method is proposed to solve the

problem 3. This method uses only two rectangle markers as initial landmark, and registers

the 3D position and direction of the edge lines of the markers into database as initial data in

advance. This method estimates the position and orientation of camera through registered

landmarks which position and direction is known. In order to make it possible to use the

tracking in a capacious space, not only initial registered landmarks, but also new landmarks

are necessary to be registered into database. To add new landmarks, a line registration

method is realized. The method applies RANSAC to calculated 3D position of a 2D line on

image. If a new line is registered as a landmark, it will be used for tracking. When tracking,

natural line features are detected from image captured by a camera. At every frame, after

matching 2D lines on an image with 3D line landmarks in the environment whose position

and orientation are registered in database, RANSAC-based method for solving P3L problem

which is newly proposed in this study is applied to calculate the position and orientation of

the camera. Then new line features are registered into the database using a triangulation

method. Bundle adjustment is applied in a parallel thread to improve the accuracy of the

position and direction of registered line landmarks by minimizing their total re-projection

error. An evaluation experiment was conducted using an image series captured from an

NPP. The result shows that the tracking frame rate is about 10.4 fps, and the average error
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of camera position is about 100 mm.

In chapter 4, TPCOSS is developed to support dismantling work by simulating tem-

porary placement and conveyance operations using AR with the circular marker-based

tracking. TPCOSS includes two subsystems. The modeling subsystems employs a laser

range scanner to measure the 3D information of the environment and a dismantling target

to produce 3D surface polygon models. Then, the operator simulates temporary placement

and conveyance operations using the verification subsystem by manipulating the obtained

3D model of the dismantling target in the work field. Referring to the obtained 3D model

of the environment, the possible collisions between the dismantling target and the environ-

ment are detectable. Using AR, the collision positions are presented intuitively. After field

workers evaluated TPCOSS, the result shows that it is feasible and acceptable to verify

whether spaces for passage and temporary storage are sufficient for temporary placement

and conveyance operations.

For the practical use of AR support system in an NPP, the future work includes the

following aspects: (1) Improvement of the tracking method and AR system. (2)Expansion

of the system in other field.

In chapter 2, the MAMS should be improved as following aspects:

1. Compact. Current system is a little large so that it is difficult to be used in some

narrow space. In future, the wireless communication between the computer and the

laser range finder and the camera is expected.

2. Speed. Although current speed is much faster than manual measurement, it still

spends too long time for preparation.

3. Recognizable marker type. Current system is only for the designed circular marker

in this study. If necessary, it can be update for any other type of markers in future.

In chapter 3, the line feature-based tracking should be improved as following aspects:

1. Accuracy and stability. The accuracy and stability is lower than the marker-based

tracking now, so it is difficult to apply in a long distance tracking in current stage.

2. Speed. Although current speed is about 10 fps, it still not so comfortable for users.

In chapter 4, TPCOSS should be improved as following aspects:

1. Compact. Current system is too large to be moved with workers. In future, iPad is

considered to replace the Tablet PC, so it will be moved easily.

2. Acceptability. Although a pre-struction of the system is helpful, the interface is

expected to more understandable.
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5.2 Applicable Fields

This study is not limited in NPP environment although it is proposed for supporting

NPP field work.

1. The circular marker is applicable in any indoor environment with good illumination,

such as industrial plant, museum, lab, etc. for navigation, instruction and education.

And MAMS is also applicable in the same environment to reduce the preparation

workload and human error. It is applicable for any type of markers by updating the

program.

2. Line feature-based tracking is applicable in any environment where are abundant of

line features, such as industrial plant which has many pipes or other components with

straight edges, the urban environment with many buildings, etc.

3. TPCOSS is applicable in other industrial plant for verification simulation.

5.3 Perspective for Integration of the Researches

Tracking in the NPP environment can be realized by integrating the methods proposed

in chapter 2 and chapter 3. Then, using TPCOSS developed in chapter 4, an AR system

for supporting the temporary placement and conveyance operation of the decommissioning

work of an NPP can be obtained.

1. Firstly, a circular marker is designed for both long distance tracking and short dis-

tance tracking. Before using the AR system, Some preparation of pasting the markers

in environment and measuring them is necessary. MAMS can realize the automatic

measurement with high accuracy, stability and efficiency. The human error is also

avoided.

2. Line feature-based tracking can be used as an assistant of the marker-based tracking

when it is difficult to paste marker in some case. In future, if the accuracy and

stability of line feature based tracking method can be improved, it can even replace

the marker-based tracking.

3. Using the MAMS for praparation work, and the marker-based and markerless tracking

method for the realization of AR, TPCOSS can simulate the temporary placement

and conveyance operations in the field.
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5.4 Future Perspective

The future perspective of the AR system for supporting the dismantling work is based

on the integration of the develop methods: using the designed multiple distance circular

marker, the marker-based tracking method is applied in the AR system. MAMS is used in

the preparation to reduce the workload and human error, and line feature-based tracking

is used as an assistant of the marker-based tracking. Because the dismantling work always

needs the cooperation of multiple workers, the AR system is expected to be used by the

multiple workers at the same time. Fig.5.1 shows the concept of the AR system. All

the operators can simulate the dismantling work through an iPad, for example, allocate

a chain block and some chains which connect the dismantling target and the chain block,

and move the dismantling target. The operations of the operators are communicated by

wireless LAN. Therefore, the current state of the dismantling work is comprehensive by

all the operators. Using the modeling subsystem of TPCOSS to obtain the 3D model of

the dismantling target and the environment, the collision between the virtual dismantling

target and the environment can be detected and indicated on each iPad, so every operator

can understand the state of the dismantling target when moving it even if some parts of

the dismantling target are occluded on the operator’s view.

Chain block
Chain

Dismantling targetiPad

Dismantling target

Operator A

Operator B

Operator C

Fig. 5.1: Cooperation system in future.
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To realize the cooperation AR system, the future work is focuses on the following aspects:

1. The transplantation of the verification subsystem onto iPad.

2. The wireless communication between multiple iPads.

3. The simulation of allocating some tools (such as chain blocks and chains) for moving

the dismantling target, and the simulation of moving the dismantling target without

any actual object.
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