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#### Abstract

This is a half expository paper on whether a commutative $N$-tuple $\boldsymbol{A}$ of selfadjoint operators can be simultaneously diagonalized by perturbations belonging to a certain norm ideal. Along with $\boldsymbol{A}$, operators $f(\boldsymbol{A})$ defined by functional calculus are considered. After a short review of previous developments the spectral theoretical method given in Voigt [21] will be exploited. The method suit handling $f(\boldsymbol{A})$ well, though it cannot reach the best possible result for a tuple $\boldsymbol{A}$ by Voiculescu ([16], [2]). The result is expressed in terms of modulus of continuity of $f$, a résumé of which is also included (Section 3). Section 3 and Subsection 5.1 concerning a construction of CONS of Haar type can be read independently of other parts.


## § 1. Introduction

In the theory of diagonalization modulo norm ideals one asks if a given selfadjoint operator can be made diagonalizable by a perturbation belonging to a class of operators called norm ideals. A little more precisely, given a norm ideal $\mathcal{C}$, one asks whether

$$
\left\{\begin{array}{l}
\text { for any selfadjoint operator } A \text { there exists a selfadjoint } K \in \mathcal{C} \text { so that }  \tag{D}\\
A+K \text { has a pure point spectrum. }
\end{array}\right.
$$

This problem goes back to classical works of H. Weyl ([23, 1909]) and J. von Neumann ([11, 1935]). In particular, von Neumann showed that statement (D) holds for the Hilbert-Schmidt class $\mathcal{C}=\mathcal{C}_{2}$. Later, the author proved the same for any $\mathcal{C} \neq \mathcal{C}_{1}$, where $\mathcal{C}_{1}$ is the trace class $([9,1958])$. According to the famous Kato-Rosenblum theroem (D) does not hold for $\mathcal{C}_{1}$. Thus, among norm ideals $\mathcal{C}_{p}$ (for $\mathcal{C}_{p}$ see Example 2.2) the borderline for being diagonalizable is $p=1$.

[^0]Following works for normal operators (cf. I. D. Berg ([3, 1971]), W. Sikonia ([14, 1971]), J. Weidmann ([22])) similar problems for commutative $N$-tuple of selfadjoint operators have been extensively investigated by J. Voigt ([21, 1977]), D. Voiculescu (e.g., $[16,1979]$ ), and more recently by J. Xia (e.g., $[24,1997])$. Let us call ( $\mathrm{D}_{N}$ ) a statement similar to (D) for $N$-tuples (cf. 2.2.2). Voigt proved that ( $\mathrm{D}_{N}$ ) holds for $\mathcal{C}_{p}$ with $p>N$. This suggests that the borderline for the validity of ( $\mathrm{D}_{N}$ ) among $\mathcal{C}_{p}$ may be $p \sim N .{ }^{1}$ Voiculescu's theory showed that the borderline is in fact $\mathcal{C}_{N}^{-}$which is a little smaller than $\mathcal{C}_{N}$ (for $\mathcal{C}_{N}^{-}$see Example 2.3). This is a decisive result.

The condition in (D) may be written as $A-(A+K) \in \mathcal{C}$. Then, as the next step one may examine the condition of the type $f(A)-f(A+K) \in \mathcal{C}$, where $f$ belongs to a suitable class of functions. This is a simultaneous diagonalization with respect to $f$. One can formulate similar condition for $N$-tuples. Such problems were taken up by J. Xia ([24]) and examined for Lipschitz continuous $f$ (cf. 2.2.2, 4.3).

Voiculescu's theory is based on various fields of functional analysis, in particular operator algebraic arguments. It is deep and difficult. On the other hand, the method evolved through [3], [14], [22], and culminating in its most general and systematic form in [21] is of more spectral theoretic nature and, though it cannot reach the best possible result of Voiculescu, the method may be apt for investigating problems with $f$. We call this method Berg-Sikonia-Weidmann-Voigt method (in short BSWV method). Main purpose of the present article is to examine how far we can go by BSWV method. In fact, without introducing much new idea, we can push the way considerably further to the direction of simultaneous diagonalization with respect to $f$. This is our main result (Theorem 4.2). We shall formulate the problem in terms of spectral measures, which is equivalent to the formulation by $N$-tuples. Let $E$ be a spectral measure in $\mathbf{R}^{N}$ with compact support and let $f$ be a function continuous on the support of $E$. The theorem will give a rather general criteria (cf. (4.10) ) for pairs $(f(E), \mathcal{C})$ in order that $f(E)$ is diagonalizable modulo $\mathcal{C}$ simultaneously. In criteria (4.10) we use the concept of modulus of continuity of $f$, more general than Lipschitz continuity, while conditions imposed on $\mathcal{C}$ is stronger than those of Voiculescu and Xia and cannot even include $\mathcal{C}_{N}$.

The origin of the present work is a lecture by the author at the symposium of which this volume is the proceedings. The title of the lecture was "Diagonalization modulo norm ideals, a review and some remarks". Since a considerable improvement in the formulation (use of modulus of continuity) came after the symposium, the reviewing part was reduced. Yet, the article still retains the original character of the lecture of being expository. Thus, explanations of all preliminary materials, such as norm ideals,

[^1]spectral measures, modulus of continuity, are leisurely included. This work is a part of recent interest of the author in $N$-dimensional spectral measures. In this regard we quote [10].

The present article is organized as follows. After making a short review of symmetrically normed ideals in 2.1, a brief history of the development roughly described above will be presented in 2.2. In Section 3 we shall summarize some elementary facts about the modulus of continuity. Among them Proposition 3.4, which states that any function $\omega(\delta ; f)$ expressing the modulus of continuity of $f$ is equivalent to a concave function, may be of some interest and is included even though the proposition is not really needed in this article. 4.1 and 4.2 will be devoted to a short account on spectral measures. Our main result (Theorem 4.2) is presented in 4.3. Section 5 is devoted to the proof. In 5.1 we shall present an abstract generalization of Voigt's construction of complete orthonormal system based originally on a dyadic decomposition of a cube.

In this article we shall always work in a separable infinite dimensional Hilbert space. The following are lists of notations and abbreviations to be used throughout the article without further comment.

List of notations.

| $\mathfrak{H}$ | a separable infinite-dimensional Hilbert space |
| :--- | :--- |
| $\mathcal{L}, \mathcal{C}_{\infty}, \mathcal{R}$, or |  |
| $\mathcal{L}(\mathfrak{H})$ etc. | the set of all bounded, compact, finite rank linear operators in $\mathfrak{H}$ |
| $\mathcal{P}$ | respectively. $\\|\\|$ is the norm in $\mathcal{L}$ |
| $P_{\mathfrak{M}}$ | the set of all orthogonal projections in $\mathfrak{H}$ |
| $\mathbb{N}, \mathbf{R}, \mathbf{C}$ | the orthogonal projection onto a closed subspace $\mathfrak{M}$ of $\mathfrak{H}$ |
| $\|A\|$ | the set of all natural, real, and complex numbers, respectively. |
| $\chi_{\omega}$ | the characteristic function of a set $\omega$ |
| $r(A)$ | the rank of an operator $A$ of finite rank |

List of abbreviations:

| Abbreviation | For | Definition at |
| :--- | :--- | :--- |
| ONS | orthonormal system |  |
| CONS | complete orthonormal system |  |
| PPS | pure point spectrum | $2.2 .1, \S 4.1$ |
| LGD | league of graded decompositions | end of 5.1.1 |
| LGDD | league of graded dyadic decompositions | beginning of 5.1.3 |

## § 2. A short review

## § 2.1. Symmetrically normed ideals

In this subsection we shall make a short review of the theory of norm ideals of operators. A standard reference is [6].

For a compact operator $A \in \mathcal{C}_{\infty}$ we denote by $s_{j}=s_{j}(A), j=1,2, \cdots$, the sequence of singular values of $A$ (i.e. positive eigenvalues of $\left(A^{*} A\right)^{1 / 2}$ ) arranged in a nonincreasing order with repetitions according to the multiplicity. When $A \in \mathcal{R}$, the sequence $s_{j}(A)$ terminates at $j=r(A)$. We then let $s_{j}(A)=0$ for $j>r(A)$ and denote the resulting sequence by $\boldsymbol{s}(A)=\left\{s_{j}(A)\right\}_{j \in \mathbb{N}}$.

Definition 2.1. Let $\mathcal{C} \subset \mathcal{L}$ be a linear subspace of $\mathcal{L}$. When the following conditions (i)-(iv) are satisfied, $\mathcal{C}$ is called a symmetrically normed ideal (abbr. s.n. ideal).
(i) $\mathcal{C}$ is a two-sided ideal of $\mathcal{L}$ (i.e. $A \in \mathcal{C}$ and $B, C \in \mathcal{L}$ implies $B A C \in \mathcal{C}$ ).
(ii) $\mathcal{C}$ is equipped with a norm $\|\cdot\|_{\mathcal{C}}$ with respect to which $\mathcal{C}$ is complete.
(iii) $\|U A V\|_{\mathcal{C}}=\|A\|_{\mathcal{C}}$ for any $A \in \mathcal{C}$ and unitary operators $U$ and $V$, or equivalently,
(iii') $\quad\|B A C\|_{\mathcal{C}} \leq\|B\|\|C\|\|A\|_{\mathcal{C}}, \quad A \in \mathcal{C}$ and $B, C \in \mathcal{L} .{ }^{2}$
(iv) $\|P\|_{\mathcal{C}}=1$ for a one-dimensional orthogonal projection $P$.

We call a norm on $\mathcal{C}$ a symmetric norm when that norm satisfies (iii').
We note that a two-sided ideal of $\mathcal{L}$ is always contained in $\mathcal{C}_{\infty}$ (Calkin's theorem; [ 6 , Theorem 1.1 of Chapter III] ).

Example 2.2. Let $1 \leq p<\infty$ and define $\mathcal{C}_{p}$ and $\|A\|_{p}$ as

$$
\mathcal{C}_{p}=\left\{A \in \mathcal{C}_{\infty} \mid \sum_{j=1}^{\infty} s_{j}(A)^{p}<\infty\right\}, \quad\|A\|_{p}=\|A\|_{\mathcal{C}_{p}}=\left(\sum_{j=1}^{\infty} s_{j}(A)^{p}\right)^{1 / p} .
$$

$\mathcal{C}_{p}$ is an s.n. ideal. For $1<p<q<\infty$ we have $\mathcal{C}_{1} \nsubseteq \mathcal{C}_{p} \varsubsetneqq \mathcal{C}_{q} \nsubseteq \mathcal{C}_{\infty} . \mathcal{C}_{1}$ and $\mathcal{C}_{2}$ are called the trace class and the Hilbert-Schmidt class, respectively.

It is known that $\mathcal{C} \supset \mathcal{C}_{1}$ for any s.n. ideal $\mathcal{C}$.
Example 2.3. Let

$$
\mathcal{C}_{p}^{-}=\left\{A \in \mathcal{C}_{\infty} \mid\|A\|_{\mathcal{C}_{p}^{-}}=\sum_{j=1}^{\infty} s_{j}(A) j^{-1+1 / p}<\infty\right\} .
$$

[^2]$\mathcal{C}_{p}^{-}$is an s.n. ideal and satisfies $\mathcal{C}_{q} \nsubseteq \mathcal{C}_{p}^{-} \nsubseteq \mathcal{C}_{p}, 1 \leq q<p$. Obviously, $\mathcal{C}_{1}^{-}=\mathcal{C}_{1} . \mathcal{C}_{p}^{-}$ plays an important role in Voiculescu's theory to be explained below.

In the general theory of s.n. ideals one introduces a class of functions $\Phi$ on sequence spaces called symmetric norming functions and relates s.n. norms to these functions (cf. [6]). In this article we do not refer to these functions.

Proposition 2.4. If $s_{j}(A) \leq s_{j}(B), \forall j$, then $\|A\|_{\mathcal{C}} \leq\|B\|_{\mathcal{C}} .($ cf. [6, p. 71] $)$
For an operator $A$ of finite rank $\|A\|_{\mathcal{C}}$ is estimated by the operator norm $\|A\|$ and the rank $r=r(A)$ of $A$. Let $\mathcal{C}$ be an s.n. ideal. By (iii) of Definition 2.1 the $\mathcal{C}$-norm of a finite-dimensional orthogonal projection $P_{r} \in \mathcal{P}$ of rank $r$ is determined by $r$ and does not depend on the choice of $P_{r}$. Namely, the following quantity $\nu_{\mathcal{C}}(r)$ is well-defined by the formula

$$
\begin{equation*}
\nu_{\mathcal{C}}(r)=\left\|P_{r}\right\|_{\mathcal{C}}, \quad P_{r} \in \mathcal{P}, \quad r\left(P_{r}\right)=r . \tag{2.1}
\end{equation*}
$$

Example 2.5. $\quad \nu_{\mathcal{C}_{p}}(r)=r^{1 / p}$, in particular $\nu_{\mathcal{C}_{1}}(r)=r . \nu_{\mathcal{C}_{p}^{-}}=\sum_{j=1}^{r} j^{-1+1 / p}$.
Proposition 2.6. Let $\mathcal{C}$ be an s.n. ideal and let $A \in \mathcal{R}$ be of finite rank. Then,

$$
\begin{equation*}
\|A\|_{\mathcal{C}} \leq \nu_{\mathcal{C}}(r(A))\|A\| \tag{2.2}
\end{equation*}
$$

Proof. Let $r=r(A)$ and $P_{r} \in \mathcal{R} \cap \mathcal{P}$ with $r\left(P_{r}\right)=r$. Then, for $1 \leq j \leq r$ we have $s_{j}(A) \leq s_{1}(A)=\|A\|=s_{j}\left(\|A\| P_{r}\right)$ and for $j>r$ we have $s_{j}(A)=s_{j}\left(\|A\| P_{r}\right)=0$. Hence, $s_{j}(A) \leq s_{j}\left(\|A\| P_{r}\right), \forall j$, and (2.2) follows from Proposition 2.4.

Remark. Let $P_{r}$ be as in (2.1). (a) $\nu_{\mathcal{C}}\left(P_{1}\right)=1$ for any $\mathcal{C}$ by (iv) of Definition 2.1. (b) The equality holds in (2.2) for $A=P_{r}$, because $\left\|P_{r}\right\|=1$. (c) $\nu_{\mathcal{C}}(r) \leq r$ because $P_{r}$ is a sum of $r$ one-dimensional projections. (d) $\nu_{\mathcal{C}}(r)=o(r)$ if $\mathcal{C} \neq \mathcal{C}_{1}$ (cf. [9]), a small observation which was a key in [9]. In this article only a weaker assertion (2.2) will be used.

## § 2.2. Brief history

Brief descriptions of the development of the problem can be found in the literature, say in [24], and [28]. We follow the tradition and present a brief history ${ }^{3}$.
2.2.1. Single operator A selfadjoint operator $A$ in $\mathfrak{H}$ is said to have pure point spectrum if there exists a CONS $\left\{\varphi_{k}\right\}_{k \in \mathbb{N}}$ of $\mathfrak{H}$ consisting of eigenvectors of $A$, i.e.,

[^3]$A=\sum_{k=1}^{\infty} \lambda_{k}\left(\cdot, \varphi_{k}\right) \varphi_{k}$. We use an abbreviation PPS for "pure point spectrum" and use expressions such as " $A$ is PPS", "a PPS selfadjoint operator", etc.

A classical problem going back to H . Weyl is to examine whether any selfadjoint operator can be made PPS by adding an operator from a given s.n. ideal $\mathcal{C}$.

1. Compact perturbation. H. Weyl (1909, [23]) proved that for any bounded selfadjoint operator $A$ there exists a selfadjoint $K \in \mathcal{C}_{\infty}$ such that $A+K$ is PPS.
2. Perturbation by Hilbert-Schmidt class. J. von Neumann (1935, [11]) proved the same with $K \in \mathcal{C}_{\infty}$ replaced by $K \in \mathcal{C}_{2}$ and proved moreover that the Hilbert-Schmidt norm $\|K\|_{\mathcal{C}_{2}}$ of $K$ can be made arbitrarily small. ( $A$ need not be bounded.)
3. Perturbation by trace class. M. Rosenbum and T. Kato (1957, [13], [8]) proved that the addition of a trace class operator does not change the absolutely continuous part. More precisely, the absolutely continuous parts of $A$ and $A+K$ with $K$ being selfadjoint and belonging to $\mathcal{C}_{1}$ are unitarily equivalent. Thus, in 2 above the HilbertSchmidt class $\mathcal{C}_{2}$ cannot be replaced by the trace class $\mathcal{C}_{1}$.
4. Perturbation by s.n. ideal not equal to the trace class. The present author (1958, [9]) proved that in 2 the Hilbert-Schmidt class $\mathcal{C}_{2}$ can be replaced by any s.n. ideal $\mathcal{C}$ which is not equal to the trace class $\mathcal{C}_{1}$.
5. We say that a selfadjoint operator $A$ is diagonalizable modulo $\mathcal{C}$ if there exists a selfadjoint $K \in \mathcal{C}$ such that $A+K$ is PPS. Statement 3 above says that a necessary condition for a selfadjoint $A$ to be diagonalizable modulo the trace class $\mathcal{C}_{1}$ is that $A$ has no absolutely continuous part. That this condition is also sufficient and that $\|K\|_{\mathcal{C}_{1}}$ can be made arbitrarily small were proved by W. Carey and J. D. Pincus (1976, [5]).

With these results one may say that the problem for a single operator has been pretty much settled.
2.2.2. $N$-tuple of commutative selfadjoint operators For normal operators Weyl type theorem was obtained by Berg ([3, 1971]) and Sikonia ([14, 1971]). Exploiting methods used in these works, Weidmann ([22]) proved the diagonalizability result for $\mathcal{C}_{p}$ with $p>2$.

A normal operator $N$ can be written as $N=A_{1}+i A_{2}$, where $A_{1}, A_{2}$ are two commutative (i.e. $A_{1} A_{2}-A_{2} A_{1}=0$ ) selfadjoint operators. Then the problem is naturally generalized to a similar problem for a commutative $N$-tuple of selfadjoint operators. Let $N \in \mathbb{N}$. We say that $\boldsymbol{A}=\left(A_{1}, \cdots, A_{N}\right)$ is a commutative $N$-tuple of selfadjoint operators when each $A_{j} \in \mathcal{L}$ is selfadjoint and $\left[A_{j}, A_{k}\right]=A_{j} A_{k}-A_{k} A_{j}=0$, $\forall j, k=1, \cdots, N$. When each $A_{j}$ has a pure point spectrum (PPS), we say that $\boldsymbol{A}$ is a commutative $N$-tuple of PPS selfadjoint operators.

In order to simplify the exposition we introduce the following condition $\left(\mathrm{D}_{N}\right)$, where $N \in \mathbb{N}$. The condition $\left(\mathrm{D}_{N}\right)$ is a condition to be imposed on an s.n. ideal $\mathcal{C}$.
$\left(\mathrm{D}_{N}\right)\left\{\begin{array}{l}\text { For any commutative } N \text {-tuple } \boldsymbol{A}=\left\{A_{1}, \cdots, A_{N}\right\} \text { of selfadjoint opera- } \\ \text { tors and } \varepsilon>0 \text { there exists a commutative } N \text {-tuple } \boldsymbol{D}=\left\{D_{1}, \cdots, D_{N}\right\} \\ \text { of PPS self-adjoint operators such that } A_{j}-D_{j} \in \mathcal{C} \text { and }\left\|A_{j}-D_{j}\right\|_{\mathcal{C}}<\varepsilon, \\ j=1, \cdots, N .\end{array}\right.$
It is not difficult to see that, if $D_{j}, j=1, \cdots, N$, are PPS and satisfy $\left[D_{j}, D_{k}\right]=0$, then they are simultaneously diagonalizable. In other words, there exists a CONS $\left\{\psi_{k}\right\}$ and $\lambda_{k}^{j} \in \mathbf{R}$ such that $D_{j}=\sum_{k=1}^{\infty} \lambda_{k}^{j}\left(\cdot, \psi_{k}\right) \psi_{k}$. Thus, $\left(\mathrm{D}_{N}\right)$ says that, given $N$-tuple $\boldsymbol{A}$, all $A_{j}, j=1, \cdots, N$, are simultaneously diagonalizable modulo arbitrarily small perturbation belonging to $\mathcal{C}$.

As far as we are aware of, the first substantial work about $N$-tuples was done by J. Voigt (1977, [21]). (We mention though that some works forerunning to Voiculescu's work ([16]) to be mentioned below were being done in 1970's (e.g., [15]).)

Theorem 2.7. (Voigt[21, 1977]) Let $N \in \mathbb{N}$ and let $p$ be such that $N<p \leq \infty$. Then $\mathcal{C}_{p}$ satisfies $\left(\mathrm{D}_{N}\right)$.

Theorem 2.7 suggests that, in the case of $N$-tuples, the borderline for the diagonalizability may be $p \sim N$. Starting with [16] (and its forerunners), D. Voiculescu developed a general and extensive theory of diagonalization of $N$-tuples modulo $\mathcal{C}$ and proved that the borderline is in fact $p \sim N$. The borderline, however, is not $\mathcal{C}_{N}$, but is a little smaller ideal $\mathcal{C}_{N}^{-}$introduced in Example 2.3.

The following theorem is a decisive result.
Theorem 2.8. (Voiculescu[16, 1979], Bercovici-Voiculescu[2, 1989]) An s.n. ideal $\mathcal{C}$ satisfies $\left(\mathrm{D}_{N}\right)$ if and only if $\mathcal{C} \backslash \mathcal{C}_{N}^{-} \neq \emptyset$.

Only if part and the statement that $\mathcal{C}_{N}$ and hence any ideal $\mathcal{C} \supset \mathcal{C}_{N}$ satisfy $\left(\mathrm{D}_{N}\right)$ were established in [16]. The remaining gap was filled in [2].

Remark. 1. Since $\mathcal{C}_{1}^{-}=\mathcal{C}_{1}$, Theorem 2.8 adapted to the case $N=1$ is exactly the same as 4 of Subsubsection 2.2.1 as statement. However, it is mentioned in [18] that the method used to prove Theorem 2.8 is only effective for $N \geq 2$.
2. In the course of the proof of "only if part" of Theorem 2.8 it is proved that $\boldsymbol{A}$ is diagonalizable modulo $\mathcal{C}_{N}^{-}$if and only if the absolutely continuous part of $\boldsymbol{A}$ is absent (cf. [16, Proposition 4.1, Theorem 4.5]). This corresponds to the result of Carey-Pincus ( $N=1$ ) mentioned in 5 of Subsubsection 2.2.1.

Voigt's approach (BSWV method) is of spectral theoretic nature, while Voiculescu's theory is of more operator algebraic nature. In the latter, probably, the method is as important as the result. Let $\mathcal{R}^{+}=\{A \in \mathcal{R}(\mathfrak{H}) \mid A$ is selfadjoint, $0 \leq A \leq I\}$. Let $\boldsymbol{A}=\left\{A_{1}, \cdots, A_{N}\right\}$ be a commutative $N$-tuple of selfadjoint operators and let $\mathcal{C}$ be a
norm ideal. In Voiculescu's theory an invariant defined as

$$
k_{\mathcal{C}}(\boldsymbol{A})=\liminf _{R \in \mathcal{R}^{+}}\left\{\max _{1 \leq j \leq N}\left\{\left\|\left[R, A_{j}\right]\right\| \mathcal{C}\right\}\right\}
$$

(in Voiculescu's notation $k_{\Phi}$ ) plays an important role not only in the diagonalization theory, but in various further developments. We only quote here the following crucial link between $k_{\mathcal{C}}(\boldsymbol{A})$ and the diagonalization ([16, Corollary 2.6]).
"A commutative $N$-tuple $\boldsymbol{A}$ is diagonalizable in the sense of $\left(\mathrm{D}_{N}\right) \Longleftrightarrow k_{\mathcal{C}}(\boldsymbol{A})=0$ " The germ of this relation may be traced back to a classical work of P. Halmos ([7]).

We cannot write any review of further developments. The reader is referred to [16]-[20] and references cited there. As one of recent related works, we also quote [12].
2.2.3. Diagonalization theorems under functional calculus The relation between $\boldsymbol{A}$ and $\boldsymbol{D}$ in $\left(\mathrm{D}_{N}\right)$ may be written in abbreviation as $\boldsymbol{A}-\boldsymbol{D} \in \boldsymbol{C}$. In "diagonalization theorems under functional calculus", a phrase borrowed from [24], one is interested in the simultaneous diagonalization modulo $\mathcal{C}$ of $f(\boldsymbol{A})$, i.e., $f(\boldsymbol{A})-f(\boldsymbol{D}) \in \mathcal{C}$, and asks for which class of functions $f$ this relation holds. Since 1997 J. Xia has been developing a broad theory on this subject and published a series of works, e.g., [24]-[27].

In [24] Xia introduced the concept of $\mathcal{C}$-discreteness. Apart from some requirement on eigenvectors, the statement that $\boldsymbol{A}$ is $\mathcal{C}$-discrete is essentially equivalent, the author believes, to the statement that there exists a PPS $\boldsymbol{D}$ such that $f(\boldsymbol{A})-f(\boldsymbol{D}) \in \mathcal{C}$ for all Lipschtz continuous $f$. Note that $A_{j}=f_{j}(\boldsymbol{A})$ with $f_{j}\left(\lambda_{1}, \cdots, \lambda_{N}\right)=\lambda_{j}$ so that $\mathcal{C}$-discreteness of $\boldsymbol{A}$ implies that $\boldsymbol{A}$ is diagonalizable modulo $\mathcal{C}$. Then, though not very explicitly stated, Corollary 7.2 of [24] generalizes the "if part" of Theorem 2.8 to a diagonalization theorem under functional calculus.

Our Theorem 4.2 will turn out to be a partial generalization of the above mentioned Xia's result in that the condition on $f$ is relaxed while the condition on $\mathcal{C}$ is strengthened and excludes even $\mathcal{C}_{N}$. It might be possible that one can reach $\mathcal{C}_{N}^{-}$version of Theorem 4.2 by some extension of Xia's method in [24], [27]. But due to heavy technicality in Xia's works we have not been able to investigate it so far. Our Theorem 4.2 is proved by a direct extension of BSWV method and our intention in the present article is to emphasize the simplicity of BSWV method.

So far, we have been concerned only with the problem of diagonalization. This is the problem of instability of continuous spectra under qualitatively "large" perturbation. The theory of wave operators and the stability of absolutely continuous spectra under qualitatively "small" perturbation were also investigated by Voigt ([21]) and Voiculescu ([17]) for commutative $N$-tuples. In this article we do not touch upon these topics and hope we shall be able to come back to them in another occasion.

## $\S 3$. An essay on modulus of continuity

## § 3.1. Definition and basic properties

Throughout this subsection we fix a compact convex set $Q \subset \mathbf{R}^{n}$. We denote by $d(Q)$ the diameter of $Q: d(Q)=\operatorname{diam}(Q)=\sup \{|x-y| \mid x, y \in Q\}$.

Let $C(Q)$ be the set of all continuous functions on $Q$. For $f \in C(Q)$ we put

$$
\begin{equation*}
\omega(\delta)=\omega(\delta ; f)=\sup \{|f(x)-f(y)||x, y \in Q,|x-y| \leq \delta\}, \quad \delta \geq 0 \tag{3.1}
\end{equation*}
$$

and call $\omega(\delta ; f)$ the modulus of continuity of $f$. (In the present paper we stick to this basic definition of modulus of continuity and do not argue about higher order version.)

In what follows we shall summarize useful properties of $\omega(\delta ; f)$. All these are elementary. But, for reader's convenience we shall write down a proof of propositions in 3.2.

The following properties of $\omega(\delta)$ are immediate consequences of definition (3.1):

$$
\omega(\delta) \text { is non-decreasing; } \quad \omega(0)=0 ; \quad \omega(\delta)=\omega(d(Q)) \quad \text { for } \quad \delta \geq d(Q)
$$

Proposition 3.1. $\omega(\delta ; f)$ is a continuous function of $\delta$, i.e., $\omega(\cdot ; f) \in C([0, \infty))$.
Remark. Definition 3.1 works for a general $Q$. As seen from the proof, $\omega(\delta)$ is right continuous for a general compact $Q$, but it is not necessarily left continuous. The convexity of $Q$ is one of convenient sufficient conditions for the left continuity.

In order to characterize functions $\omega(\delta)$ we introduce the following classes of functions:

$$
\begin{align*}
& w \in J_{Q} \stackrel{\text { def }}{\Longleftrightarrow}\left\{\begin{array}{l}
w \in C([0, \infty)) ; \quad w(t) \geq 0 ; \quad w \text { is non-decreasing, } \\
w(0)=0, \quad w(t)=\text { const for } t \geq d(Q),
\end{array}\right. \\
& w \in K_{Q} \stackrel{\text { def }}{\Longleftrightarrow} w \in J_{Q} \text { and } w \text { is concave, } \\
& w \in M_{Q} \stackrel{\text { def }}{\Longleftrightarrow} w \in J_{Q} \text { and } w \text { satisfies the subadditivity relation: } \\
&  \tag{3.2}\\
& \quad w(t+s) \leq w(s)+w(t), \quad t, s \geq 0 .
\end{align*}
$$

Remark. It is easily seen that $K_{Q} \subset M_{Q}$, but the converse inclusion does not hold. An example is $f(\delta)=\delta, 0 \leq \delta \leq 1 ;=1,1 \leq \delta \leq 2 ;=\delta-1,2 \leq \delta \leq 3 ;=2,3 \leq \delta$.

Proposition 3.2. Let $w \in C([0, \infty))$. Then, we have

$$
[\exists f \in C(Q) \quad \text { s. t. } \quad w(\delta)=\omega(\delta ; f)] \Longleftrightarrow w \in M_{Q}
$$

For characterizing the degree of continuity such as Hölder continuity of order $\theta$ it is more convenient to use equivalence classes of functions in $J_{Q}$ rather than functions themselves. Letting $w_{1}, w_{2} \in J_{Q}$, we introduce relations $\prec$ and $\sim$ into $J_{Q}$ and hence into $M_{Q}$ as follows:

$$
\begin{gathered}
w_{1} \prec w_{2} \stackrel{\text { def }}{\Longleftrightarrow}\left[\exists c>0 \quad \text { s. t. } \quad w_{1}(t) \leq c w_{2}(t), \quad \forall t \geq 0\right], \\
w_{1} \sim w_{2} \stackrel{\text { def }}{\Longleftrightarrow}\left[w_{1} \prec w_{2} \quad \text { and } \quad w_{2} \prec w_{1}\right] .
\end{gathered}
$$

Obviously, the relation $\sim$ is an equivalence relation. We denote by $\mathcal{M}_{Q}$ the set of all equivalence classes in $M_{Q}: \mathcal{M}_{Q}=M_{Q} / \sim$. An equivalence class in $\mathcal{M}_{Q}$ is represented by a boldface letter, so that we write like $w \in \boldsymbol{w} \in \mathcal{M}_{Q}$, where $w \in M_{Q}$. We note that the relation $\prec$ in $M_{Q}$ induces a similar relation in $\mathcal{M}_{Q}$.

It is this $\mathcal{M}_{Q}$ whcich will be used as a convenient tool to classify the degree of continuity. We call $\boldsymbol{w} \in \mathcal{M}_{Q}$ an equivalence class of modulus of continuity. For $f \in$ $C(Q)$ we denote by $\boldsymbol{\omega}(f)$ the equivalence class of modulus of continuity to which $\omega(\delta ; f)$ belongs: $\omega(\cdot ; f) \in \boldsymbol{\omega}(f) \in \mathcal{M}_{Q}$.

Let $f \in C(Q)$ and $\boldsymbol{w} \in \mathcal{M}_{Q} . f$ is said to be $\boldsymbol{w}$-continuous, if $\boldsymbol{\omega}(f) \prec \boldsymbol{w}$. The set of all $\boldsymbol{w}$-continuous functions is denoted by $C^{\boldsymbol{w}_{(Q)}}$.

Example 3.3. Let $0<\theta \leq 1$ and let $w_{\theta}(\delta)=\delta^{\theta}, 0 \leq \delta \leq d(Q)$, and $w_{\theta}(\delta)=$ $d(Q)^{\theta}, \delta \geq d(Q)$. Then, $w_{\theta} \in M_{Q}$. Let $\boldsymbol{w}_{\theta}=\boldsymbol{\omega}\left(w_{\theta}\right) . f \in C(Q)$ is $\boldsymbol{w}_{\theta}$-continuous if and only if there exists $c$ such that $\omega(\delta ; f)=\sup _{|x-y| \leq \delta}|f(x)-f(y)| \leq c w_{\theta}(\delta)=c \delta^{\theta}$. This is equivalent to $|f(x)-f(y)| \leq c|x-y|^{\theta}$, the Hölder continuity of order $\theta$ of $f$. (A function Hölder continuous of order $\theta$ is Hölder continuous of order $\theta^{\prime}$ for any $\theta^{\prime} \leq \theta$. This is the reason why we used $\boldsymbol{\omega}(f) \prec \boldsymbol{w}$ rather than $\boldsymbol{\omega}(f)=\boldsymbol{w}$ in the definition of $\boldsymbol{w}$-continuity.)

It is convenient to have some qualitative measures in discussing $\boldsymbol{w}$-continuity. Take $\boldsymbol{w} \in \mathcal{M}_{Q}$ and fix one representative $w \in \boldsymbol{w}$. Let $f \in C(Q)$ and suppose that $f$ is $\boldsymbol{w}$-continuous. Since $\boldsymbol{\omega}(f) \prec \boldsymbol{w}$ by definition, there exist $c>0$ such that $\omega(\delta ; f) \leq$ $c w(\delta), \forall \delta \geq 0$. We define $|f|_{w}$ as the infimum of such $c$, i.e.,

$$
\begin{equation*}
|f|_{w}=\inf \{c \mid \omega(\delta ; f) \leq c w(\delta), \forall \delta \geq 0\}, \quad w \in \boldsymbol{w}, \quad \boldsymbol{\omega}(f) \prec \boldsymbol{w} \tag{3.3}
\end{equation*}
$$

It is readily seen that

$$
\begin{equation*}
|f|_{w}=\sup _{x, y \in Q, x \neq y} \frac{|f(x)-f(y)|}{w(|x-y|)} . \tag{3.4}
\end{equation*}
$$

In particular, in Example $3.3|f|_{w_{\theta}}$ is equivalent to the ordinary $C^{0, \theta}(Q)$ norm of $f$ in a bounded domain $Q$.

These are about all we need later. For its own interest we add two more propositions. In Remark just before Proposition 3.2 we noted that $K_{Q} \varsubsetneqq M_{Q}$. However, for any $w \in M_{Q}$ there exists $\widetilde{w} \in K_{Q}$ such that $w \sim \widetilde{w}$. In other words any $\boldsymbol{w} \in \mathcal{M}_{Q}$ has a concave representative. More precisely, we have the following proposition.

Proposition 3.4. Let $w \in M_{Q}$ and let

$$
\widetilde{W}=\left\{u \in K_{Q}, w(s) \leq u(s), \forall s \geq 0\right\}, \quad \widetilde{w}(t)=\inf \{u(t) \mid u \in \widetilde{W}\}
$$

Then, $\widetilde{W} \neq \emptyset, \widetilde{w} \in K_{Q}$, and

$$
\begin{equation*}
\frac{1}{2} \widetilde{w}(t) \leq w(t) \leq \widetilde{w}(t), \quad \forall t \geq 0 \tag{3.5}
\end{equation*}
$$

We remark that an exposition relevant to Proposition 3.4 can be found in [1].
The following proposition shows that, for classifying the degree of continuity of $f$, only the values of $\omega(\delta, f)$ at $\delta \sim 0$ matter.

Proposition 3.5. Let $w_{1}, w_{2} \in M_{Q}$. If there exists a natural number $J$ such that

$$
\begin{equation*}
w_{1}\left(2^{-j}\right)=w_{2}\left(2^{-j}\right), \quad \forall j \geq J \tag{3.6}
\end{equation*}
$$

then $w_{1} \sim w_{2}$, so that $w_{1}, w_{2}$ belong to the same equivalence class in $\mathcal{M}_{Q}$.
The same statement would be true if $2^{-j}$ is replaced by $a^{-j}, a>0$. We do not know yet if $2^{-j}$ in (3.6) can be replaced by an arbitrary sequence $t_{j}$ such that $t_{j} \searrow 0$.

## § 3.2. Proof of propositions

Proof of Proposition 3.1. Proof of the right continuity. Suppose on the contrary that $d \equiv \lim _{\delta^{\prime} \sqcup \delta} \omega\left(\delta^{\prime}\right)-\omega(\delta)>0$, where $\omega(\delta)=\omega(\delta ; f)$, and hence that $\omega(\delta+1 / n) \geq \omega(\delta)+d$ $\forall n \in \mathbb{N}$. Then, there would exist $x_{n}, y_{n} \in Q$ such that $\left|x_{n}-y_{n}\right| \leq \delta+1 / n$ and $\left|f\left(x_{n}\right)-f\left(y_{n}\right)\right| \geq \omega(\delta)+d-1 / n$. By extracting subsequence for which $x_{n}$ and $y_{n}$ converge, we would readily reach a contradiction. (Here only the compactness of $Q$ and the continuity of $f$ are used.)

Proof of the left continuity. Let $\delta>0$ be fixed. We may assume that $\omega(\delta)>0$, as $\omega(\delta)=0$ would imply that $f(x)$ and hence $\omega(\delta)$ are identically zero. Fix an $\varepsilon$ such that $0<\varepsilon<\omega(\delta)$ and take $x, y \in Q$ such that $|x-y| \leq \delta$ and $|f(x)-f(y)| \geq \omega(\delta)-\varepsilon / 2$. Note that the last relation implies $x \neq y$. Let $\overline{(x y)}$ be the open line segment joining $x$ and $y$. Since $f$ is continuous, we can take $x^{\prime} \in \overline{(x y)}$ such that $\left|f\left(x^{\prime}\right)-f(x)\right|<\varepsilon / 2$. Put $\eta=\left|x^{\prime}-x\right|$. Since $Q$ is convex, $\overline{(x y)} \subset Q$ so that $x^{\prime} \in Q$. Furthermore, $\left|x^{\prime}-y\right|=$ $|x-y|-\eta \leq \delta-\eta$ and $\left|f\left(x^{\prime}\right)-f(y)\right| \geq|f(x)-f(y)|-\left|f(x)-f\left(x^{\prime}\right)\right| \geq \omega(\delta)-\varepsilon$.

These imply that $\omega(\delta-\eta) \geq \omega(\delta)-\varepsilon$. Since $\omega(\delta)$ is non-decreasing, this proves the left continuity.

Proof of Proposition 3.2. Proof of $\Longrightarrow \quad$ Write as $w(t)=\omega(t ; f)$. It is obvious that $w \in J_{Q}$. We verify (3.2). Let $\varepsilon>0$. Then, there exist $x, y \in Q$ such that $|x-y| \leq t+s$ and $|f(x)-f(y)| \geq w(t+s)-\varepsilon .|x-y| \leq t+s$ implies the existence of $z \in \overline{x y}$ such that $|x-z| \leq t,|z-y| \leq s$. Since $Q$ is convex, $z \in Q$. Hence we see that $w(t+s)-\varepsilon \leq|f(x)-f(z)|+|f(z)-f(y)| \leq w(t)+w(s)$. Since $\varepsilon$ is arbitrary, (3.2) is verified.

Proof of $\Longleftarrow$ Since $Q$ is compact, there exist $a, b \in Q$ such that $|a-b|=d(Q)$. Introduce a new coordinate system into $\mathbf{R}^{N}$ by taking $a$ as the origin and the direction of the vector $\overrightarrow{a b}$ as the positive direction of the $x_{1}$ axis. Let $x^{\prime}$ be the coordinate in the plane perpendicular to $\overrightarrow{a b}$ and express $x \in \mathbf{R}^{N}$ as $x=\left(x_{1}, x^{\prime}\right)$. Then, $a=(0,0)$ and $b=(d(Q), 0)$. Note that $Q$ sits between two hyperplanes $x_{1}=0$ and $x_{1}=d(Q)$.

Given $w \in M_{Q}$, we define $f \in C(Q)$ as $f(x)=f\left(x_{1}, x^{\prime}\right)=w\left(x_{1}\right)$ and prove that $w(\delta)=\omega(\delta ; f)$. It suffices to prove this for $0 \leq \delta \leq d(Q)$. We have $\omega(\delta ; f) \geq w(\delta)$, because $\omega(\delta ; f) \geq|f(\delta, 0)-f(0,0)|=w(\delta)$. Next, let $x, y \in Q$ and suppose that $|x-y| \leq \delta$. We may assume that $x_{1} \leq y_{1}$ Then, $0 \leq y_{1}-x_{1} \leq \delta$ and $|f(x)-f(y)|=$ $w\left(y_{1}\right)-w\left(x_{1}\right) \stackrel{(*)}{\leq} w\left(y_{1}-x_{1}\right) \leq w(\delta)$, where the inequality marked ${ }^{(*)}$ follows from (3.2). This proves that $\omega(\delta ; f) \leq w(\delta)$.

Proof of Proposition 3.4. That $\widetilde{W} \neq \emptyset$ and $\widetilde{w} \in K_{Q}$ are immediately seen. The second inequality of (3.5) is obvious. To prove the first it suffices to show that

$$
[w(a)<\widetilde{w}(a), \quad 0<a<d(Q)] \Longrightarrow \widetilde{w}(a)<2 w(a) .
$$

We first show that

$$
\begin{equation*}
w(t) \leq w(a)\left(\frac{t}{a}+1\right), \quad t \geq a \tag{3.7}
\end{equation*}
$$

In fact, writing as $t=N a+r, N \in \mathbb{N} \cup\{0\}, 0 \leq r<a$, and using (3.2) repeatedly, we see that $w(t) \leq w((N+1) a) \leq(N+1) w(a)=(t / a-r / a+1) w(a) \leq(t / a+1) w(a)$.

Since $w(a)<\widetilde{w}(a)$, we can find maximum $a_{1}$ such that $a_{1}<a$ and $w\left(a_{1}\right)=\widetilde{w}\left(a_{1}\right)$ and minimum $a_{2}$ such that $a<a_{2}$ and $w\left(a_{2}\right)=\widetilde{w}\left(a_{2}\right)$. In the $t-w$ plane put $\mathrm{P}=$ $(a, w(a)), \mathrm{Q}=(a, \widetilde{w}(a)), \mathrm{R}=\left(a_{1}, w\left(a_{1}\right)\right)=$ $\left(a_{1}, \widetilde{w}\left(a_{1}\right)\right), \mathrm{S}=\left(a_{2}, w\left(a_{2}\right)\right)=\left(a_{2}, \widetilde{w}\left(a_{2}\right)\right)$ (see Figure). In $\left[a_{1}, a_{2}\right]$ the curve RPS represents the graph of $w=w(t)$ and the line segment $\overline{\mathrm{RS}}$ represents the graph of $w=\widetilde{w}(t)$. Q must lie on $\overline{\mathrm{RS}}$.


Let $l$ be the line represented by $w=w(a)(t / a+1)$. Then, by (3.7) we see that S lies below $l$. Since $w(t)$ is nondecreasing, R also lies below $l$ (see Figure). Hence, $\mathrm{Q} \in \overline{\mathrm{RS}}$ must lie below $l$, which implies that $\widetilde{w}(a)<2 w(a)$.

Proof of Proposition 3.5. For $t \geq 2^{-J}$ we have $w_{2}\left(2^{-J}\right) / w_{1}(d(Q)) \leq w_{2}(t) / w_{1}(t) \leq$ $w_{2}(d(Q)) / w_{1}\left(2^{-J}\right)$. For $2^{-(j+1)} \leq t \leq 2^{-j}, j \geq J$ we see that

$$
\frac{w_{1}\left(2^{-(j+1)}\right)}{w_{1}\left(2^{-j}\right)}=\frac{w_{2}\left(2^{-(j+1)}\right)}{w_{1}\left(2^{-j}\right)} \leq \frac{w_{2}(t)}{w_{1}(t)} \leq \frac{w_{2}\left(2^{-j}\right)}{w_{1}\left(2^{-(j+1)}\right)}=\frac{w_{1}\left(2^{-j}\right)}{w_{1}\left(2^{-(j+1)}\right)}
$$

Since $w_{1}\left(2^{-j}\right)=w_{1}\left(2^{-(j+1)}+2^{-(j+1)}\right) \leq 2 w_{1}\left(2^{-(j+1)}\right)$ by (3.2), we see that the right hand side is not greater than 2 and the left hand side is not smaller than $1 / 2$. Thus, we are done.

## § 4. How far one can go by BSWV method

## §4.1. Spectral measures

Let $(\Omega, \mathcal{B})$ be a measurable space. A mapping $E$ from $\mathcal{B}$ to $\mathcal{P}$ is called a spectral measure on $(\Omega, \mathcal{B})$, if (i) $E$ is strongly $\sigma$-additive, that is,

$$
\left[\omega_{j} \in \mathcal{B}, j \in \mathbb{N}, \omega_{j} \cap \omega_{k}=\emptyset, j \neq k\right] \Longrightarrow\left[E\left(\cup_{j=1}^{\infty} \omega_{j}\right) u=\sum_{j=1}^{\infty} E\left(\omega_{j}\right) u, \forall u \in \mathfrak{H}\right]
$$

and (ii) $E(\Omega)=I$. ( $I$ is the identity operator in $\mathfrak{H}$.) When we need to specify $\mathfrak{H}$, we call $E$ an $\mathfrak{H}$-spectral measure. (The reader is referred to [4, Chapter 5] for a systematic exposition of spectral measures on general measurable space.)

Spectral measures which have pure point spectrum (PPS) will be an important ingredient in the present paper. A spectral measure $E$ on $(\Omega, \mathcal{B})$ is said to be a PPS spectral measure if there exists a sequence $\xi_{k} \in \Omega$ and a CONS $\left\{\varphi_{k}\right\}$ of $\mathfrak{H}$ such that $E(\omega), \omega \in \mathcal{B}$, is the orthogonal projection onto the closed subspace of $\mathfrak{H}$ spanned by all $\varphi_{k}$ such that $\xi_{k}$ belongs to $\omega$, that is

$$
\begin{equation*}
E(\omega)=P_{\text {c.l.h. }\left\{\varphi_{k} \mid \xi_{k} \in \omega\right\}}, \tag{4.1}
\end{equation*}
$$

where c.l.h. $\mathfrak{S}$ denotes the closed linear hull of a set $\mathfrak{S} \subset \mathfrak{H}$. (Note that the sequence $\xi_{k}$ may contain the same point repeatedly.) Formally, (4.1) may be written as

$$
E=\sum_{k} \delta_{\xi_{k}} P_{\left\{\alpha \varphi_{k} \mid \alpha \in \mathbf{C}\right\}}
$$

Functional calculus with respect to a spectral measure For a spectral measure $E$ on $(\Omega, \mathcal{B})$ and a function $f$ on $\Omega$ the operator $f(E)$ is defined as in the case of spectral measures on $\mathbf{R}$. In the present paper we only consider the case that $f$ is bounded. The following is a quick review.

Let $L^{\infty}(\Omega)$ be the set of all $\mathcal{B}$-measurable bounded functions on $\Omega$ and put $\|f\|_{\infty}=$ ess- $\sup _{\lambda \in \Omega}|f(\lambda)|$. For fixed $u, v \in \mathfrak{H}$,

$$
\begin{equation*}
\rho_{u, v}(\omega)=\rho_{u, v ; E}(\omega)=(E(\omega) u, v), \quad \omega \in \mathcal{B}, \tag{4.2}
\end{equation*}
$$

defines a complex measure on $(\Omega, \mathcal{B})$. We write as $\rho_{u}=\rho_{u, u} . \rho_{u}$ is a bounded measure on $\Omega$. $\rho_{u, v}$ satisfies $\left|\rho_{u, v}(\omega)\right| \leq\|u\|\|v\|$ and it follows that $\left|\int_{\Omega} f(\lambda) d \rho_{u, v}(\lambda)\right| \leq\|f\|_{\infty}\|u\|\|v\|$. Therefore, for $f \in L^{\infty}(\Omega)$, the formula

$$
\begin{equation*}
(f(E) u, v)=\int_{\Omega} f(\lambda) d \rho_{u, v}(\lambda), \quad u, v \in \mathfrak{H} \tag{4.3}
\end{equation*}
$$

defines an operator $f(E) \in \mathcal{L}$ and $\|f(E)\| \leq\|f\|_{\infty}$. It is easily verified that the mapping $f \longmapsto \mathcal{L}(\mathfrak{H})$ satisfies the basic formulas of functional calculus:

$$
\begin{equation*}
(\alpha f+\beta g)(E)=\alpha f(E)+\beta g(E), \quad(f g)(E)=f(E) g(E), \quad \bar{f}(E)=f(E)^{*} \tag{4.4}
\end{equation*}
$$

By taking $f=\chi_{\omega}$, where $\chi_{\omega}$ is the characteristic function of $\omega$, and noting (4.2), we see that $\left(\chi_{\omega}(E) u, v\right)=\int_{\Omega} \chi_{\omega}(\lambda) d \rho_{u, v}(\lambda)=\rho_{u, v}(\omega)=(E(\omega) u, v)$, and hence

$$
\begin{equation*}
\chi_{\omega}(E)=E(\omega) \tag{4.5}
\end{equation*}
$$

## $\S 4.2$ Decomposition into direct sum of simple spectral measures

This subsection is a short description of the direct sum decomposition similar to the so-called Hellinger-Hahn decomposition in the spectral theory of selfadjoint operators.

Simple spectral measure Let $(\Omega, \mathcal{B}, \rho)$ be a finite measure space and let $\mathfrak{H}=$ $L^{2}(\Omega, \rho)$. For $f \in L^{\infty}(\Omega)$ we denote by $M_{f}$ the operator of multiplication by $f$ : $M_{f} u(\lambda)=f(\lambda) u(\lambda), \forall u \in L^{2}(\Omega, \rho)$. Let $E_{\chi}$ be the family of operators defined as

$$
E_{\chi}(\omega)=M_{\chi_{\omega}}, \quad \omega \in \mathcal{B} .
$$

Then, it is easily verified that $E_{\chi}$ is a $L^{2}(\Omega, \rho)$-spectral measure on $(\Omega, \mathcal{B})$.
An $\mathfrak{H}$-spectral measure $E$ on $(\Omega, \mathcal{B})$ is said to be a simple spectral measure if there exists a measure $\rho$ on $(\Omega, \mathcal{B})$ such that $E$ is unitarily equivalent to the $L^{2}(\Omega, \rho)$-spectral measure $E_{\chi}$ on $(\Omega, \mathcal{B})$.

Simple part of $E$ generated by $u$. Let $E$ be an $\mathfrak{H}$-spectral measure. Fixing $u \in \mathfrak{H}$, $u \neq 0$, we put

$$
\mathfrak{H}(u ; E)=\text { c.l.h. }\left\{f(E) u \mid f \in L^{\infty}(\Omega)\right\} .
$$

From (4.3) and (4.4) it follows that

$$
\begin{equation*}
\|f(E) u\|^{2}=\left(|f|^{2}(E) u, u\right)=\int_{\Omega}|f(\lambda)|^{2} d \rho_{u}(\lambda) \tag{4.6}
\end{equation*}
$$

Since $L^{\infty}(\Omega)$ is dense in $L^{2}\left(\Omega, \rho_{u}\right)$, we see by (4.6) that the mapping

$$
L^{\infty}(\Omega) \ni f \longmapsto f(E) u \in \mathfrak{H}(u ; E)
$$

can be extended uniquely to a unitary operator

$$
U: L^{2}\left(\Omega, \rho_{u}\right) \longrightarrow \mathfrak{H}(u ; E) .
$$

Since $E(\omega) f(E)=\left(\chi_{\omega} f\right)(E)$ by (4.4) and (4.5), $u \in \mathfrak{H}(u ; E)$ implies that $E(\omega) u \in$ $\mathfrak{H}(u ; E)$. Thus, the spectral measure $E$ is reduced by $\mathfrak{H}(u ; E)$. This means that the restriction of $E$ to $\mathfrak{H}(u ; E)$ is an $\mathfrak{H}(u ; E)$-spectral measure on $(\Omega, \mathcal{B})$. We denote this spectral measure by $E_{u}$. Then we have

$$
\begin{equation*}
E_{u}(\omega)=U M_{\chi \omega} U^{-1}, \quad E_{u}=U E_{\chi} U^{-1} \tag{4.7}
\end{equation*}
$$

Hence, $E_{u}$ in $\mathfrak{H}(u ; E)$ is unitarily equivalent to $E_{\chi}$ in $L^{2}\left(\Omega, \rho_{u}\right)$, so that $E_{u}$ is a simple spectral measure. We call the pair $\left(\mathfrak{H}(u ; E), E_{u}\right)$ a spectrally simple part of $(\mathfrak{H}, E)$ generated by $u$.

Decomposition into a direct sum of spectrally simple parts Take $u_{1} \in \mathfrak{H}$, $u_{1} \neq 0$, and put

$$
\mathfrak{H}_{1}=\mathfrak{H}\left(u_{1} ; E\right), \quad E_{1}=E_{u_{1}}=E \upharpoonright_{\mathfrak{H}_{1}} .
$$

By (4.7) $E_{1}$ in $\mathfrak{H}_{1}$ is unitarily equivalent to $E_{\chi}$ in $L^{2}\left(\Omega, \rho_{u_{1}}\right)$, or $\left(\mathfrak{H}_{1}, E_{1}\right)$ is a spectrally simple part of $(\mathfrak{H}, E)$ generated by $u_{1}$.

If $\mathfrak{H}_{1}=\mathfrak{H}$, our construction of the decomposition ends here. Otherwise, take $u_{2} \in \mathfrak{H} \ominus \mathfrak{H}_{1}, u_{2} \neq 0$. Since $E$ is reduced by $\mathfrak{H}_{1}$ and hence by $\mathfrak{H} \ominus \mathfrak{H}_{1}$, we can repeat the same construction as before to obtain $\mathfrak{H}_{2}=\mathfrak{H}\left(u_{2}, E \upharpoonright_{\mathfrak{H} \ominus \mathfrak{H}_{1}}\right), E_{2}=E \upharpoonright_{\mathfrak{H}_{2}}$. The spectral measure $E_{2}$ in $\mathfrak{H}_{2}$ is unitarily equivalent to the spectral measure $E_{\chi}$ in $L^{2}\left(\Omega, \rho_{u_{2}}\right)$.

Continuing this process, we obtain the following proposition.
Proposition 4.1. Let $\mathfrak{H}$ be a separable Hilbert space and let $E$ be an $\mathfrak{H}$-spectral measure on $(\Omega, \mathcal{B})$. Then, $\mathfrak{H}$ is decomposed as

$$
\begin{equation*}
\mathfrak{H}=\sum_{n=1}^{M} \oplus \mathfrak{H}_{n}=\sum_{n=1}^{M} \oplus \mathfrak{H}\left(u_{n}, E\right), \quad \text { either } M \in \mathbb{N} \text { or } M=\infty \tag{4.8}
\end{equation*}
$$

Each $\mathfrak{H}_{n}=\mathfrak{H}\left(u_{n}, E\right)$ reduces $E$ and

$$
E_{n} \equiv E \upharpoonright_{\mathfrak{H}_{n}} \text { in } \mathfrak{H}_{n} \sim E_{\chi} \text { in } L^{2}\left(\Omega ; \rho_{u_{n}}\right) \quad \text { (unitary equivalence) }
$$

In short, $(\mathfrak{H}, E)$ is decomposed into a direct sum of (mutually orthogonal) spectrally simple parts $\left(\mathfrak{H}_{n}, E_{n}\right)$.

Remark. In the Hellinger-Hahn decomposition $(N=1)$ it is further required that the support of $\rho_{u_{n}}$ is non-increasing. In the present paper we do not do that.

Equivalence of spectral measures on $\mathbb{R}^{n}$ and commutative $N$-tuples Let $E$ be a spectral measure on $\mathbb{R}^{n}$ with compact support. Then

$$
\begin{equation*}
\boldsymbol{A}=\left(A_{1}, \cdots, A_{N}\right), \quad A_{j}=\int_{\mathbb{R}^{n}} \lambda_{j} d E(\lambda) \tag{4.9}
\end{equation*}
$$

is a commutative $N$-tuple of bounded selfadjoint operators. Conversely, suppose that commutative bounded selfadjoint operators $A_{j}=\int_{\mathbb{R}} \lambda d E_{j}(\lambda), j=1, \cdots N$, are given. Then, $E_{j}$ 's are mutually commutative and one can construct the product spectral measure $E$ of $E_{1}, \cdots, E_{N}$ (cf. [4]). With this $E$ relation (4.9) holds. Thus, the problem of diagonalization of commutative $N$ tuples is equivalent to the problem of the diagonalization of spectral measures.

## § 4.3. Results

The subject of our investigation is a spectral measure on $\mathbf{R}^{N}, N \geq 1$. In the present paper we consider only spectral measures with a compact support. This is for simplicity and generalization to general spectral measures will be immediate.

By an immediate extension of the proof of Theorem 2.7 we see that $f(\boldsymbol{A})$ is diagonalizable modulo $\mathcal{C}_{p}, p>N$, if $f$ is Lipschitz continuous, a special case of Xia's result mentioned in 2.2.3. Similarly, we can easily show that $f(\boldsymbol{A})$ is diagonalizable modulo $\mathcal{C}_{p}, p>N / \theta$, if $f$ is Hölder continuous of order $\theta, 0<\theta \leq 1$. This suggests that as the degree of the continuity of $f$ becomes weaker we need a bigger $\mathcal{C}$ for the diagonalization modulo $\mathcal{C}$. We use the modulus of continuity to express the degree of continuity of $f$ and the quantity $\nu_{\mathcal{C}}$ difined by (2.1) the bigness of $\mathcal{C}$. A typical condition is

$$
\sum_{j=1}^{\infty} \nu_{\mathcal{C}}\left(2^{j N}\right) w\left(2^{-j}\right)<\infty
$$

As we shall strive for a broad range of simultaneous diagonalizability and a uniform estimate by the quantity $|f|_{w}$ introduced by (3.3), our theorem will have a little complicated appearance.

## Main theorem

Theorem 4.2. Let $E$ be a spectral measure in $\mathbf{R}^{n}$ with $\operatorname{supp}(E) \subset Q$, where $Q$ is a closed cube in $\mathbf{R}^{n}$. Let $\left\{\eta_{j}\right\}, \eta_{j}>0$, be a sequence of positive numbers such that $\sum_{j=1}^{\infty} \eta_{j}<\infty$. Let $\varepsilon>0$. Then there exists a PPS spectral measure $E_{0}$ in $\mathbf{R}^{n}$, depending only on $E,\left\{\eta_{j}\right\}$, and $\varepsilon$, which has the following property.

If an s.n. ideal $\mathcal{C}$ and a representative $w \in \boldsymbol{w}$ of an equivalence class $\boldsymbol{w}$ of modulus of continuity satisfy

$$
\begin{equation*}
\nu_{\mathcal{C}}\left(2^{j N}\right) w\left(2^{-j}\right) \leq \eta_{j}, \tag{4.10}
\end{equation*}
$$

then $f(E)-f\left(E_{0}\right) \in \mathcal{C}$ for all $\boldsymbol{w}$-continuous function $f$ and the estimate

$$
\begin{equation*}
\left\|f(E)-f\left(E_{0}\right)\right\|_{\mathcal{C}} \leq \varepsilon|f|_{w}, \quad \forall f \in C^{\boldsymbol{w}}(Q), \tag{4.11}
\end{equation*}
$$

holds, where $|f|_{w}$ is defined by (3.3).
Let $a_{j}>0, b_{j}>0$ be two sequences of positive numbers. We write $a_{j} \lesssim b_{j}$ if there exists $c>0$ such that $a_{j} \leq c b_{j}, \forall j \in \mathbb{N}$.

Corollary 4.3. Let $E$ and $\left\{\eta_{j}\right\}$ be as in Theorem 4.2. Then, there exists a PPS spectral measure $E_{0}$ in $\mathbf{R}^{n}$, depending only on $E$ and $\left\{\eta_{j}\right\}$, which has the following property.

If an s.n. ideal $\mathcal{C}$ and an equivalence class of modulus of continuity $\boldsymbol{w} \in \mathcal{M}_{Q}$ satisfy

$$
\begin{equation*}
\nu_{\mathcal{C}}\left(2^{j N}\right) w\left(2^{-j}\right) \lesssim \eta_{j} \quad \text { for one or equivalently all } w \in \boldsymbol{w} \tag{4.12}
\end{equation*}
$$

then $f(E)-f\left(E_{0}\right) \in \mathcal{C}$ for all $\boldsymbol{w}$-continuous functions $f$.
Proof of Corollary. Take $\varepsilon=1$ in Theorem 4.2 and construct $E_{0}$. Assumption (4.12) implies that certain representatives $w$ of $\boldsymbol{w}$ satisfy (4.10). Apply the theorem to conclude that $f(E)-f\left(E_{0}\right) \in \mathcal{C}$.

Example 4.4. Let us consider the pair $\left(\mathcal{C}_{p}, \boldsymbol{w}_{\theta}\right)$ with $1 \leq p<\infty, 0<\theta \leq 1$. (For $\mathcal{C}_{p}$ and $\boldsymbol{w}_{\theta}$ see Examples 2.2, 3.3.) As a representative of $\boldsymbol{w}_{\theta}$ we take $w_{\theta}(\delta)=\delta^{\theta}$. Then, $C \boldsymbol{w}_{\theta}$ is equal to $C^{0, \theta}$, the set of all Hölder continuous functions of order $\theta$. For $f \in C^{0, \theta}(Q)$ we put $\|f\|_{\theta}=|f|_{w_{\theta}}$. As was mentioned after (3.4) $\|f\|_{\theta}$ is equivalent to the $C^{0, \theta}$-norm of $f$.

We have $\nu_{\mathcal{C}_{p}}\left(2^{j N}\right) w_{\theta}\left(2^{-j}\right)=2^{-j(\theta-N / p)}$. If $p$ and $\theta$ satisfies $\theta-N / p \geq \beta>0$, then the right hand side is majorized by $2^{-\beta j}$. Therefore, by taking $\eta_{j}=2^{-\beta j}$ and applying Theorem 4.2, we conclude that the following statement holds.

For any $\varepsilon>0$ and $\beta, 0<\beta<1$, there exists a PPS spectral measure $E_{0}$ such that

$$
f(E)-f\left(E_{0}\right) \in \mathcal{C}_{p}, \quad\left\|f(E)-f\left(E_{0}\right)\right\|_{\mathcal{C}_{p}} \leq\|f\|_{\theta} \varepsilon
$$

as long as $p \geq N /(\theta-\beta)>0$.
In particular, if $p>N / \theta$, we can find a PPS spectral measure $E_{0}$ such that $f(E)-$ $f\left(E_{0}\right) \in \mathcal{C}_{p}$ for all $f$ which is Hölder continuous of order $\theta$. This result with $\theta=1$ is the case of Lipschitz continuous $f$ and corresponds to Theorem 2.7.

## § 5. Proof of Theorem 4.2

## §5.1. CONS associated to graded decompositions

We shall mimic the proof of Theorem 2.1 of [21]. In that proof the use of a CONS associated to dyadic decompositions of the unit cube in $\mathbb{R}^{N}$ plays a crucial role. In this subsection we shall reproduce construction of [21] in an abstract setting (cf. 5.1.1 and 5.1.2) and recapture Voigt's CONS associated to dyadic decomposition in 5.1.3. One slight difference is that the first grade ( $\mathcal{G}_{0}$ in the following notation) consists of a single element in [21] while here it is not necessarily so. This small change will facilitate the following discussion.
5.1.1. Graded decompositions of $\Omega$. For a while we shall work in a measurable space $(\Omega, \mathcal{B})$. Suppose that there is given a sequence of decompositions $\mathcal{G}_{0}, \mathcal{G}_{1}, \cdots$ of $\Omega$ into a finite number of subsets so that $\mathcal{G}_{j+1}$ is a sub-decomposition of $\mathcal{G}_{j}$. More precisely, we suppose that for every $j \in \mathbb{N} \cup\{0\}$ there is given a collection

$$
\mathcal{G}_{j}=\left\{Q_{k}^{j} \in \mathcal{B} \mid k=1,2, \cdots, r_{j}\right\}, \quad r_{j}=\left|\mathcal{G}_{j}\right| \in \mathbb{N}, \quad Q_{k}^{j} \neq \emptyset,
$$

of finite number of subsets of $\Omega$ such that for each fixed $j \in \mathbb{N} \cup\{0\}$ the set $\Omega$ is a disjoint union of $Q_{k}^{j}$, i.e.

$$
\begin{equation*}
\Omega=\bigcup_{k=1}^{r_{j}} Q_{k}^{j}, \quad Q_{k}^{j} \cap Q_{l}^{j}=\emptyset, \quad k \neq l . \tag{5.1}
\end{equation*}
$$

(For later convenience we let the suffix $j$ start from $j=0$ rather than $j=1$.) Moreover, we suppose that $\mathcal{G}_{j+1}$ is a sub-decomposition of $\mathcal{G}_{j}, j \in \mathbb{N} \cup\{0\}$, i.e., each $Q_{k}^{j}$ is a (disjoint) union of some of $Q_{m}^{j+1}$. More precisely, this can be expressed as follows. (i) $r_{j+1} \geq r_{j}$ and (ii) $\left\{1,2, \cdots, r_{j+1}\right\}$ is divided into a disjoint union of $r_{j}$ non-empty subsets $I_{m}^{j+1}$ so that

$$
\left\{1,2, \cdots, r_{j+1}\right\}=\bigcup_{m=1}^{r_{j}} I_{m}^{j+1}, \quad I_{m}^{j+1} \neq \emptyset, \quad I_{m}^{j+1} \cap I_{l}^{j+1}=\emptyset, \quad m \neq l
$$

$$
Q_{k}^{j}=\bigcup_{m \in I_{k}^{j+1}} Q_{m}^{j+1} . \quad \text { (disjoint union) }
$$

We write

$$
\mathcal{G}=\bigcup_{j=0}^{\infty} \mathcal{G}_{j}
$$

and call $\mathcal{G}$ a league of graded decompositions of $\Omega$. In abbreviation we write LGD for league of graded decompositions.
5.1.2. Construction of a CONS associated to an LGD Let $(\Omega, \mathcal{B}, \mu)$ be a finite measure space $(0<\mu(\Omega)<\infty)$ and let $\mathcal{G}=\bigcup_{j} \mathcal{G}_{j}$ be an LGD of $(\Omega, \mathcal{B})$. Following [21], we shall construct an ONS of $L^{2}(\Omega, \mathcal{B}, \mu)=L^{2}(\Omega)$ associated to $\mathcal{G}$.
$\mathcal{G}_{0}$ plays a special role and subcubes $Q_{k}^{0} \in \mathcal{G}_{0}$ appear twice in the construction. First we consider the family of functions $\left\{\chi_{Q_{k}^{0}}\right\}_{k=1, \cdots, r_{0}}$. From this family we omit those $\chi$ which are 0 in $L^{2}(\Omega)$ and normalize others as $\chi_{Q_{k}^{0}} /\left\|\chi_{Q_{k}^{0}}\right\|$. Since $\chi_{Q_{k}^{0}}$ are mutually orthogonal, we thus obtain an ONS which we denote by $\Theta^{0}$. (Clearly, $\Theta^{0} \neq \emptyset$.)

We next construct an ONS $\Theta_{k}^{j}, j \in \mathbb{N} \cup\{0\}, k=1, \cdots, r_{j}$, associated to $Q_{k}^{j}$. (Note that $j=0$ appears again.) We start from the family of functions

$$
\begin{equation*}
\left\{\chi_{Q_{k}^{j}}\right\} \cup\left\{\chi_{Q_{m}^{j+1}} \mid m \in I_{k}^{j+1}\right\} \tag{5.2}
\end{equation*}
$$

namely, the set of the characteristic function of $Q_{k}^{j}$ itself and those of all $Q_{m}^{j+1}$ that are members of the decomposition of $Q_{k}^{j}$ in $\mathcal{G}_{j+1}$. Let $s_{k}^{j}$ be the dimension of the linear subspace of $L^{2}(\Omega)$ spanned by functions appearing in (5.2). Since $\chi_{Q_{k}^{j}}=\sum_{m \in I_{k}^{j+1}} \chi_{Q_{m}^{j+1}}$ and $\chi_{Q_{m}^{j+1}}$ are mutually orthogonal for different $m, s_{k}^{j}$ is the number of non-zero (in $L^{2}$ ) functions among $\chi_{Q_{m}^{j+1}}$ with $m \in I_{k}^{j+1}$.

We set

$$
\Theta_{k}^{j}=\emptyset, \quad \text { if } \quad s_{k}^{j}=0 \quad \text { or } \quad 1
$$

When $s_{k}^{j} \geq 2$ we apply the Schmidt orthogonalization process to the family of all functions appearing in (5.2) in such a way that the first element of the resulting ONS is $\chi_{Q_{k}^{j}} /\left\|\chi_{Q_{k}^{j}}\right\|$. Remove $\chi_{Q_{k}^{j}} /\left\|\chi_{Q_{k}^{j}}\right\|$ from that ONS and call the remaining family $\Theta_{k}^{j}$.

We now put

$$
\Theta=\Theta^{0} \bigcup\left(\bigcup_{j \in \mathbb{N} \cup\{0\}} \bigcup_{k=1}^{r_{j}} \Theta_{k}^{j}\right)
$$

The following three properties are immediate consequences of the construction.
(A) $\varphi \in \Theta^{0}$ implies supp $\varphi \subset Q_{k}^{0}$ for some $k$ and $\varphi \in \Theta_{k}^{j}$ implies $\operatorname{supp} \varphi \subset Q_{k}^{j}$.
(B) Any $\varphi \in \Theta_{k}^{j}$ is orthogonal to any function which is constant on $Q_{k}^{j}$.
(C) Let $j \in \mathbb{N}$. Then, $\varphi \in \Theta^{0}$ or $\varphi \in \Theta_{l}^{j^{\prime}}, j^{\prime}<j$, implies $\varphi$ is constant on $Q_{k}^{j}$.

Proposition 5.1. Let $\mathcal{M}$ be the closed subspace of $L^{2}(\Omega)$ spanned by the set $\left\{\chi_{Q_{k}^{j}} \mid j \in \mathbb{N} \cup\{0\}, k=1, \cdots, r_{j}\right\}$. Then, $\Theta$ is a CONS of $\mathcal{M}$.

Proof. (i) Orthogonality. $\Theta_{k_{1}}^{j} \perp \Theta_{k_{2}}^{j}, k_{1} \neq k_{2}$, is obvious by (A). $\Theta^{0} \perp \Theta_{k}^{j}$ and $\Theta_{k}^{j_{1}} \perp \Theta_{m}^{j_{2}}, j_{1} \neq j_{2}$, are immediate consequences of (B) and (C).
(ii) Completeness. Let $\mathcal{M}^{\prime}$ be the closed subspace spanned by all $\varphi \in \Theta$. Then, it suffices to prove that $\mathcal{M}=\mathcal{M}^{\prime}$. It is clear from the construction that any $\varphi \in \Theta$ is a linear combination of functions in $\left\{\chi_{Q_{k}^{j}}\right\}$. Hence, $\mathcal{M}^{\prime} \subset \mathcal{M}$.

To prove $\mathcal{M} \subset \mathcal{M}^{\prime}$ it suffices to show that

$$
\begin{equation*}
\chi_{Q_{k}^{j}} \in \text { l.h. }\{\Theta\}, \quad \forall j \in \mathbb{N} \cup\{0\}, \quad \forall k=1, \cdots, r_{j} \tag{5.3}
\end{equation*}
$$

where l.h. $\{\Theta\}$ is the set of all finite linear combinations of functions in $\Theta$. We shall prove (5.3) by induction in $j$.

For $j=0(5.3)$ is obvious because either $\chi_{Q_{k}^{0}}=0$ in $L^{2}(\Omega)$ or $\chi_{Q_{k}^{0}} /\left\|\chi_{Q_{k}^{0}}\right\| \in \Theta^{0}$. Now, suppose that (5.3) has been proved for a certain $j$. Take a $Q_{k}^{j+1}$. Since $\mathcal{G}_{j+1}$ is a sub-decomposition of $\mathcal{G}_{j}$, there exists a unique $m$ such that $Q_{k}^{j+1} \subset Q_{m}^{j}$. Recall that $\Theta_{m}^{j} \cup\left\{\chi_{Q_{m}^{j}} /\left\|\chi_{Q_{m}^{j}}\right\|\right\}$ is constructed by means of the Schmidt orthogonalization from $\left\{\chi_{Q_{k^{\prime}}^{j+1}}\right\}_{k^{\prime} \in I_{m}^{j+1}} \cup\left\{\chi_{Q_{m}^{j}}\right\}$, of which $\chi_{Q_{k}^{j+1}}$ is a member. This means that $\chi_{Q_{k}^{j+1}} \in$ l.h. $\left\{\Theta_{m}^{j} \cup\left\{\chi_{Q_{m}^{j}}\right\}\right\}$. Since $\chi_{Q_{m}^{j}} \in$ l.h. $\{\Theta\}$ by induction hypothesis, we conclude that $\chi_{Q_{k}^{j+1}} \in$ l.h. $\{\Theta\}$. This completes the proof of (5.3) and hence the proof of Proposition 5.1.

### 5.1.3. Graded dyadic decompositions of the cube $Q_{0}$ and associated CONS

 We now consider the case that $\Omega$ is a unit cube in $\mathbb{R}^{N}: \Omega=Q_{0}=[0,1]^{N}$, and construct decompositions which may be called a league of graded dyadic decompositions (abbr. LGDD). We agree that all cubes are cubes whose sides are parallel to the coordinate axis. For a cube $Q$ we denote by $l(Q)$ the side length of $Q$.As the zeroth step we put $\mathcal{G}_{0}=\left\{Q_{0}\right\}$. In the first step we bisect each side of $Q_{0}$. Then, $Q_{0}$ is decomposed in an obvious way into $2^{N}$ subcubes with $l(Q)=2^{-1}$. (In this decompositions subcubes are half open cubes except those meeting the boundary of $Q_{0}$, to which some portion of the boundary is attached to ensure the validity of (5.1). It would not be necessary to elaborate this point.) In the second step we apply the same procedure to each subcube obtained in the first step. Repeating this procedure, $Q_{0}$ is decomposed at the $j$ th step into $2^{j N}$ subcubes with $l(Q)=2^{-j}$.

We let $\mathcal{G}_{j}$ be the set of all these subcubes $Q_{k}^{j}$ obtained at the $j$ th step and put

$$
\begin{equation*}
\mathcal{G}=\bigcup_{j=0}^{\infty} \mathcal{G}_{j}, \quad \mathcal{G}_{j}=\left\{Q_{k}^{j} \mid k=1,2, \cdots, 2^{j N}\right\} \tag{5.4}
\end{equation*}
$$

It is clear that $\mathcal{G}$ is an LGD of $Q_{0}$. We call subcubes $Q_{k}^{j}$ dyadic subcubes of grade $j$. In this example we have $r_{j}=\left|\mathcal{G}_{j}\right|=2^{j N}$.

More generally, we shall use decompositions which starts from dyadic cubes whose side length is $2^{-J}$. Let $\mathcal{G}_{j}$ be as above. Forming the union from $j=J \in \mathbb{N} \cup\{0\}$, we put

$$
\begin{equation*}
\mathcal{G}^{(J)}=\bigcup_{j=J}^{\infty} \mathcal{G}_{j}, \quad \text { i.e. } \quad \mathcal{G}_{j}^{(J)}=\mathcal{G}_{J+j} . \tag{5.5}
\end{equation*}
$$

$\mathcal{G}^{(J)}$ is also an LGD of $Q_{0} . \mathcal{G}^{(0)}$ coincides with $\mathcal{G}$ of (5.4). (In $\mathcal{G}_{j}^{(J)}$ the superfix distinguishes different LGD's, while the suffix indicates the grade of a decomposition in $\mathcal{G}^{(J)}$.)

CONS associated to $\mathcal{G}^{(J)}$. We next suppose that we have a finite measure $\mu$ on $Q_{0}$ and construct CONS $\Theta^{(J)}$ of $L^{2}\left(Q_{0}, \mu\right)$ associated to $\mathcal{G}^{(J)}$ following the recipe given in 5.1.2. First, for each $Q_{k}^{j}$ of (5.4) we construct an ONS $\Theta_{k}^{j}$ as in 5.1.2. Since each $Q_{k}^{j}$ is decomposed into $2^{N}$ subcubes of grade $j+1$, it follows from the construction that $\left|\Theta_{k}^{j}\right| \leq 2^{N}-1$. Put

$$
\Theta^{J, 0}=\left\{\left\|\chi_{Q_{k}^{J}}\right\|^{-1} \chi_{Q_{k}^{J}} \mid k \in\left\{1, \cdots, 2^{J N}\right\}, \chi_{Q_{k}^{J}} \neq 0 \text { in } L^{2}\left(Q_{0} ; \mu\right)\right\} .
$$

Then $\Theta^{(J)}$ associated to $\mathcal{G}^{(J)}$ is written as

$$
\Theta^{(J)}=\Theta^{J, 0} \bigcup\left(\bigcup_{j=J}^{\infty} \bigcup_{k=1}^{r_{j}} \Theta_{k}^{j}\right)
$$

Since $\left\{\chi_{Q_{k}^{j}} \mid j \geq J, k=1, \cdots, 2^{j N}\right\}$ spans a dense linear subspace of $L^{2}\left(Q_{0}, \mu\right)$, we see that $\Theta^{(J)}$ is a CONS of $L^{2}\left(Q_{0}, \mu\right)$. We note that $\Theta^{(0)}$ is the CONS given in [21].

Remark. Compare two CONS $\Theta^{(J)}, J \geq 1$, and $\Theta^{(0)}$. They have $\bigcup_{j=J}^{\infty} \bigcup_{k=1}^{r_{j}} \Theta_{k}^{j}$ in common. Therefore $\Theta^{J, 0}$ and $\Phi^{(J)} \equiv \Theta^{0,0} \bigcup\left(\bigcup_{j=0}^{J-1} \bigcup_{k=1}^{r_{j}} \Theta_{k}^{j}\right)$ should span the same space. As an illustration let us verify that $\left|\Theta^{J, 0}\right|=\left|\Phi^{(J)}\right|$, assuming that none of $\chi_{Q_{k}^{j}}$ is 0 in $L^{2}$. In fact, the left hand side is equal to $2^{J N}$, while the right hand side is equal to $1+\sum_{j=0}^{J-1}\left(2^{N}-1\right) 2^{j N}=2^{J N}$.

Projections associated to $\Theta^{J, 0}$ and $\Theta_{k}^{j}$. Let $\mathcal{M}_{k}^{j}$ be the subspace spanned by $\Theta_{k}^{j}$ and $P_{k}^{j}=P_{\mathcal{M}_{k}^{j}} \in \mathcal{P}$ the projection onto $\mathcal{M}_{k}^{j}$. Denoting elements of $\Theta_{k}^{j}$ by $\varphi_{m}^{j, k}$, we write as $\Theta_{k}^{j}=\left\{\varphi_{1}^{j, k}, \varphi_{2}^{j, k}, \cdots, \varphi_{\left|\Theta_{k}^{j}\right|}^{j, k}\right\}$, where $\left|\Theta_{k}^{j}\right| \leq 2^{N}-1$. When $\left|\Theta_{k}^{j}\right|<2^{N}-1$, we add $\varphi_{m}^{j, k}=0,\left|\Theta_{k}^{j}\right|<m \leq 2^{N}-1$. Then, $P_{k}^{j}$ is expressed as

$$
\begin{equation*}
P_{k}^{j}=\sum_{m=1}^{2^{N}-1}\left(\cdot, \varphi_{m}^{j, k}\right) \varphi_{m}^{j, k} \equiv \sum_{m=1}^{2^{N}-1} P_{m}^{j, k}, \quad \varphi_{m}^{j, k}=0 \mu \text {-a.e. in } Q_{0} \backslash Q_{k}^{j} . \tag{5.6}
\end{equation*}
$$

Similarly, let $\mathcal{M}^{J, 0}$ be the subspace spanned by $\Theta^{J, 0}$ and let $P^{J, 0}=P_{\mathcal{M}^{J, 0}}$. Then, in a similar way we can express $P^{J, 0}$ as

$$
\begin{equation*}
P^{J, 0}=\sum_{m=1}^{2^{J N}}\left(\cdot, \phi_{m}^{J}\right) \phi_{m}^{J} \equiv \sum_{m=1}^{2^{J N}} P_{m}^{J, 0}, \quad \phi_{m}^{J}=0 \mu \text {-a.e. in } Q_{0} \backslash Q_{m}^{J} \tag{5.7}
\end{equation*}
$$

The main difference between (5.6) and (5.7) is that in (5.7) each $\phi_{m}^{J}$ is supported by the cube $Q_{m}^{J}$, which is mutually disjoint, while in (5.6) the support of each summand overlaps each other but $P_{k}^{j} u$ as a whole is supported by $Q_{k}^{j}$.

Since $\Theta^{(J)}$ is a CONS we have

$$
\begin{equation*}
I=\sum_{m=1}^{2^{J N}} P_{m}^{J, 0}+\sum_{j=J}^{\infty} \sum_{k=1}^{2^{j N}} P_{k}^{j}=\sum_{m=1}^{2^{J N}} P_{m}^{J, 0}+\sum_{j=J}^{\infty} \sum_{k=1}^{2^{j N}} \sum_{m=1}^{2^{N}-1} P_{m}^{j, k} . \tag{5.8}
\end{equation*}
$$

## § 5.2. Proof of Theorem 4.2

5.2.1. Reduction We may assume that $Q \subset Q_{0}=[0,1]^{N}$. Then, in view of Proposition 4.1 the problem is reduced to the case that

$$
\begin{equation*}
\mathfrak{H}=\sum_{n=1}^{\infty} \oplus L^{2}\left(Q_{0} ; \mu_{n}\right), \quad E=\sum_{n=1}^{\infty} \oplus E_{n}, \tag{5.9}
\end{equation*}
$$

where $E_{n}$ is an $L^{2}\left(Q_{0} ; \mu_{n}\right)$-spectral measure determined by the multiplication of characteristic functions: $E_{n}(\omega) u(\lambda)=\chi_{\omega}(\lambda) u(\lambda), u \in L^{2}\left(Q_{0} ; \mu_{n}\right)$. Here, we restricted our attention to the case that $M=\infty$ in (4.8). The proof for the case that $M \in \mathbb{N}$ is simpler as it does not involve an infinite direct sum.

The PPS spectral measure $E_{0}$ will be constructed as a direct sum $E_{0}=\sum_{n=1}^{\infty} \oplus E_{0, n}$. Recall LGDD $\mathcal{G}^{(J)}$ of $Q_{0}$ introduced in 5.1.3 (cf. (5.5)). The idea is to use finer decompositions (i.e. bigger $J$ ) as $n$ in (5.9) increases. For that purpose we look up the sequence $\eta_{j}$ appearing in Theorem 4.2. Since $\sum_{j=1}^{\infty} \eta_{j}<\infty$, we can choose $J_{n}$ in such a way that

$$
\begin{equation*}
\sum_{j=J_{n}}^{\infty} \eta_{j}<c_{N} 2^{-n} \varepsilon \tag{5.10}
\end{equation*}
$$

where $c_{N}$ is a constant, depending only on $N$, to be determined later. Fixing such a sequence $\left\{J_{n}\right\}_{n \in \mathbb{N}}$, we introduce into $L^{2}\left(Q_{0}, \mu_{n}\right)$ the LGDD $\mathcal{G}^{\left(J_{n}\right)}$, the corresponding CONS $\Theta^{\left(J_{n}\right)}$, and the corresponding decomposition (5.8) of $I$. Here $\mathcal{G}^{\left(J_{n}\right)}$ does not depend on the measure $\mu_{n}$ but the CONS $\Theta^{\left(J_{n}\right)}$ and the associated projections do depend on $\mu_{n}$. To avoid excessive complications, we do not indicate this dependence on $\mu_{n}$ in the notation.

We now choose and fix $\xi_{k}^{j} \in Q_{k}^{j}$ for each $j, k$. The family $\left\{\xi_{k}^{j}\right\}$ will be used common to all $n$. On the basis of (5.9), (5.8) we define $E_{0, n}$ and $E_{0}$ as follows:

$$
\begin{equation*}
E_{0}=\sum_{n=1}^{\infty} \oplus E_{0, n}, \quad E_{0, n}(\omega)=\sum_{\left\{m \mid \xi_{m}^{J_{n}} \in \omega\right\}} P_{m}^{J_{n}, 0}+\sum_{j=J_{n}}^{\infty} \sum_{\left\{k \mid \xi_{k}^{j} \in \omega\right\}} P_{k}^{j} . \tag{5.11}
\end{equation*}
$$

It is obvious that $E_{0, n}$ is a $\operatorname{PPS} L^{2}\left(Q_{0} ; \mu_{n}\right)$-spectral measure and $E_{0}$ is a $\operatorname{PPS} \mathfrak{H}$ spectral measure. Furthermore, we have $f(E)-f\left(E_{0}\right)=\sum_{n=1}^{\infty} \oplus\left(f\left(E_{n}\right)-f\left(E_{0, n}\right)\right)$. It is now clear that the proof of Theorem 4.2 is reduced to the proof of the following proposition.

Proposition 5.2. Suppose that $\mathcal{C}$ and $w \in \boldsymbol{w} \in \mathcal{M}_{Q}$ satisfy (4.10). Then, for any $\boldsymbol{w}$-continuous $f \in C^{\boldsymbol{w}_{(Q)}}$ we have $f\left(E_{n}\right)-f\left(E_{0, n}\right) \in \mathcal{C}$ and

$$
\begin{equation*}
\left\|f\left(E_{n}\right)-f\left(E_{0, n}\right)\right\|_{\mathcal{C}} \leq 2^{-n} \varepsilon|f|_{w}, \quad \forall n \in \mathbb{N} . \tag{5.12}
\end{equation*}
$$

### 5.2.2. Proof of Proposition 5.2

From (5.8) and (5.11) it follows that

$$
\begin{aligned}
f\left(E_{n}\right)-f\left(E_{0, n}\right) & =\sum_{m=1}^{2^{J_{n} N}}\left(f(E)-f\left(\xi_{m}^{J_{n}}\right)\right) P_{m}^{J_{n}, 0}+\sum_{j=J_{n}}^{\infty} \sum_{k=1}^{2^{j N}}\left(f(E)-f\left(\xi_{k}^{j}\right)\right) P_{k}^{j} \\
& \equiv A_{n}+B_{n}
\end{aligned}
$$

Noting that each $P_{m}^{J_{n}, 0} u$ is supported by $Q_{m}^{J_{n}}$ and hence $P_{m}^{J_{n}, 0} u$ and $f(E) P_{m}^{J_{n}, 0} u$ are mutually orthogonal for different $m$, we have for any $u \in L^{2}\left(Q_{0} ; \mu_{n}\right)$

$$
\begin{align*}
& \left\|A_{n} u\right\|^{2}=\sum_{m=1}^{2^{J_{n} N}}\left\|\left(f(E)-f\left(\xi_{m}^{J_{n}}\right)\right) P_{m}^{J_{n}, 0} u\right\|^{2}  \tag{5.14}\\
& \quad=\sum_{m=1}^{2^{J_{n} N}} \int_{Q_{m}^{J_{n}}}\left|f(\xi)-f\left(\xi_{m}^{J_{n}}\right)\right|^{2} d\left\|E(\xi) P_{m}^{J_{n}, 0} u\right\|^{2}
\end{align*}
$$

On the right hand side of (5.14) $\xi$ and $\xi_{m}^{J_{n}}$ both belong to $Q_{m}^{J_{n}}$ so that $\left|\xi-\xi_{m}^{J_{n}}\right| \leq$ $N^{1 / 2} l\left(Q_{m}^{J_{n}}\right)=N^{1 / 2} 2^{-J_{n}}$. Put $d_{N}=\left[N^{1 / 2}\right]+1$, where $[a]$ denotes the largest integer not exceeding $a$. Since $f$ is $\boldsymbol{w}$ continuous and $w \in \boldsymbol{w}$, it follows from (3.4) that

$$
\begin{equation*}
\left|f(\xi)-f\left(\xi_{m}^{J_{n}}\right)\right| \leq|f|_{w} w\left(N^{1 / 2} 2^{-J_{n}}\right) \leq|f|_{w} w\left(d_{N} 2^{-J_{n}}\right) \leq d_{N}|f|_{w} w\left(2^{-J_{n}}\right) \tag{5.15}
\end{equation*}
$$

where the last inequality is a consequence of (3.2) which $w$ satisfies. Inserting (5.15) in (5.14), we see that

$$
\left\|A_{n} u\right\|^{2} \leq d_{N}^{2}|f|_{w}^{2} w\left(2^{-J_{n}}\right)^{2} \sum_{m=1}^{2^{J_{n} N}} \int_{Q_{m}^{J_{n}}} d\left\|E(\xi) P_{m}^{J_{n}, 0} u\right\|^{2} \leq d_{N}^{2}|f|_{w}^{2} w\left(2^{-J_{n}}\right)^{2}\|u\|^{2}
$$

and hence that $\left\|A_{n}\right\| \leq d_{N}|f|_{w} w\left(2^{-J_{n}}\right)$. The operator $A_{n}$ is of finite rank with the rank at most $2^{J_{n} N}$. Therefore by Proposition 2.6 we finally conclude that

$$
\begin{align*}
\left\|A_{n}\right\|_{\mathcal{C}} & \leq \nu_{\mathcal{C}}\left(2^{J_{n} N}\right)\left\|A_{n}\right\| \leq d_{N} \nu_{\mathcal{C}}\left(2^{J_{n} N}\right)|f|_{w} w\left(2^{-J_{n}}\right)  \tag{5.16}\\
& \leq d_{N}|f|_{w} \eta_{J_{n}} \leq d_{N}|f|_{w} \sum_{j=J_{n}}^{\infty} \eta_{j}
\end{align*}
$$

where the third inequality follows from the assumption (4.10).
We shall next estimate $B_{n}$ appearing in (5.13). The summation over $j$ will be handled later by the triangle inequality. Using (5.6), the sum over $k$ can be written as

$$
\begin{align*}
& \sum_{k=1}^{2^{j N}}\left(f(E)-f\left(\xi_{k}^{j}\right)\right) P_{k}^{j}  \tag{5.17}\\
& \quad=\sum_{k=1}^{2^{j N}} \sum_{m=1}^{2^{N}-1}\left(f(E)-f\left(\xi_{k}^{j}\right)\right) P_{m}^{j, k}=\sum_{m=1}^{2^{N}-1} \sum_{k=1}^{2^{j N}}\left(f(E)-f\left(\xi_{k}^{j}\right)\right) P_{m}^{j, k}
\end{align*}
$$

We note that the ranges of $P_{m}^{j, k}$ are mutually orthogonal. The ranges of $(f(E)-$ $\left.f\left(\xi_{k}^{j}\right)\right) P_{m}^{j, k}$, however, lose the orthogonality for different $m$ with $j, k$ being fixed, while they keep the orthogonality for different $k$ with $j, m$ being fixed. Thus, the orthogonality argument cannot be applied to $\sum_{m}$ in the middle member of (5.17) but can be applied to $\sum_{k}$ in the rightmost member. We borrow this clever trick from [21] and estimate $B_{n}$ as follows.

First, $\sum_{k}$ is estimated as in the case of $A_{n}$ with the result

$$
\left\|\sum_{k=1}^{2^{j N}}\left(f(E)-f\left(\xi_{k}^{j}\right)\right) P_{m}^{j, k} u\right\|^{2} \leq d_{N}^{2}|f|_{w}^{2} w\left(2^{-j}\right)^{2}\|u\|^{2}
$$

Since $\sum_{k}$ is of rank at most $2^{j N}$, it follows that

$$
\left\|\sum_{k}\right\|_{\mathcal{C}} \leq d_{N} \nu_{\mathcal{C}}\left(2^{j N}\right)|f|_{w} w\left(2^{-j}\right) \leq d_{N}|f|_{w} \eta_{j}
$$

Then we use the triangle inequality to estimate $\mathcal{C}$-norm of the sums $\sum_{m}$ and $\sum_{j}$. Since the sum $\sum_{m}$ consists of at most $2^{N}-1$ non-zero summands, we obtain

$$
\begin{equation*}
\left\|B_{n}\right\|_{\mathcal{C}} \leq d_{N}\left(2^{N}-1\right)|f|_{w} \sum_{j=J_{n}}^{\infty} \eta_{j} \tag{5.18}
\end{equation*}
$$

Finally, it follows from (5.16), (5.18), and (5.10) that

$$
\begin{align*}
\left\|f\left(E_{n}\right)-f\left(E_{0, n}\right)\right\|_{\mathcal{C}} & \leq\left(\left\|A_{n}\right\|_{\mathcal{C}}+\left\|B_{n}\right\|_{\mathcal{C}}\right)  \tag{5.19}\\
& \leq 2^{N} d_{N}|f|_{w} \sum_{j=J_{n}}^{\infty} \eta_{j} \leq 2^{N} d_{N}|f|_{w} c_{N} 2^{-n} \varepsilon .
\end{align*}
$$

We now take $c_{N}$ of (5.10) as $c_{N}=\left(2^{N} d_{N}\right)^{-1}$. Then, the right hand side of (5.19) is equal to that of (5.12). This conclude the proof of Proposition 5.2.
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