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ZARISKI DECOMPOSITIONS ON ARITHMETIC SURFACES

ATSUSHI MORIWAKI

Abstract. In this paper, we establish the Zariski decompositions of arithmeticR-
Cartier divisors of continuous type on arithmetic surfaces and investigate several
properties. We also develop the general theory of arithmetic R-Cartier divisors
on arithmetic varieties.
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Introduction

Let S be a non-singular projective surface over an algebraically closed field
and let Div(S) be the group of Cartier divisors on S. An element of Div(S) ⊗Z R
is called an R-Cartier divisor on S. In addition, it is said to be effective if it is a
linear combination of curves with non-negative real coefficients. The problem
of the Zariski decomposition for an effective R-Cartier divisor D is to find a
decomposition D = P +N with the following properties:

(1) P,N ∈ Div(S) ⊗Z R.
(2) P is nef, that is, (P · C) ≥ 0 for all reduced and irreducible curves C on S.
(3) N is effective.
(4) Assuming N , 0, let N = c1C1 + · · · + clCl be the decomposition such that

c1, . . . , cl ∈ R>0 and C1, . . . ,Cl are distinct reduced and irreducible curves
on S. Then the following (4.1) and (4.2) hold:

(4.1) (P · Ci) = 0 for all i.
(4.2) The l × l matrix given by

(
(Ci · C j)

)
1≤i≤l
1≤ j≤l

is negative definite.
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In 1962, Zariski [24] established the decomposition in the case where D ∈ Div(S).
By the recent work due to Bauer [1] (see also Section 1), P is characterized by the
greatest element in

{M ∈ Div(S) ⊗Z R | D −M is effective and M is nef}.
In this paper, we would like to consider an arithmetic analogue of the above
problem on an arithmetic surface. In order to make the main theorem clear, we
need to introduce a lot of concepts and terminology.

• Green functions for R-Cartier divisors. Let V be an equidimensional smooth
projective variety over C. An element of Div(V)R := Div(V) ⊗Z R is called an R-
Cartier divisor on V. For an R-Cartier divisor D on V, we would like to introduce
several types of Green functions for D. We set D = a1D1 + · · · + alDl, where
a1, . . . , al ∈ R and Di’s are reduced and irreducible divisors on V. Let g : V →
R ∪ {±∞} be a locally integrable function on V. We say g is a D-Green function of
C∞-type (resp a D-Green function of C0-type) on V if, for each point x ∈ V, there are
a small open neighborhood Ux of x, local equations f1, . . . , fl of D1, . . . ,Dl over Ux
respectively and a C∞-function (resp. continuous function) ux over Ux such that

g = ux +

l∑
i=1

(−ai) log | fi|2 (a.e.)

holds on Ux. These definitions are counterparts of C∞-metrics and continuous
metrics. Besides them, it is necessary to introduce a degenerated version of
semipositive metrics. We say g is a D-Green function of PSHR-type on V if the
above ux is taken as a real valued plurisubharmonic function on Ux (i.e., ux is
a plurisubharmonic function on Ux and ux(y) ∈ R for all y ∈ Ux). To say more
generally, let L1

loc be the sheaf consisting of locally integrable functions, that is,

L1
loc(U) = {g : U→ R ∪ {±∞} | g is locally integrable}

for an open set U of V, and let us fix a subsheaf T ofL1
loc satisfying the following

conditions (in the following (1), (2) and (3), U is an arbitrary open set of V):
(1) If u, v ∈ T (U) and a ∈ R≥0, then u + v ∈ T (U) and au ∈ T (U).
(2) If u, v ∈ T (U) and u ≤ v almost everywhere, then u ≤ v.
(3) If ϕ ∈ O×V(U) (i.e., ϕ is a nowhere vanishing holomorphic function on U),

then log(|ϕ|2) ∈ T (U).
This subsheaf T is called a type for Green functions on V. Moreover, T is said to
be real valued if u(x) ∈ R for any open set U, u ∈ T (U) and x ∈ U. Using T , we
say g is a D-Green function of T -type on V if the above ux is an element of T (Ux)
for each x ∈ V. The set of all D-Green functions of T -type on V is denoted by
GT (V; D). If x < Supp(D), then, by using (2) and (3) in the properties of T , we
can see that the value

ux(x) +
l∑

i=1

(−ai) log | fi(x)|2

does not depend on the choice of the local expression

g = ux +

l∑
i=1

(−ai) log | fi|2 (a.e.)
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of g, so that ux(x) +
∑l

i=1(−ai) log | fi(x)|2 is called the canonical value of g at x and
it is denoted by gcan(x). Note that gcan ∈ T (V \ Supp(D)) and g = gcan (a.e.) on
V \ Supp(D). Further, if T is real valued, then gcan(x) ∈ R.

⋆ H0(V,D) for an R-Cartier divisor D and its norm arising from a Green function. Let
D be an R-Cartier divisor. If V is connected, then H0(V,D) is defined by

H0(V,D) :=
{
ϕ

∣∣∣∣∣ ϕ is a non-zero rational function
on V with (ϕ) +D ≥ 0

}
∪ {0}.

In general, let V = V1 ∪ · · · ∪Vr be the decomposition into connected components
of V. Then

H0(V,D) :=
r⊕

i=1

H0(Vi, D|Vi
).

Let g be a D-Green function of C0-type on V. For ϕ ∈ H0(V,D), it is easy to see that
|ϕ|g := exp(−g/2)|ϕ| coincides with a continuous function almost everywhere on
V, so that the supremum norm ∥ϕ∥g of ϕ with respect to g is defined by

∥ϕ∥g := ess sup
{
|ϕ|g(x) | x ∈ V

}
.

• Arithmetic R-Cartier divisors. Let X be a d-dimensional generically smooth
normal projective arithmetic variety, that is, X is a flat and projective integral
scheme overZ such that X is normal, X is smooth overQ and the Krull dimension
of X is d. Let Div(X) be the group of Cartier divisors on X. As before, an element
of Div(X)R := Div(X)⊗ZR is called anR-Cartier divisor on X. It is said to be effective
if it is a linear combination of prime divisors with non-negative real coefficients.
In addition, for D,E ∈ Div(X)R, if D− E is effective, then it is denoted by D ≥ E or
E ≤ D.

Let D be an R-Cartier divisor on X and let g be a locally integrable function
on X(C). A pair D = (D, g) is called an arithmetic R-Cartier divisor on X if F∗∞(g) =
g (a.e.), where F∞ is the complex conjugation map on X(C). Moreover, D is said to
be of C∞-type (resp. of C0-type, of PSHR-type) if g is a D-Green function of C∞-type
(resp. of C0-type, of PSHR-type). More generally, for a fixed type T for Green
functions, D is said to be of T -type if g is a D-Green function of T -type. For
arithmetic R-Cartier divisors D1 = (D1, g1) and D2 = (D2, g2), we define D1 = D2

and D1 ≤ D2 as follows:D1 = D2
def⇐⇒ D1 = D2 and g1 = g2 (a.e.),

D1 ≤ D2
def⇐⇒ D1 ≤ D2 and g1 ≤ g2 (a.e.).

If D ≥ (0, 0), then D is said to be effective. Further, the set

{M |M is an arithmetic R-Cartier divisor on X and M ≤ D}

is denoted by (−∞,D].
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⋆ Volume of arithmetic R-Cartier divisors of C0-type. Let D̂ivC0(X)R be the group
of arithmetic R-Cartier divisors of C0-type on X. For D ∈ D̂ivC0(X)R, we define
H0(X,D), Ĥ0(X,D), ĥ0(X,D) and v̂ol(D) as follows:

H0(X,D) :=
{
ψ

∣∣∣∣∣∣ ψ is a non-zero rational function
on X with (ψ) +D ≥ 0

}
∪ {0},

Ĥ0(X,D) := {ψ ∈ H0(X,D) | ∥ψ∥g ≤ 1},
ĥ0(X,D) := log #(Ĥ0(X,D)),

v̂ol(D) := lim sup
n→∞

ĥ0(X,nD)
nd/d!

.

Note that

Ĥ0(X,D) =
{
ψ

∣∣∣∣∣∣ ψ is a non-zero rational function
on X with (̂ψ) +D ≥ (0, 0)

}
∪ {0}.

The continuity of

v̂ol : P̂ic(X)Q → R

is proved in [14], where P̂ic(X)Q := P̂ic(X) ⊗Z Q. Moreover, in [15], we introduce
P̂icC0(X)R as a natural extension of P̂ic(X)Q (for details, see [15] or Subsection 5.1)
and prove that v̂ol : P̂ic(X)Q → R has the continuous extension

v̂ol : P̂icC0(X)R → R.

Theorem 5.2.2 shows that there is a natural surjective homomorphism

OR : D̂ivC0(X)R → P̂icC0(X)R

such that v̂ol(D) = v̂ol(OR(D)) for all D ∈ D̂ivC0(X)R. In particular, by using
results in [5], [6], [14], [15], [16] and [22], we have the following properties of
v̂ol : D̂ivC0(X)R → R (cf. Theorem 5.2.2 and Theorem 6.6.1):

(1) v̂ol : D̂ivC0(X)R → R is positively homogeneous of degree d, that is,
v̂ol(aD) = adv̂ol(D) for all a ∈ R≥0 and D ∈ D̂ivC0(X)R (cf. [14], [15]).

(2) v̂ol : D̂ivC0(X)R → R is continuous in the following sense: Let D1, . . . ,Dr,
A1, . . . ,Ar′ be arithmetic R-Cartier divisors of C0-type. For a compact set
B in Rr and a positive number ϵ, there are positive numbers δ and δ′ such
that, for all a1, . . . , ar, δ1, . . . , δr′ ∈ R and ϕ ∈ C0(X) with (a1, . . . , ar) ∈ B,∑r′

j=1 |δ j| ≤ δ and ∥ϕ∥sup ≤ δ′, we have∣∣∣∣∣∣∣v̂ol

 r∑
i=1

aiDi +

r′∑
j=1

δ jA j + (0, ϕ)

 − v̂ol

 r∑
i=1

aiDi


∣∣∣∣∣∣∣ ≤ ϵ.



ZARISKI DECOMPOSITIONS ON ARITHMETIC SURFACES 5

Moreover, if D1, . . . ,Dr, A1, . . . ,Ar′ are C∞, then there is a positive constant
C depending only on X and D1, . . . ,Dr,A1, . . . ,Ar′ such that∣∣∣∣∣∣∣v̂ol

 r∑
i=1

aiDi +

r′∑
j=1

δ jA j + (0, ϕ)

 − v̂ol

 r∑
i=1

aiDi


∣∣∣∣∣∣∣

≤ C

 r∑
i=1

|ai| +
r′∑

j=1

|δ j|


d−1 ∥ϕ∥sup +

r′∑
j=1

|δ j|


for all a1, . . . , ar, δ1, . . . , δr′ ∈ R and ϕ ∈ C0(X) (cf. [14], [15]).
(3) v̂ol(D) is given by “lim”, that is,

v̂ol(D) = lim
t→∞

ĥ0(tD)
td/d!

,

where D ∈ D̂ivC0(X)R and t ∈ R>0 (cf. [5], [15]).
(4) v̂ol(−)1/d is concave, that is, for arithmetic R-Cartier divisors D1,D2 of

C0-type, if D1 and D2 are pseudo-effective (for the definition of pseudo-
effectivity, see SubSection 6.1), then

v̂ol(D1 +D2)1/d ≥ v̂ol(D1)1/d + v̂ol(D2)1/d

(cf. [16], [22]).
(5) (Fujita’s approximation theorem forR-Cartier divisors) If D is an arithmetic
R-Cartier divisor of C0-type and v̂ol(D) > 0, then, for any positive number
ϵ, there are a birational morphism µ : Y → X of generically smooth and
normal projective arithmetic varieties and an ample arithmetic Q-Cartier
divisor A of C∞-type on Y (cf. Section 6) such that A ≤ µ∗(D) and v̂ol(A) ≥
v̂ol(D) − ϵ (cf. [6], [22]).

(6) (The generalized Hodge index theorem for R-Cartier divisors) If D is an
arithmeticR-Cartier divisor of (C0 ∩PSH)-type and D is nef on every fiber

of X → Spec(Z), then v̂ol(D) ≥ d̂eg(D
d
) (see descriptions in “Positivity of

arithmeticR-Cartier divisors” below or Proposition 6.4.2 for the definition

of d̂eg(D
d
)) (cf. [14]).

⋆ Intersection number of an arithmeticR-Cartier divisor with a 1-dimensional subscheme.
Let T be a real valued type for Green functions such that C0 ⊆ T and −u ∈ T

whenever u ∈ T . Let D = (D, g) be an arithmeticR-Cartier divisor of T -type. Let
C be a 1-dimensional closed integral subscheme of X. Let D = a1D1+ · · ·+alDl be a
decomposition such that a1, . . . , al ∈ R and Di’s are Cartier divisors. For simplicity,
we assume that Di’s are effective, C ⊈ Supp(Di) for all i and that C is flat over Z.
In this case, d̂eg(D

∣∣∣
C
) is defined by

d̂eg(D
∣∣∣
C
) :=

l∑
i=1

ai log #(OC(Di)/OC) +
1
2

∑
x∈C(C)

gcan(x).

In general, see Section 5.3. Let Z be a 1-cycle on X with coefficients in R, that is,
there are a1, . . . , al ∈ R and 1-dimensional closed integral subschemes C1, . . . ,Cl on
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X such that Z = a1C1 + · · · + alCl. Then d̂eg
(
D | Z

)
is defined by

d̂eg
(
D | Z

)
:=

l∑
i=1

aid̂eg
(
D
∣∣∣
Ci

)
.

⋆ Positivity of arithmetic R-Cartier divisors. An arithmetic R-Cartier divisor D is
said to be nef if D is of PSHR-type and d̂eg(D|C) ≥ 0 for all 1-dimensional closed
integral subschemes C of X. The cone of all nef arithmeticR-Cartier divisors on X
is denoted by N̂ef(X)R. Moreover, the cone of all nef arithmeticR-Cartier divisors
of C∞-type (resp. C0-type) on X is denoted by N̂efC∞(X)R (resp. N̂efC0(X)R).
Further, we say D is big if v̂ol(D) > 0.

Let D̂iv
Nef

C0 (X)R be the vector subspace of D̂ivC0(X)R generated by N̂efC0(X)R.
Then, by Proposition 6.4.2,

D̂ivC∞(X)R + D̂ivC0∩PSH(X)R ⊆ D̂iv
Nef

C0 (X)R
and the symmetric multi-linear map

D̂ivC∞(X)R × · · · × D̂ivC∞(X)R → R
given by (D1, . . . ,Dd) 7→ d̂eg(D1 · · ·Dd) (cf. Proposition-Definition 6.4.1) extends
to a unique symmetric multi-linear map

D̂iv
Nef

C0 (X)R × · · · × D̂iv
Nef

C0 (X)R → R
such that (D, . . . ,D) 7→ v̂ol(D) for D ∈ N̂efC0(X)R.

• Zariski decompositions on arithmetic surfaces. Let X be a regular projective
arithmetic surface. The main theorem of this paper is the following:

Theorem A (cf. Theorem 9.2.1 and Theorem 9.3.5). Let D be an arithmeticR-Cartier
divisor of C0-type on X such that the set

(−∞,D] ∩ N̂ef(X)R = {M |M is a nef arithmetic R-Cartier divisor on X and M ≤ D}
is not empty. Then there is a nef arithmetic R-Cartier divisor P of C0-type such that P
gives the greatest element of (−∞,D] ∩ N̂ef(X)R, that is, P ∈ (−∞,D] ∩ N̂ef(X)R and
M ≤ P for all M ∈ (−∞,D]∩N̂ef(X)R. Moreover, if we set N = D−P, then the following
properties hold:

(1) v̂ol(D) = v̂ol(P) = d̂eg(P
2
).

(2) d̂eg(P
∣∣∣
C
) = 0 for all 1-dimensional closed integral subschemes C with C ⊆

Supp(N).
(3) If L is an arithmetic R-Cartier divisor of PSHR-type on X such that 0 ≤ L ≤ N

and deg(L
∣∣∣
C
) ≥ 0 for all 1-dimensional closed integral subschemes C with C ⊆

Supp(N), then L = 0.

Note that the condition (−∞,D] ∩ N̂ef(X)R , ∅ is guaranteed if ĥ0(X, aD) , 0
for some a ∈ R>0 (cf. Proposition 9.3.2). The above decomposition D = P + N
is called the Zariski decomposition of D and we say P (resp. N) is the positive part
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(resp. the negative part) of the decomposition. For example, let P1
Z = Proj(Z[x, y]),

C0 = {x = 0}, z = x/y and α, β ∈ R>0 with α > 1 and β < 1. Then the positive part
of an arithmetic Cartier divisor

(C0,− log |z|2 + log max{α2|z|2, β2})

of (C0 ∩ PSH)-type on P1
Z is

(θC0,−θ log |z|2 + log max{α2|z|2θ, 1}),

where θ = logα/(logα− log β) (cf. Subsection 9.4). This example shows that anR-
Cartier divisor is necessary for the arithmetic Zariski decomposition. In addition,
an example in Remark 9.4.3 shows that the Arakelov Chow group consisting
of admissible metrics due to Arakelov-Faltings is insufficient to get the Zariski
decomposition.

We assume that N , 0. Let N = c1C1 + · · ·+ clCl be the decomposition of N such
that c1, . . . , cl ∈ R>0 and Ci’s are distinct 1-dimensional closed integral subschemes
on X. Let (C1, g1), . . . , (Cl, gl) be effective arithmetic Cartier divisors of PSHR-type
such that

c1(C1, g1) + · · · + cl(Cl, gl) ≤ N,

which is possible by Proposition 2.4.2 and Lemma 9.1.3. Then, by using Lemma 1.2.3,
the above (3) yields an inequality

(−1)l det
(
d̂eg

(
(Ci, gi)

∣∣∣
C j

))
> 0.

This is a counterpart of the property (4.2) of the Zariski decomposition on an
algebraic surface. On the other hand, our Zariski decomposition is a refinement
of Fujita’s approximation theorem due to Chen [6] and Yuan [22] on an arithmetic
surface. Actually Fujita’s approximation theorem on an arithmetic surface is a
consequence of the above theorem (cf. Proposition 9.3.7).

Let D be an effective arithmeticR-Cartier divisor of C0-type. For each n ≥ 1, we
set Fn(D) and Mn(D) as follows:Fn(D) =

1
n

∑
C

min
{
multC((ϕ) + nD) | ϕ ∈ Ĥ0(X,nD) \ {0}

}
C,

Mn(D) = D − Fn(D).

Let V(nD) be a complex vector space generated by Ĥ0(X,nD). It is easy to see that

gMn(D) := g +
1
n

log dist(V(nD); ng)

is an Mn(D)-Green function of C∞-type (for the definition of distorsion functions,
see Subsection 3.2). Then we have the following:

Theorem B (Asymptotic orthogonality). If D is big, then

lim
n→∞

d̂eg
((

Mn(D), gMn(D)

) ∣∣∣∣ Fn(D)
)
= 0.
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• Technical results for the proof of the arithmetic Zariski decomposition. In
order to get the greatest element of (−∞,D] ∩ N̂ef(X)R, we need to consider the
nefness of the limit of a convergent sequence of nef arithmeticR-Cartier divisors.
The following theorem is our solution for this problem:

Theorem C (cf. Theorem 7.1). Let X be a regular projective arithmetic surface. Let
{Mn = (Mn, hn)}∞n=0 be a sequence of nef arithmetic R-Cartier divisors on X with the
following properties:

(a) There is an arithmetic Cartier divisor D = (D, g) of C0-type such that Mn ≤ D for
all n ≥ 1.

(b) There is a proper closed subset E of X such that Supp(D) ⊆ E and Supp(Mn) ⊆ E
for all n ≥ 1.

(c) limn→∞multC(Mn) exists for all 1-dimensional closed integral subschemes C on
X.

(d) lim supn→∞(hn)can(x) exists in R for all x ∈ X(C) \ E(C).

Then there is a nef arithmetic R-Cartier divisor M = (M, h) on X such that M ≤ D,

M =
∑

C

(
lim
n→∞

multC(Mn)
)

C

and that hcan|X(C)\E(C) is the upper semicontinuous regularization of the function given by
x 7→ lim supn→∞(hn)can(x) over X(C) \ E(C).

Moreover, for the first property v̂ol(P) = v̂ol(D) of the arithmetic Zariski decom-
position, it is necessary to observe the following behavior of distorsion functions
(cf. Remark 9.3.9), which is a consequence of Gromov’s inequality for anR-Cartier
divisor (cf. Proposition 3.1.1).

Theorem D (cf. Theorem 3.2.3). Let V be an equidimensional smooth projective variety
over C and let D be an R-Cartier divisor on V. Let R =

⊕
n≥0 Rn be a graded subring of⊕

n≥0 H0(V,nD). If g is a D-Green function of C∞-type, then there is a positive constant
C with the following properties:

(1) dist(Rn; ng) ≤ C(n + 1)3 dim V for all n ≥ 0.

(2)
dist(Rn; ng)

C(n + 1)3 dim V
· dist(Rm; mg)

C(m + 1)3 dim V
≤ dist(Rn+m; (n +m)g)

C(n +m + 1)3 dim V
for all n,m ≥ 0.

The most difficult point for the proof of the arithmetic Zariski decomposition
is to check the continuous property of the positive part. For this purpose, the
following theorem is needed:

Theorem E (cf. Theorem 4.6). Let V be an equidimensional smooth projective variety
over C. Let A and B be R-Cartier divisors on V with A ≤ B. If there is an A-Green
function h of C∞-type such that ddc([h]) + δA is represented by either a positive C∞-form
or the zero form, then, for a B-Green function gB of C0-type, there is an A-Green function
g of (C0 ∩ PSH)-type such that g is the greatest element of the set

GPSH(V; A)≤gB := {u ∈ GPSH(V; A) | u ≤ gB (a.e.)}
modulo null functions, that is, g ∈ GPSH(V; A)≤gB and u ≤ g (a.e.) for all u ∈
GPSH(V; A)≤gB .
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For the proof, we actually use a recent regularity result due to Berman-Demailly
[3]. Even starting from an arithmetic Cartier divisor D of C∞-type, it is not expected
that the positive part P is of C∞-type again (cf [17]). It could be that P is of C1,1-type.

Acknowledgement. I would like to thank Prof. Bauer, Prof. Caibăr and Prof.
Kennedy for sending me their wonderful paper concerning Zariski decomposi-
tions in vector spaces, which were done independently. I also express my hearty
thanks to Prof. Yuan and the referee for their questions and comments.

1. Zariski decompositions in vector spaces

Logically the contexts of this section are not necessary except Lemma 1.2.3.
They however give an elementary case for our considerations and provide a good
overview of our paper.

1.1. In the paper [1], Bauer presents a simple proof of the existence of Zariski
decompositions on an algebraic surface. Unfortunately, he uses liner series on
the algebraic surface to show the negative definiteness of the negative part of the
Zariski decomposition. In this section, we would like to give a linear algebraic
proof without using any materials of algebraic geometry. The technical main
result for our purpose is Lemma 1.2.3. After writing the first draft of this paper,
Bauer, Caibăr and Kennedy kindly informed me that, in the paper [2], they had
independently obtained several results similar to the contexts of this section. Their
paper is written for a general reader.

Let V be a vector space overR. Let eee = {eλ}λ∈Λ be a basis of V and letϕϕϕ = {ϕλ}λ∈Λ
be a family of elements of HomR(V,R) such that ϕλ(eµ) ≥ 0 for λ , µ. This pair
(eee,ϕϕϕ) of eee and ϕϕϕ is called a system of Zariski decompositions in V.

Let us fix several notations which work only in this section. For λ ∈ Λ, the
coefficient of x at eλ in the linear combination of x with respect to the basis eee is
denoted by x(λ; eee), that is, x =

∑
λ x(λ; eee)eλ. Let ≤eee be an order relation of V given

by

x ≤eee y def⇐⇒ x(λ; eee) ≤ y(λ; eee) for all λ ∈ Λ.
We often use y ≥eee x instead of x ≤eee y. Supp(x; eee), [x, y]eee, (−∞, x]eee, [x,∞)eee, Nef(ϕϕϕ)
and Num(ϕϕϕ) are defined as follows:

Supp(x; eee) := {λ ∈ Λ | x(λ; eee) , 0},
[x, y]eee := {v ∈ V | x ≤eee v ≤eee y},
(−∞, x]eee := {v ∈ V | v ≤eee x},
[x,∞)eee := {v ∈ V | v ≥eee x},
Nef(ϕϕϕ) :=

{
v ∈ V | ϕλ(v) ≥ 0 for all λ ∈ Λ

}
,

Num(ϕϕϕ) := {v ∈ V | ϕλ(v) = 0 for all λ ∈ Λ}.
For an element x of V, a decomposition x = y+ z is called a Zariski decomposition

of x with respect to (eee,ϕϕϕ) if the following conditions are satisfied:
(1) y ∈ Nef(ϕϕϕ) and z ≥eee 0.
(2) ϕλ(y) = 0 for all λ ∈ Supp(z; eee).
(3)

{
x ∈ ∑

λ∈Supp(z;eee)R≥0eλ | ϕλ(x) ≥ 0 for all λ ∈ Supp(z; eee)
}
= {0}.

We call y (resp. z) the positive part of x (resp. negative part of x).
The purpose of this section is to give the proof of the following proposition.
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Proposition 1.1.1. For an element x of V, we have the following:
(1) The following are equivalent:

(1.1) A Zariski decomposition of x with respect to (eee,ϕϕϕ) exists.
(1.2) (−∞, x]eee ∩Nef(ϕϕϕ) , ∅.

(2) If a Zariski decomposition exists, then it is uniquely determined.
(3) If a Zariski decomposition of x with respect to (eee,ϕϕϕ) exists and the negative part z

of x is non-zero, then z has the following properties:
(3.1) Let Q be the matrix given by (ϕλ(eµ))λ,µ∈Supp(z;eee). Then

(−1)#(Supp(z;eee)) det Q > 0.

Moreover, if Q is symmetric, then Q is negative definite.
(3.2) {eλ}λ∈Supp(z;eee) is linearly independent on V/Num(ϕϕϕ).

1.2. Proofs. Here let us give the proof of Proposition 1.1.1.
For x1, . . . , xr ∈ V, maxeee{x1, . . . , xr} ∈ V is given by

maxeee{x1, . . . , xr} :=
∑
λ∈Λ

max{x1(λ; eee), . . . , xr(λ; eee)}eλ.

Let us begin with the following lemma.

Lemma 1.2.1. If x1, . . . , xr ∈ Nef(ϕϕϕ), then max{x1, . . . , xr} ∈ Nef(ϕϕϕ).

Proof. It is sufficient to see that if ϕλ(xi) ≥ 0 for all i, then ϕλ(maxeee{x1, . . . , xr}) ≥ 0.
We set z = maxeee{x1, . . . , xr}. Note that Supp(z − x1; eee) ∩ · · · ∩ Supp(z − xr; eee) = ∅.
Thus there is i with λ < Supp(z − xi; eee). Then ϕλ(z − xi) ≥ 0, and hence

ϕλ(z) = ϕλ(z − xi) + ϕλ(xi) ≥ 0.

□

Lemma 1.2.2. Let x be an element of V such that (−∞, x]eee ∩Nef(ϕϕϕ) , ∅. Then there is
the greatest element y in (−∞, x]eee ∩Nef(ϕϕϕ), that is, y ∈ Nef(ϕϕϕ) ∩ (−∞, x]eee and y ≥eee v
for all v ∈ Nef(ϕϕϕ) ∩ (−∞, x]eee. This greatest element y is denoted by

max(Nef(ϕϕϕ) ∩ (−∞, x]eee).

Further, y and z := x − y satisfy the following properties:
(a) y ∈ Nef(ϕϕϕ), z ≥eee 0 and x = y + z.
(b) ϕλ(y) = 0 for all λ ∈ Supp(z; eee).
(c)

{
v ∈ ∑

λ∈Supp(z;eee)R≥0eλ | ϕλ(v) ≥ 0 for all λ ∈ Supp(z; eee)
}
= {0}.

Proof. We choose x′ ∈ (−∞, x]eee ∩Nef(ϕϕϕ). Let us see the following claim.

Claim 1.2.2.1. There is the greatest element y of Nef(ϕϕϕ) ∩ [x′, x]eee.

Proof. Note that [x′, x]eee = x′ + [0, x − x′]eee. Moreover, it is easy to see that

Nef(ϕϕϕ) ∩ [x′, x]eee

= x′ +
{
v ∈ [0, x − x′]eee | ϕλ(v) ≥ −ϕλ(x′) for all λ ∈ Supp(x − x′; eee)

}
.

Therefore, Nef(ϕϕϕ) ∩ [x′, x]eee is a translation of a bounded convex polyhedral set
in a finite dimensional vector space

⊕
λ∈Supp(x−x′;eee)Reλ. Hence Nef(ϕϕϕ) ∩ [x′, x]eee

is a convex polytope, that is, there are γ1, . . . , γl ∈ Nef(ϕϕϕ) ∩ [x′, x]eee such that
Nef(ϕϕϕ)∩ [x′, x]eee = Conv{γ1, . . . , γl} (cf. [23, Theorem 3.2.5 or Finite basis theorem]).
If we set y = max{γ1, . . . , γl}, then, by Lemma 1.2.1, y ∈ Nef(ϕϕϕ)∩ [x′, x]eee. Moreover,
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for v = a1γ1 + · · · + alγl ∈ Nef(ϕϕϕ) ∩ [x′, x]eee (a1, . . . , al ∈ R≥0 and a1 + · · · + al = 1), we
have

y = a1y + · · · + aly ≥eee a1γ1 + · · · + alγl = v.

□

This y is actually the greatest element of (−∞, x]eee ∩ Nef(ϕϕϕ). Indeed, if v ∈
(−∞, x]eee ∩Nef(ϕϕϕ), then max{v, y} ∈ [x′, x]eee ∩Nef(ϕϕϕ) by lemma 1.2.1, and hence

v ≤ max{v, y} ≤ y.

Let us check the properties (a), (b) and (c). First of all, (a) is obvious. In order
to see (b) and (c), we may assume that z , 0.

(b) We assume that ϕλ(y) > 0 for λ ∈ Supp(z; eee). Let ϵ be a sufficiently small
positive number. Then y + ϵeλ ≤eee x and

ϕµ(y + ϵeλ) = ϕµ(y) + ϵϕµ(eλ) ≥ 0

for all µ ∈ Λ because 0 < ϵ ≪ 1. Thus y + ϵeλ ∈ Nef(ϕϕϕ), which contradicts to the
maximality of y. Therefore, ϕλ(y) = 0 for λ ∈ Supp(z; eee).

(c) Next we assume that there is v ∈
(∑

λ∈Supp(z;eee)R≥0eλ
)
\ {0} such that ϕλ(v) ≥ 0

for all λ ∈ Supp(z; eee). Then there is a sufficiently small positive number ϵ′ such
that y + ϵ′v ≤eee x. Note that ϕµ(y + ϵ′v) ≥ 0 for all µ, which yields a contradiction,
as before. □

Lemma 1.2.3. Let W be a vector space over R. Let e1, . . . , en ∈ W and ϕ1, . . . , ϕn ∈
HomR(W,R) with the following properties:

(a) {(a1, . . . , an) ∈ Rn
≥0 | a1e1 + · · · + anen = 0} = {(0, . . . , 0)}.

(b) ϕi(e j) ≥ 0 for all i , j.
(c) {x ∈ R≥0e1 + · · · +R≥0en | ϕi(x) ≥ 0 for all i} = {0}.

Then we have the following:
(1) Let Q be the (n × n)-matrix given by (ϕi(e j)). Then there are (n × n)-matrices A

and B with the following properties:
(1.1) A (resp. B) is a lower (resp. upper) triangle matrix consisting of non-negative

numbers.
(1.2) det A > 0, det B > 0 and

AQB =


−1 · · · 0
...

. . .
...

0 · · · −1

 .
(1.3) If Q is symmetric, then B = tA.

(2) The vectors e1, . . . , en are linearly independent in

W/{x ∈W | ϕ1(x) = · · · = ϕn(x) = 0}.
Proof. (1) Let us begin with the following claim.

Claim 1.2.3.1. ϕi(ei) < 0 for all i.

Proof. If ϕi(ei) ≥ 0, then ei ∈ {x ∈ R≥0e1 + · · · + R≥0en | ϕ j(x) ≥ 0 for all j}. This is a
contradiction because ei , 0. □
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The above claim proves (1) in the case where n = 1. Here we set

ϕ′i = −ϕ1(e1)ϕi + ϕi(e1)ϕ1 (i ≥ 2), e′j = −ϕ1(e1)e j + ϕ1(e j)e1 ( j ≥ 2).

We claim the following:

Claim 1.2.3.2. (i) ϕ′i (e1) = 0 and ϕ1(e′j) = 0 for all i ≥ 2 and j ≥ 2.
(ii) e′2, . . . , e

′
n and ϕ′2, . . . , ϕ

′
n satisfy all assumptions (a) ∼ (c) of the lemma.

(iii) Let Q′ be the matrix given by (ϕ′i (e
′
j))2≤i, j≤n. Then

A1QB1 =

(
ϕ1(e1) 0

0 Q′

)
,

where A1 and B1 are matrices given by

1 0 0 · · · 0
ϕ2(e1) −ϕ1(e1) 0 · · · 0
ϕ3(e1) 0 −ϕ1(e1) · · · 0
...

...
...

. . .
...

ϕn(e1) 0 0 · · · −ϕ1(e1)


,



1 ϕ1(e2) ϕ1(e3) · · · ϕ1(en)
0 −ϕ1(e1) 0 · · · 0
0 0 −ϕ1(e1) · · · 0
...

...
...

. . .
...

0 0 0 · · · −ϕ1(e1)


respectively. Note that if Q is symmetric, then B1 =

tA1 and Q′ is also symmetric.

Proof. (i) is obvious.
(ii) It is easy to see (a) for e′2, . . . , e

′
n by using Claim 1.2.3.1. For i, j ≥ 2 with i , j,

by Claim 1.2.3.1,

ϕ′i (e
′
j) = ϕ1(e1)2ϕi(e j) + (−ϕ1(e1))ϕi(e1)ϕ1(e j) ≥ 0.

Finally let x ∈ ∑
j≥2R≥0e′j such that ϕ′i(x) ≥ 0 for all i ≥ 2. Note that ϕ′i (x) =

(−ϕ1(e1))ϕi(x) for i ≥ 2. Therefore, ϕi(x) ≥ 0 for all i ≥ 1, and hence x = 0 because∑
j≥2R≥0e′j ⊆

∑
j≥1R≥0e j.

(iii) is a straightforward calculation. □

We prove (1) by induction on n. By hypothesis of induction, there are matrices
A′ and B′ satisfying (1.1), (1.2) and (1.3) for Q′, that is,

A′Q′B′ =


−1 · · · 0
...

. . .
...

0 · · · −1

 .
Therefore,  1√

−ϕ1(e1)
0

0 A′

 A1QB1

 1√
−ϕ1(e1)

0

0 B′

 =

−1 · · · 0
...

. . .
...

0 · · · −1

 .
Thus (1) follows.

(2) Let a1e1 + · · · + anen = 0 be a linear relation on

W/{x ∈W | ϕ1(x) = · · · = ϕn(x) = 0}.
Then there is x ∈W such that x = a1e1+ · · ·+ anen and ϕ1(x) = · · · = ϕn(x) = 0. Thus
0 = ϕi(x) =

∑
ϕi(e j)a j. Hence (1) yields (2). □



ZARISKI DECOMPOSITIONS ON ARITHMETIC SURFACES 13

Proof of Proposition 1.1.1. (1) Clearly (1.1) implies (1.2). If we assume (1.2), then
(1.1) follows from Lemma 1.2.2.

(2) Let x = y + z be a Zariski decomposition of x with respect to (eee,ϕϕϕ) and
y′ = max(Nefϕϕϕ ∩(−∞, x]eee). Then y ≤eee y′. As ϕλ(y) = 0 for all λ ∈ Supp(z; eee),

y′ − y ∈
{
x ∈

∑
λ∈Supp(z;eee)

R≥0eλ | ϕλ(x) ≥ 0 for all λ ∈ Supp(z; eee)
}
,

and hence y′ = y.
(3) follows from Lemma 1.2.3. □

Remark 1.2.4. We assume that ϕλ(eµ) ∈ Q for all λ, µ ∈ Λ. Let x ∈
⊕

λQeλ such
that (−∞, x]eee ∩ Nefϕϕϕ , ∅. Let x = y + z be the Zariski decomposition of x with
respect to (eee,ϕϕϕ). Then y, z ∈

⊕
λQeλ. Indeed, if we set Supp(z; eee) = {λ1, . . . , λn}

and z =
∑

aieλi , then ∑
ϕλi(eλ j)a j = ϕλi(x) ∈ Q.

On the other hand, by our assumption and (3.1) in Proposition 1.1.1, (ϕλi(eλ j))1≤i, j≤n ∈
GLn(Q). Thus (a1, . . . , an) ∈ Qn.

2. Green functions for R-Cartier divisors

2.1. Plurisubharmonic functions. Here we recall plurisubharmonic functions
and the upper semicontinuous regularization of a function locally bounded above.

Let T be a metric space with a metric d. A function f : T → {−∞} ∪R is said to
be upper semicontinuous if {x ∈ T | f (x) < c} is open for any c ∈ R. In other words,

f (a) = lim sup
x→a

f (x)
(
:= inf

ϵ>0
(sup{ f (y) | d(a, y) ≤ ϵ})

)
for all a ∈ T. Let u : T → {−∞} ∪ R be a function such that u is locally bounded
above. The upper semicontinuous regularization u∗ of u is given by

u∗(x) = lim sup
y→x

u(y).

Note that u∗ is upper semicontinuous and u ≤ u∗.
Let D be an open set inC. A function u : D→ {−∞}∪R is said to be subharmonic

if u is upper semicontinuous and

u(a) ≤ 1
2π

∫ 2π

0
u
(
a + re

√
−1θ

)
dθ

holds for any a ∈ D and r ∈ R>0 with {z ∈ C | |z − a| ≤ r} ⊆ D.
Let X be a d-equidimensional complex manifold. A function u : X→ {−∞}∪R is

said to be plurisubharmonic if u is upper semicontinuous and u ◦ϕ is subharmonic
for any analytic map ϕ : {z ∈ C | |z| < 1} → X. We say u is a real valued
plurisubharmonic function if u(x) , −∞ for all x ∈ X. If X is an open set of Cd, then
an upper semicontinuous function u : X → R ∪ {−∞} is plurisubharmonic if and
only if

u(a) ≤ 1
2π

∫ 2π

0
u(a + ξ exp(

√
−1θ))dθ
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holds for any a ∈ X and ξ ∈ Cd with {a + ξ exp(
√
−1θ) | 0 ≤ θ ≤ 2π} ⊆ X. As an

example of plurisubharmonic functions, we have the following: if f1, . . . , fr are
holomorphic functions on X, then

log(| f1|2 + · · · + | fr|2)

is a plurisubharmonic function on X. In particular, if

x < {z ∈ X | f1(z) = · · · = fr(z) = 0},
then ddc(log(| f1|2 + · · · + | fr|2)) is semipositive around x.

Let {uλ}λ∈Λ be a family of plurisubharmonic functions on X such that {uλ}λ∈Λ
is locally uniformly bounded above. If we set u(x) := supλ∈Λ{uλ(x)} for x ∈ X,
then the upper semicontinuous regularization u∗ of u is plurisubharmonic and
u = u∗ (a.e.) (cf. [9, Theorem 2.9.14 and Proposition 2.6.2]). Moreover, let {vn}∞n=1
be a sequence of plurisubharmonic functions on X such that {vn}∞n=1 is locally
uniformly bounded above. If we set v(x) := lim supn→∞ vn(x) for x ∈ X, then the
upper semicontinuous regularization v∗ of v is plurisubharmonic and v = v∗ (a.e.)
(cf. [9, Proposition 2.9.17 and Theorem 2.6.3]).

2.2. R-Cartier divisors. Let X be either a d-equidimensional smooth algebraic
variety over C, or a d-equidimensional complex manifold. Let Div(X) be the
group of Cartier divisors on X. An element D of Div(X)R := Div(X)⊗ZR is called
an R-Cartier divisor on X. Let D =

∑n
i=1 aiDi be the irreducible decomposition of

D, that is, a1, . . . , an ∈ R and Di’s are reduced and irreducible divisors on X. For a
prime divisor Γ on X (i.e., a reduced and irreducible divisor on X), the coefficient
of D at Γ in the above irreducible decomposition is denoted by multΓ(D), that is,

multΓ(D) =
{

ai if Γ = Di for some i,
0 if Γ , Di for all i,

and D =
∑
ΓmultΓ(D)Γ. The support Supp(D) of D is defined by

∪
multΓ(D),0 Γ. If

ai ≥ 0 for all i, then D is said to be effective and it is denoted by D ≥ 0. More
generally, for D1,D2 ∈ Div(X)R,

D1 ≤ D2 (or D2 ≥ D2) def⇐⇒ D2 −D1 ≥ 0.

The round-up ⌈D⌉ of D and the round-down ⌊D⌋ of D are defined by

⌈D⌉ =
n∑

i=1

⌈ai⌉Di and ⌊D⌋ =
n∑

i=1

⌊ai⌋Di,

where ⌈x⌉ = min{a ∈ Z | x ≤ a} and ⌊x⌋ = max{a ∈ Z | a ≤ x} for x ∈ R.
We assume that X is algebraic. Let Rat(X) be the ring of rational functions on X.

Note that X is not necessarily connected, so that Rat(X) is not necessarily a field.
In the case where X is connected, H0(X,D) is defined to be

H0(X,D) := {ϕ ∈ Rat(X)× | (ϕ) +D ≥ 0} ∪ {0}.
In general, let X =

⨿
α Xα be the decomposition into connected components, and

let Dα = D|Xα
. Then H0(X,D) is defined to be

H0(X,D) :=
⊕
α

H0(Xα,Dα).
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Note that if D is effective, then H0(X,D) is generated by

{ϕ ∈ Rat(X)× | (ϕ) +D ≥ 0}.
Indeed, for ϕα ∈ H0(Xα,Dα), if we choose c ∈ C× with ϕα + c , 0, then

(0, . . . , 0, ϕα, 0, . . . , 0) = (1, . . . , 1, ϕα + c, 1, . . . , 1) − (1, . . . , 1, c, 1, . . . , 1),

which shows the assertion. Since

(ϕα) +Dα ≥ 0 ⇐⇒ (ϕα) + ⌊Dα⌋ ≥ 0,

we have H0(X,D) = H0(X, ⌊D⌋).
In the case where X is not necessarily algebraic, the ring of meromorphic func-

tions on X is denoted byM(X). By usingM(X) instead of Rat(X), we can define
H0
M(X,D) in the same way as above, that is, if X is connected, then

H0
M(X,D) := {ϕ ∈ M(X)× | (ϕ) +D ≥ 0} ∪ {0}.

If X is a proper smooth algebraic scheme over C, then Rat(X) =M(X) by GAGA,
and hence H0(X,D) = H0

M(X,D).

2.3. Definition of Green functions forR-Cartier divisors. Let X be a d-equidimensional
complex manifold. LetL1

loc be the sheaf consisting of locally integrable functions,
that is,

L1
loc(U) := {g : U→ R ∪ {±∞} | g is locally integrable}

for an open set U of X. Let T be a subsheaf ofL1
loc and let S be a subset ofR∪{±∞}.

Then TS, T b and −T are defined as follows:

TS(U) := {g ∈ T (U) | g(x) ∈ S for all x ∈ U},
T b(U) := {g ∈ T (U) | g is locally bounded on U},
−T (U) := {−g ∈ L1

loc(U) | g ∈ T (U)}.
Let T ′ be another subsheaf of L1

loc. We assume that u + u′ is well-defined as
functions for any open set U, u ∈ T (U) and u′ ∈ T ′(U). Then T + T ′ is defined
to be

(T +T ′)(U) :=

g ∈ L1
loc(U)

∣∣∣∣∣∣∣∣
For any x ∈ U, we can find an open
neighborhood Vx, u ∈ T (Vx) and
u′ ∈ T ′(Vx) such that g

∣∣∣
Vx
= u + u′.

 .
Similarly, if u − u′ is well-defined as functions for any open set U, u ∈ T (U) and
u′ ∈ T ′(U), then T −T ′ is defined to be

(T −T ′)(U) :=

g ∈ L1
loc(U)

∣∣∣∣∣∣∣∣
For any x ∈ U, we can find an open
neighborhood Vx, u ∈ T (Vx) and
u′ ∈ T ′(Vx) such that g

∣∣∣
Vx
= u − u′.

 .
Note that T − T ′ = T + (−T ′). A subsheaf T of L1

loc is called a type for Green
functions on X if the following conditions are satisfied (in the following (1), (2) and
(3), U is an arbitrary open set of X):

(1) If u, v ∈ T (U) and a ∈ R≥0, then u + v ∈ T (U) and au ∈ T (U).
(2) If u, v ∈ T (U) and u ≤ v (a.e.), then u ≤ v.
(3) If ϕ ∈ O×X(U) (i.e., ϕ is a nowhere vanishing holomorphic function on U),

then log |ϕ|2 ∈ T (U).
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Note that, for u, v ∈ T (U), u = v if u = v (a.e.). If T = TR, that is, u(x) ∈ R for any
open set U, u ∈ T (U) and x ∈ U, then T is called a real valued type. As examples
of types for Green functions on X, we have the following C0, C∞ and PSH:

C0 : the sheaf consisting of continuous functions.
C∞ : the sheaf consisting of C∞-functions.
PSH : the sheaf consisting of plurisubharmonic functions.

Note that
PSHR(U) = {g ∈ PSH(U) | g(x) , −∞ for all x ∈ U}

for an open set U of X. Let T and T ′ be types for Green functions on X. We say
T ′ is a subjacent type of T if the following property holds for any open set U of X:

u′ ≤ u (a.e.) on U for u′ ∈ T ′(U) and u ∈ T (U) =⇒ u′ ≤ u on U.

Lemma 2.3.1. Let T be either C0 + PSH or C0 + PSHR −PSHR. Then T is a type for
Green functions on X. Moreover, PSH is a subjacent type of T .

Proof. The conditions (1) and (3) are obvious for T . Let us see (2). For z =
(z1, . . . , zd) ∈ Cd, we set ∥z∥ =

√
|z1|2 + · · · + |zd|2. Moreover, for a ∈ Cd and r > 0,

{z ∈ Cd | ∥z − a∥ < r}
is denoted by Bd(a; r).

The assertion of (2) is local, so that we may assume that X = Bd((0, . . . , 0); 1). It
is sufficient to see that, for u1,u2 ∈ T (X), if u1 ≤ u2 (a.e.), then u1 ≤ u2. Let us
fix a ∈ Bd((0, . . . , 0); 1). There are a sufficiently small r > 0 and vi j ∈ L1

loc(B
d(a; r))

(i = 1, 2 and j = 1, 2, 3) with the following properties:
(a) u1 = v11 + v12 − v13 and u2 = v21 + v22 − v23.
(b) v11, v21 ∈ C0(Bd(a; r)).
(c) v12, v22 ∈ PSH(Bd(a; r)) in the case T = C0 + PSH.
(c)’ v12, v22 ∈ PSHR(Bd(a; r)) in the case T = C0 + PSHR −PSHR.
(d) v13 = v23 = 0 in the case T = C0 + PSH.
(d)’ v13, v23 ∈ PSHR(Bd(a; r)) in the case T = C0 + PSHR −PSHR.

Let χϵ (ϵ > 0) be the standard smoothing kernels on Cd (cf. [9, Section 2.5]).
It is well known that vi j(a) = limϵ→0(vi j ∗ χϵ)(a) for i = 1, 2 and j = 1, 2, 3 (cf.
[9, Proposition 2.5.2 and Theorem 2.9.2]). In the case T = C0 + PSH, since
v11(a), v21(a) ∈ R, v12(a), v22(a) ∈ R ∪ {−∞} and v13 = v23 = 0,

lim
ϵ→0

(ui ∗ χϵ)(a) = lim
ϵ→0

((vi1 ∗ χϵ)(a) + (vi2 ∗ χϵ)(a) − (vi3 ∗ χϵ)(a))

= lim
ϵ→0

(vi1 ∗ χϵ)(a) + lim
ϵ→0

(vi2 ∗ χϵ)(a) − lim
ϵ→0

(vi3 ∗ χϵ)(a)

= vi1(a) + vi2(a) − vi3(a) = ui(a).

If T = C0 + PSHR −PSHR, then, in the same way as above, we can also see
ui(a) = limϵ→0(ui ∗ χϵ)(a) for i = 1, 2 because vi j(a) ∈ R for i = 1, 2 and j = 1, 2, 3.
Therefore, (2) follows from inequalities (u1 ∗ χϵ)(a) ≤ (u2 ∗ χϵ)(a) (∀ϵ > 0). The last
assertion can be checked similarly. □

Let T be a type for Green functions on X. Let g be a locally integrable function
on X and let D =

∑l
i=1 aiDi be an R-Cartier divisor on X, where Di’s are reduced
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and irreducible divisors on X. We say g is a D-Green function of T -type (or a Green
function of T -type for D) if, for each point x ∈ X, g has a local expression

g = u +
l∑

i=1

(−ai) log | fi|2 (a.e.)

over an open neighborhood Ux of x such that u ∈ T (Ux), where f1, . . . , fl are
local equations of D1, . . . ,Dl on Ux respectively. Note that this definition does not
depend on the choice of local equations f1, . . . , fl on Ux by the properties (1) and
(3) of T . The set of all D-Green functions of T -type is denoted by GT (X; D).

Let g be a D-Green function of T -type. We say g is of upper bounded type (resp.
of lower bounded type) if, in the above local expression g = u+

∑l
i=1(−ai) log | fi|2 (a.e.)

around each point of X, u is locally bounded above (resp. locally bounded below).
If g is of upper and lower bounded type, then g is said to be of bounded type. These
definitions also do not depend on the choice of local equations. Note that the set
of all D-Green functions of T -type and of bounded type is nothing more than
GT b(X; D).

We assume x < Supp(D). Let g be a D-Green function of T -type. Let f1, . . . , fl
and f ′1 , . . . , f ′l be two sets of local equations of D1, . . . ,Dl on an open neighborhood
Ux of x. Let

g = u +
l∑

i=1

(−ai) log | fi|2 (a.e.) and g = u′ +
l∑

i=1

(−ai) log | f ′i |2 (a.e.)

be two local expressions of g over Ux, where u,u′ ∈ T (Ux). Since x < Supp(D),
there is an open neighborhood Vx of x such that Vx ⊆ Ux and f1, . . . , fl, f ′1 , . . . , f ′l ∈
O×X(Vx). Thus, by the properties (1) and (3) of T ,

u +
l∑

i=1

(−ai) log | fi|2, u′ +
l∑

i=1

(−ai) log | f ′i |2 ∈ T (Vx),

and hence

u +
l∑

i=1

(−ai) log | fi|2 = u′ +
l∑

i=1

(−ai) log | f ′i |2 ∈ T (Vx)

over Vx by the second property of T . This observation shows that

u(x) +
l∑

i=1

(−ai) log | fi(x)|2

does not depend on the choice of the local expression of g. In this sense, the value

u(x) +
l∑

i=1

(−ai) log | fi(x)|2

is called the canonical value of g at x and it is denoted by gcan(x). Note that
gcan ∈ T (X \ Supp(D)) and g = gcan (a.e.) on X \ Supp(D). Moreover, if T is real
valued, then gcan(x) ∈ R. It is easy to see the following propositions.

Proposition 2.3.2. Let g be a D-Green function of C∞-type. Then the current ddc([g])+δD
is represented by a unique C∞-form α, that is, ddc([g])+ δD = [α]. We often identifies the
current ddc([g]) + δD with α, and denote it by c1(D, g).



18 ATSUSHI MORIWAKI

Proposition 2.3.3. Let T ′ and T ′′ be two types for Green functions on X such that
T ′,T ′′ ⊆ T . Then GT ′∩T ′′(X; D) = GT ′(X; D) ∩ GT ′′(X; D).

Proposition 2.3.4. (1) If g is a D-Green function of T -type and a ∈ R≥0, then ag is
an (aD)-Green function of T -type. Moreover, if x < Supp(D), then (ag)can(x) =
agcan(x).

(2) If g1 (resp. g2) is a D1-Green function of T -type (resp. D2-Green function of
T -type), then g1 + g2 is a (D1 + D2)-Green function of T -type. Moreover, if
x < Supp(D1) ∪ Supp(D2), then (g1 + g2)can(x) = (g1)can(x) + (g2)can(x).

(3) We assume that −T ⊆ T . If g is a D-Green function of T -type, then −g is a
(−D)-Green function of T -type. Moreover, if x < Supp(D), then (−g)can(x) =
−gcan(x).

(4) Let g be a D-Green function of T -type. If g ≥ 0 (a.e.) and x < Supp(D), then
gcan(x) ≥ 0.

Finally let us consider the following three propositions.

Proposition 2.3.5. Let D = b1E1 + · · · + brEr be an R-Cartier divisor on X such that
b1, . . . , br ∈ R and Ei’s are Cartier divisors on X. Let g be a D-Green function of T -type
on X. Let U be an open set of X and let ϕ1, . . . , ϕr be local equations of E1, . . . ,Er over U
respectively. Then there is a unique expression

g = u +
r∑

i=1

(−bi) log |ϕi|2 (a.e.) (u ∈ T (U))

on U modulo null functions. This expression is called the local expression of g over U
with respect to ϕ1, . . . , ϕr.

Proof. Let us choose reduced and irreducible divisors D1, . . . ,Dl and αi j ∈ Z such
that Ei =

∑l
j=1 αi jD j for each i. If we set a j =

∑r
i=1 biαi j, then D =

∑l
j=1 a jD j. For each

point x ∈ U, there are an open neighborhood Ux of x, local equations f1,x, . . . , fl,x
of D1, . . . ,Dl on Ux and ux ∈ T (Ux) such that Ux ⊆ U and

g = ux +

l∑
j=1

(−a j) log | f j,x|2 (a.e.)

on Ux. Note that

g = ux +

r∑
i=1

(−bi) log

∣∣∣∣∣∣∣
l∏

j=1

f αi j

j,x

∣∣∣∣∣∣∣
2

(a.e.)

and
∏l

j=1 f αi j

j,x is a local equation of Ei over Ux, so that we can find nowhere

vanishing holomorphic functions e1,x, . . . , er,x on Ux such that
∏l

j=1 f αi j

j,x = ei,xϕi on
Ux for all i = 1, . . . , r. Then

g = ux +

r∑
i=1

(−bi) log |ei,x|2 +
r∑

i=1

(−bi) log |ϕi|2 (a.e.)

on Ux. Thus, for x, x′ ∈ U,

ux +

r∑
i=1

(−bi) log |ei,x|2 = ux′ +

r∑
i=1

(−bi) log |ei,x′ |2 (a.e.)
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on Ux ∩Ux′ , and hence

ux +

r∑
i=1

(−bi) log |ei,x|2 = ux′ +

r∑
i=1

(−bi) log |ei,x′ |2

on Ux ∩ Ux′ . This means that there is u ∈ T (U) such that u is locally given
by ux +

∑r
i=1(−bi) log |ei,x|2. Therefore, g = u +

∑r
i=1(−bi) log |ϕi|2 (a.e.) on U. The

uniqueness of the expression modulo null functions is obvious by the second
property of T . □

Proposition 2.3.6. Let g be a D-Green function of T -type. Then we have the following:
(1) If g is of lower bounded type, then locally |ϕ| exp(−g/2) is essentially bounded

above for ϕ ∈ H0
M(X,D).

(2) If g is of upper bounded type, then there is a D-Green function g′ of C∞-type such
that g ≤ g′ (a.e.).

Proof. We set D =
∑l

i=1 aiDi such that a1, . . . , al ∈ R and Di’s are reduced and
irreducible divisors on X.

(1) Clearly we may assume that X is connected. For x ∈ X, let

g = u +
l∑

i=1

(−ai) log | fi|2 (a.e.)

be a local expression of g around x, where f1, . . . , fl are local equations of D1, . . . ,Dl.
For ϕ ∈ H0

M(X,D), we set ϕ = f b1
1 · · · f bl

l · v around x such that v has no factors of
f1, . . . , fl. Then, as (ϕ) + D ≥ 0, we can see that ai + bi ≥ 0 for all i, and that v is a
holomorphic function around x. On the other hand,

exp(−g/2)|ϕ| = exp(−u/2)| f1|a1+b1 · · · | fn|an+bn |v| (a.e.),

as required.

(2) By our assumption, there is a locally finite open covering {Uλ}λ∈Λ with the
following properties:

(a) There are local equations fλ,1, . . . , fλ,n of D1, . . . ,Dn on Uλ.
(b) There is a constant Cλ such that g ≤ Cλ −

∑
ai log | fλ,i|2 (a.e.) on Uλ.

Let {ρλ}λ∈Λ be a partition of unity subordinate to the covering {Uλ}λ∈Λ. We set

g′ =
∑
λ∈λ

ρλ
(
Cλ −

∑
ai log | fλ,i|2

)
.

Clearly g ≤ g′ (a.e.). Moreover, by Lemma 2.4.1, g′ is a D-Green function of
C∞-type. □

Proposition 2.3.7. Let g be a D-Green function of (PSH+C∞)-type. Let A be an R-
Cartier divisor on X, and let h be an A-Green function of C∞-type. Let α = c1(A, h), that
is, α is a C∞ (1, 1)-form on X such that ddc([h]) + δA = [α] (cf. Proposition 2.3.2). If
X is compact and α is positive, then there is a positive number t0 such that g + th is a
(D + tA)-Green function of PSH-type for all t ∈ R≥t0 .

Proof. For each x ∈ X, let

g = ux +
∑

i

(−ai) log | fi|2 (a.e.), h = vx +
∑

i

(−bi) log | fi|2 (a.e.)
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be local expressions of g and h respectively over an open neighborhood Ux of
x. By our assumption, shrinking Ux if necessarily, there are a plurisubharmonic
function px and a C∞-function qx such that ux = px+qx. Moreover, sinceα is positive,
shrinking Ux if necessarily, we can find a positive number tx such that ddc(qx)+ tα
is positive for all t ≥ tx. Because of the compactness of X, we can choose finitely
many x1, . . . , xr ∈ X such that X = Ux1 ∪ · · · ∪ Uxr . If we set t0 = max{tx1 , . . . , txr},
then, for t ≥ t0,

g + th = px j + (qx j + tvx j) +
∑

i

−(ai + tbi) log | fi|2 (a.e.)

over Ux j . Note that ddc(qx j + tvx j) = ddc(qx j) + tα is positive, which means that
qx j + tvx j is a C∞-plurisubharmonic function. Thus g + th is of PSH-type. □

2.4. Partitions of Green functions. Let X be a d-equidimensional complex man-
ifold. Let T be a type for Green functions. Besides the properties (1), (2) and (3)
as in Subsection 2.3, we assume the following additional property (4):

(4) For an open set U, if u ∈ T (U) and v ∈ C∞(U), then vu ∈ T (U).
As examples, C0 and C∞ satisfy the property (4).

Lemma 2.4.1. Let D be an R-Cartier divisor on X. Let {Uλ} be a locally finite covering
of X and let {ρλ}λ∈Λ be a partition of unity subordinate to the covering {Uλ}λ∈Λ. Let gλ be
a (D|Uλ

)-Green function of T -type on Uλ for each λ. Then g :=
∑
λ ρλgλ is a D-Green

function of T -type on X.

Proof. We set D = a1D1 + · · · + arDr. Let fi,x be a local equation of Di on an open
neighborhood Ux of x. As gλ is a (D|Uλ

)-Green function of T -type on Uλ, for λ
with x ∈ Uλ,

gλ = vλ,x −
∑

ai log | fi,x|2 (a.e.)

around x, where vλ,x ∈ T (Uλ ∩Ux). Thus

g =
∑
λ

ρλ(vλ,x −
∑

ai log | fi,x|2) (a.e.)

=

∑
λ

ρλvλ,x

 −∑
ai log | fi,x|2

around x, as required. □

The main result of this subsection is the following proposition.

Proposition 2.4.2. Let g be a D-Green function of T -type on X and let

D = b1E1 + · · · + brEr

be a decomposition such that E1, . . . ,Er ∈ Div(X) and b1, . . . , br ∈ R. Note that Ei is not
necessarily a prime divisor. Then we have the following:

(1) There are locally integrable functions g1, . . . , gr such that gi is an Ei-Green function
of T -type for each i and g = b1g1 + · · · + brgr (a.e.).

(2) If E1, . . . ,Er are effective, b1, . . . , br ∈ R≥0, g ≥ 0 (a.e.) and g is of lower bounded
type, then there are locally integrable functions g1, . . . , gr such that gi is a non-
negative Ei-Green function of T -type for each i and g = b1g1 + · · · + brgr (a.e.).
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Proof. (1) Clearly we may assume that bi , 0 for all i. Let g′i be an Ei-Green function
of C∞-type. Then there is f ∈ T (X) such that f = g− (b1g′1 + · · ·+ brg′r) (a.e.). Thus

g = b1(g′1 + f/b1) + b2g′2 + · · · + brg′r (a.e.).

(2) Clearly we may assume that bi > 0 for all i. First let us see the following
claim:

Claim 2.4.2.1. For each x ∈ X, there are locally integrable functions g1,x, . . . , gr,x and an
open neighborhood Ux of x such that gi,x is a non-negative Ei-Green function of T -type
on Ux for every i, and that g = b1g1,x + · · · + brgr,x (a.e.) on Ux.

Proof. Let Ux be a sufficiently small open neighborhood of x and let fi,x be a local
equation of Ei on Ux for every i. Let g = vx +

∑r
i=1(−bi) log | fi,x|2 (a.e.) be the local

expression of g on Ux with respect to f1,x, . . . , fr,x. We set I = {i | fi,x(x) = 0} and
J = {i | fi,x(x) , 0}.

First we assume I = ∅. Then, shrinking Ux if necessarily, we may assume that

vx +

r∑
i=1

(−bi) log | fi,x|2 ∈ T (Ux)

and Ei = 0 on Ux for all i. Thus if we set

gi,x = (1/rbi)

vx +

r∑
i=1

(−bi) log | fi,x|2


for each i, then we have our assertion.
Next we consider the case where I , ∅. We put f = vx+

∑
j∈J(−b j) log | f j,x|2. Then,

shrinking Ux if necessarily, we may assume that f ∈ T (Ux) and is bounded below.
We set

gi,x =

{
f/(bi#(I)) − log | fi,x|2 if i ∈ I,
0 if i ∈ J.

Note that g =
∑r

i=1 bigi,x (a.e.) and that gi,x ≥ 0 around x for i ∈ I. Thus, shrinking
Ux if necessarily, we have our assertion. □

By using the above claim, we can construct an open covering {Uλ}λ∈Λ and locally
integrable functions g1,λ, . . . , gr,λ on Uλ with the following properties:

(i) {Uλ}λ∈Λ is locally finite and the closure of Uλ is compact for every λ.
(ii) gi,λ is a non-negative Ei-Green function of T -type on Uλ for every i.

(iii) g = b1g1,λ + · · · + brgr,λ (a.e.) on Uλ.

Let {ρλ}λ∈Λ be a partition of unity subordinate to the covering {Uλ}λ∈Λ. We set
gi =

∑
λ ρλgi,λ. Clearly gi ≥ 0 and

g =
∑
λ

ρλ g
∣∣∣
Uλ

(a.e.)
=

∑
λ

ρλ

r∑
i=1

bigi,λ =

r∑
i=1

bigi.

Moreover, by Lemma 2.4.1, gi is an Ei-Green function of T -type. □
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2.5. Norms arising from Green functions. Let X be a d-equidimensional complex
manifold. Let g be a locally integral function on X. For ϕ ∈ M(X), we define |ϕ|g
to be

|ϕ|g := exp(−g/2)|ϕ|.
Moreover, the essential supremum of |ϕ|g is denoted by ∥ϕ∥g, that is,

∥ϕ∥g := ess sup
{
|ϕ|g(x) | x ∈ X

}
.

Lemma 2.5.1. (1) ∥ · ∥g satisfies the following properties:
(1.1) ∥λϕ∥g = |λ|∥ϕ∥g for all λ ∈ C and ϕ ∈ M(X).
(1.2) ∥ϕ + ψ∥g ≤ ∥ϕ∥g + ∥ψ∥g for all ϕ,ψ ∈ M(X).
(1.3) For ϕ ∈ M(X), ∥ϕ∥g = 0 if and only if ϕ = 0.

(2) Let V be a vector subspace of M(X) over C. If ∥ϕ∥g < ∞ for all ϕ ∈ V, then
∥ · ∥g yields a norm on V. In particular, if D is an R-Cartier divisor, g is a
D-Green function of T -type and g is of lower bounded type, then ∥ · ∥g is a norm
of H0

M(X,D) (cf. Proposition 2.3.6), where T is a type for Green functions.

Proof. (1) (1.1) and (1.2) are obvious. If ∥ϕ∥g = 0, then |ϕ|g = 0 (a.e.). Moreover, as
g is integrable, the measure of {x ∈ X | g(x) = ∞} is zero. Thus |ϕ| = 0 (a.e.), and
hence ϕ = 0.

(2) follows from (1). □

Let Φ be a continuous volume form on X. For ϕ,ψ ∈ M(X), if ϕψ̄ exp(−g) is
integrable, then we denote its integral∫

X
ϕψ̄ exp(−g)Φ

by ⟨ϕ,ψ⟩g.
We assume that g is a D-Green function of C0-type. We set

D = a1D1 + · · · + alDl,

where Di’s are reduced and irreducible divisors on X and a1, . . . , ar ∈ R. Let us fix
x ∈ X. Let f1, . . . , fl be local equations of D1, . . . ,Dl around x, and let

g = u +
l∑

i=1

(−ai) log | fi|2 (a.e.)

be the local expression of g around x with respect to f1, . . . , fl. For ϕ ∈ H0
M(X,D),

we set ϕ = f b1
1 · · · f bl

l v around x, where v has no factors of f1, . . . , fl. Note that
b1, . . . , bl do not depend on the choice of f1, . . . , fl. Since (ϕ) + D ≥ 0, we have
ai + bi ≥ 0 for all i and v is holomorphic around x. Then

|ϕ|g = | f1|a1+b1 · · · | fl|al+bl |v| exp(−u/2) (a.e.).

Let us choose another local equations f ′1 , . . . , f ′l of D1, . . . ,Dl around x, and let

g = u′ +
l∑

i=1

(−ai) log | f ′i |2 (a.e.)

be the local expression of g around x with respect to f ′1 , . . . , f ′l . Moreover, we set
ϕ = f ′1

b1 · · · f ′l
blv′ around x as before. Then

|ϕ|g = | f ′1 |a1+b1 · · · | f ′l |al+bl |v′| exp(−u′/2) (a.e.).
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Note that

| f1|a1+b1 · · · | fl|al+bl |v| exp(−u/2) and | f ′1 |a1+b1 · · · | f ′l |al+bl |v′| exp(−u′/2)

are continuous, so that

| f1|a1+b1 · · · | fl|al+bl |v| exp(−u/2) = | f ′1 |a1+b1 · · · | f ′l |al+bl |v′| exp(−u′/2)

around x. This observation shows that there is a unique continuous function h
on X such that |ϕ|g = h (a.e.). In this sense, in the case where g is of C0-type, we
always assume that |ϕ|g means the above continuous function h. Then we have
the following proposition.

Proposition 2.5.2. Let g be a D-Green function of C0-type.
(1) For ϕ ∈ H0

M(X,D), |ϕ|g is locally bounded above.
(2) If X is compact, then ⟨ϕ,ψ⟩g exists for ϕ,ψ ∈ H0

M(X,D). Moreover, ⟨ , ⟩g yields
a hermitian inner product on H0

M(X,D).

3. Gromov’s inequality and distorsion functions for R-Cartier divisors

Let X be a d-equidimensional compact complex manifold. Let D be anR-Cartier
divisor on X and let g be a D-Green function of C0-type. Let us fix a continuous
volume form Φ on X. Recall that |ϕ|g, ∥ϕ∥g and ⟨ϕ,ψ⟩g for ϕ,ψ ∈ H0

M(X,D) are
given by 

|ϕ|g := |ϕ| exp(−g/2),
∥ϕ∥g := ess sup{|ϕ|g(x) | x ∈ X},
⟨ϕ,ψ⟩g =

∫
X
ϕψ̄ exp(−g)Φ.

As described in Subsection 2.5, we can view |ϕ|g as a continuous function, so that
|ϕ|g is always assumed to be continuous.

In this section, let us consider Gromov’s inequality and distorsion functions for
R-Cartier divisors.

3.1. Gromov’s inequality for R-Cartier divisors. Here we observe Gromov’s
inequality for R-Cartier divisors.

Proposition 3.1.1 (Gromov’s inequality for anR-Cartier divisor). Let D1, . . . ,Dl be
R-Cartier divisors on X and let g1, . . . , gl be locally integrable functions on X such that
gi is a Di-Green function of C∞-type for each i. Then there is a positive constant C such
that

∥ϕ∥2a1 g1+···+al gl
≤ C(1 + |a1| + · · · + |al|)2d⟨ϕ,ϕ⟩a1 g1+···+al gl

holds for all ϕ ∈ H0
M(X, a1D1 + · · · + alDl) and a1, . . . , al ∈ R.

Proof. We can find distinct prime divisors Γ1, . . . , Γr on X, locally integrable func-
tions γ1, . . . , γr on X, C∞-functions f1, . . . , fl and real numbers αi j such that γ j is a
Γ j-Green functions of C∞-type for each j = 1, . . . , r,

Di =

r∑
j=1

αi jΓ j and gi = fi +

r∑
j=1

αi jγ j (a.e.).
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Then

a1D1 + · · · + alDl =

r∑
j=1

 l∑
i=1

aiαi j

Γ j +

l∑
i=1

ai(the zero divisor),

a1g1 + · · · + algl =

r∑
j=1

 l∑
i=1

aiαi j

γ j +

l∑
i=1

ai fi (a.e.).

Moreover, if we set A = max{|αi j|}, then

1 +
l∑

i=1

|ai| +
r∑

j=1

∣∣∣∣∣∣∣
l∑

i=1

aiαi j

∣∣∣∣∣∣∣ ≤ 1 + (Ar + 1)
l∑

i=1

|ai| ≤ (Ar + 1)

1 +
l∑

i=1

|ai|
 .

Thus we may assume that D1, . . .Dr are distinct prime divisors and

Dr+1 = · · · = Dl = 0.

Let U be an open set of X over which there are local equations f1, . . . , fr of
D1, . . . ,Dr respectively.

Claim 3.1.1.1. For all ϕ ∈ H0
M(X, a1D1 + · · · + alDl) and a1, . . . , al ∈ R,

ϕ f ⌊a1⌋
1 · · · f ⌊ar⌋

r

is holomorphic over U, that is, there are b1, . . . , br ∈ Z and a holomorphic function f on
U such that ϕ = f b1

1 · · · f br
r f and b1 + a1 ≥ 0, . . . , br + ar ≥ 0.

Proof. Fix x ∈ U. Let fi = ei fi1 · · · fici be the prime decomposition of fi in OX,x, where
ei ∈ O×X,x and fi j’s are distinct prime elements of OX,x. Let Di j be the prime divisor
given by fi j around x. Since ϕ ∈ H0

M(X, a1D1 + · · · + alDl), we have

(ϕ) + a1D1 + · · · + alDl = (ϕ) + a1D11 + · · · + a1D1c1 + · · · + arDr1 + · · · + arDrcr ≥ 0

around x. Note that D11, . . . ,D1c1 , . . . ,Dr1, . . . ,Drcr are distinct prime divisors
around x. Thus ϕ f ⌊a1⌋

11 · · · f ⌊a1⌋
1c1
· · · f ⌊ar⌋

r1 · · · f ⌊ar⌋
rcr is holomorphic around x. Therefore,

as
f ⌊a1⌋
1 · · · f ⌊ar⌋

r = e⌊a1⌋
1 · · · e⌊ar⌋

r f ⌊a1⌋
11 · · · f ⌊a1⌋

1c1
· · · f ⌊ar⌋

r1 · · · f ⌊ar⌋
rcr ,

ϕ f ⌊a1⌋
1 · · · f ⌊ar⌋

r is holomorphic around x. □

By the above observation, the assertion of the proposition follows from the
following local version. □

Lemma 3.1.2. Let a, b, c be real numbers with a > b > c > 0. We set

U = {z ∈ Cd | |z| < a}, V = {z ∈ Cd | |z| < b} and W = {z ∈ Cd | |z| < c}.
Let Φ be a continuous volume form on U, f1, . . . , fl ∈ OU(U), v1, . . . , vl ∈ C∞(U) and

gi = vi − log | fi|2

for i = 1, . . . , l. For a1, . . . , al ∈ R, we set

V(a1, . . . , al) =
{

f b1
1 · · · f bl

l f
∣∣∣∣∣ f ∈ OU(U) and b1, . . . , bl ∈ Z with

b1 + a1 ≥ 0, . . . , bl + al ≥ 0

}
.
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(Note that V(a1, . . . , al) is a complex vector space.) Then there is a positive constant C
such that

max
z∈W
{|ϕ|2 exp(−a1g1 − · · · − algl)(z)}

≤ C(|a1| + · · · + |al| + 1)2d
∫

V
|ϕ|2 exp(−a1g1 − · · · − algl)Φ

holds for all ϕ ∈ V(a1, . . . , al) and all a1, . . . , al ∈ R.

Proof. We set

u1 = exp(−v1), . . . , ul = exp(−vl),ul+1 = exp(v1), . . . , u2l = exp(vl).

Then in the same way as [14, Lemma 1.1.1], we can find a positive constant D with
the following properties:

(a) For x0, x ∈ V, ui(x) ≥ ui(x0)(1 − D|x − x0|′) for all i = 1, . . . , 2l, where |z|′ =
|z1| + · · · + |zd| for z = (z1, . . . , zd) ∈ Cd.

(b) If x0 ∈W, then B(x0, 1/D) ⊆ V, where

B(x0, 1/D) = {x ∈ Cd | |x − x0|′ ≤ 1/D}.

We set

Φcan =

( √
−1
2

)d

dz1 ∧ dz̄1 ∧ · · · ∧ dzd ∧ dz̄d.

Then we can choose a positive constant e with Φ ≥ eΦcan. For

ϕ = f b1
1 · · · f bl

l f ∈ V(a1, . . . , al),

we assume that the continuous function

|ϕ|2 exp(−a1g1 − · · · − algl) = | f1|2(b1+a1) · · · | fl|2(bl+al)| f |2 exp(−a1v1 − · · · − alvl)

on W takes the maximal value at x0 ∈W. Let us choose ϵi ∈ {±1} such that ai = ϵi|ai|.
Note that

exp(−a1v1(x) − · · · − alvl(x)) =
l∏

i=1

exp(−ϵivi(x))|ai|

≥
 l∏

i=1

exp(−ϵivi(x0))|ai|

 (1 −D|x − x0|′)|a1|+···+|al|

= exp(−a1v1(x0) − · · · − alvl(x0))(1 −D|x − x0|′)|a1|+···+|al|

on B(x0, 1/D). Therefore,∫
V
|ϕ|2 exp(−a1g1 − · · · − algl)Φ ≥ e exp(−a1v1(x0) − · · · − alvl(x0))×∫

B(x0,1/D)
| f1|2(b1+a1) · · · | fl|2(bl+al)| f |2(1 −D|x − x0|′)|a1|+···+|al|Φcan.
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If we set x − x0 = (r1 exp(
√
−1θ1), . . . , rd exp(

√
−1θd)), then, by using [8, Theo-

rem 4.1.3] and the pluriharmonicity of | f1|2(b1+a1) · · · | fl|2(bl+al)| f |2,∫
B(x0,1/D)

| f1|2(b1+a1) · · · | fl|2(bl+al)| f |2(1 −D|x − x0|′)|a1|+···+|al|Φcan

=

∫
r1+···+rd≤1/D
r1≥0,...,rd≥0

(∫ 2π

0
· · ·

∫ 2π

0
| f1|2(b1+a1) · · · | fl|2(bl+al)| f |2dθ1 · · · dθd

)
× r1 · · · rd(1 −D(r1 + · · · + rd))|a1|+···+|al|dr1 · · · drd

≥ (2π)d| f1(x0)|2(b1+a1) · · · | fl(x0)|2(bl+al)| f (x0)|2

×
∫

[0,1/(dD)]d
r1 · · · rd(1 −D(r1 + · · · + rd))|a1|+···+|al|dr1 · · · drd.

Therefore, we have∫
V
|ϕ|2 exp(−a1g1 − · · · − algl)Φ

≥ e(2π)d

(dD)2d
max
z∈W
{|ϕ|2 exp(−a1g1 − · · · − algl)(z)}

×
∫

[0,1]d
t1 · · · td(1 − (1/d)(t1 + · · · + td))|a1|+···+|al|dt1 · · · dtd.

Hence our assertion follows from [14, Claim 1.1.1.1 in Lemma 1.1.1]. □

3.2. Distorsion functions for R-Cartier divisors. Let D be an R-Cartier divisor
on X and let g be a D-Green function of C0-type. Let V be a complex vector
subspace of H0

M(X,D). Let ϕ1, . . . , ϕl be an orthonormal basis of V with respect to
⟨ , ⟩g. It is easy to see that

|ϕ1|2g + · · · + |ϕl|2g
does not depend on the choice of the orthonormal basis ϕ1, . . . , ϕl of V, so that it
is denoted by dist(V; g) and it is called the distorsion function of V with respect to
g.

Proposition 3.2.1. Let V be a complex vector subspace of H0(X,D). Then an inequality

|s|2g(x) ≤ ⟨s, s⟩g dist(V; g)(x) (∀x ∈ X)

holds for all s ∈ V. In particular,

|s|g(x) ≤
(∫

X
Φ

)1/2

∥s∥g
√

dist(V; g)(x) (∀x ∈ X).

Proof. Let e1, . . . , eN be an orthonormal basis of V with respect to ⟨ , ⟩g. If we set
s = a1e1 + · · · + aNeN for s ∈ V, then

⟨s, s⟩g = |a1|2 + · · · + |aN|2.
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Therefore, by the Cauchy-Schwarz inequality,

|s|g(x) ≤ |a1||e1|g(x) + · · · + |aN||eN|g(x)

≤
√
|a1|2 + · · · + |aN|2

√
|e1|2g(x) + · · · + |eN|2g(x)

=
√
⟨s, s⟩g

√
dist(V; L)(x).

□

Lemma 3.2.2. Let g′ be another D-Green function of C0-type such that g ≤ g′ (a.e.). Let
V be a complex vector subspace of H0(X,D). Then dist(V; g) ≤ exp(g′ − g) dist(V; g′).

Proof. We can find a continuous function u on X such that u ≥ 0 on X and
g′ = g + u (a.e.). Let ϕ1, . . . , ϕl be an orthonormal basis of V with respect to
⟨ , ⟩g′ such that ϕ1, . . . , ϕl are orthogonal with respect to ⟨ , ⟩g. This is possible
because any hermitian matrix can be diagonalizable by a unitary matrix. Then

ϕ1√
⟨ϕ1, ϕ1⟩g

, . . . ,
ϕl√
⟨ϕl, ϕl⟩g

form an orthonormal basis of V with respect to ⟨ , ⟩g. Thus

dist(V; g) =
|ϕ1|2g
⟨ϕ1, ϕ1⟩g

+ · · · +
|ϕl|2g
⟨ϕl, ϕl⟩g

.

On the other hand, as |ϕi|2g = |ϕi|2g′ exp(u),

⟨ϕi, ϕi⟩g =
∫

X
|ϕi|2g′ exp(u)Φ ≥

∫
X
|ϕi|2g′Φ = 1

Therefore the lemma follows. □

Let us consider the following fundamental estimate.

Theorem 3.2.3. Let R =
⊕

n≥0 Rn be a graded subring of
⊕

n≥0 H0
M(X,nD). If g is

a D-Green function of C∞-type, then there is a positive constant C with the following
properties:

(1) dist(Rn; ng) ≤ C(n + 1)3d for all n ≥ 0.

(2)
dist(Rn; ng)
C(n + 1)3d

· dist(Rm; mg)
C(m + 1)3d

≤ dist(Rn+m; (n +m)g)
C(n +m + 1)3d

for all n,m ≥ 0.

Proof. Let us begin with the following claim:

Claim 3.2.3.1. There is a positive constant C1 such that dist(Rn; ng) ≤ C1(n + 1)3d for
all n ≥ 0

Proof. First of all, by Gromov’s inequality for an R-Cartier divisor (cf. Proposi-
tion 3.1.1), there is a positive constant C′ such that

∥ϕ∥2ng ≤ C′(n + 1)2d⟨ϕ,ϕ⟩ng

for all ϕ ∈ H0
M(X, nD) and n ≥ 0. Let ϕ1, . . . , ϕln be an orthonormal basis of Rn.

Then

dist(Rn; ng) ≤ ∥ϕ1∥2ng + · · · + ∥ϕln∥2ng

≤ C′(n + 1)2d(⟨ϕ1, ϕ1⟩ng + · · · + ⟨ϕlg , ϕlg⟩ng) ≤ C′(n + 1)2d dim Rn,
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as required. □

Claim 3.2.3.2. There is a positive constant C2 such that

dist(Rn; ng) · dist(Rm; mg) ≤ C2(m + 1)3d dist(Rn+m; (n +m)g)

for n ≥ m ≥ 0.

Proof. Let t1, . . . , tl be an orthonormal basis of Rm. For each j = 1, . . . , l, we choose
an orthonormal basis s1, . . . , sr of Rn such that s1t j, . . . , srt j are orthogonal in Rn+m.
Note that the above s1, . . . , sr depend on j. We set I = {1 ≤ i ≤ r | sit j , 0}. As sit j√

⟨sit j, sit j⟩(n+m)g


i∈I

can be extended to an orthonormal basis of Rn+m, we have∑
i∈I

|sit j|2(n+m)g

⟨sit j, sit j⟩(n+m)g
≤ dist(Rn+m; (n +m)g).

By using Gromov’s inequality as in the previous claim,

⟨sit j, sit j⟩(n+m)g ≤ ⟨si, si⟩ng∥t j∥2mg ≤ C′(m + 1)2d⟨t j, t j⟩mg = C′(m + 1)2d.

Hence

dist(Rn; ng)|t j|2mg =

r∑
i=1

|sit j|(n+m)g =
∑
i∈I

|sit j|(n+m)g

≤
∑
i∈I

C′(m + 1)2d

⟨sit j, sit j⟩(n+m)g
|sit j|2(n+m)g

≤ C′(m + 1)2d dist(Rn+m; (n +m)g),

which implies

dist(Rn; ng) · dist(Rm; mg) ≤ dim(Rm)C′(m + 1)2d dist(Rn+m; (n +m)g),

as required. □

We set C = max{C1, 8dC2}. Then, for n ≥ m ≥ 0,

C(n + 1)3dC(m + 1)3d

C(n +m + 1)3d
≥ C2(m + 1)3d8d

( n + 1
n +m + 1

)3d

≥ C2(m + 1)3d8d
( n + 1
2n + 1

)3d

> C2(m + 1)3d8d
(1
2

)3d

= C2(m + 1)3d.

Thus the proposition follows from the above claims. □
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4. Plurisubharmonic upper envelopes

The main result of this section is the continuity of the upper envelope of a family
of Green functions of PSHR-type bounded above by a Green function of C0-type.
This will give the continuity of the positive part of the Zariski decomposition.

Throughout this section, let X be a d-equidimensional complex manifold. Let
us begin with the following fundamental estimate.

Lemma 4.1. Let f1, . . . , fr be holomorphic functions on X such that f1, . . . , fr are not
zero on each connected component of X. Let a1, . . . , ar ∈ R≥0 and M ∈ R. We denote
by PSH(X; f1, . . . , fr, a1, . . . , ar,M) the set of all plurisubharmonic functions u on X such
that

u ≤M −
r∑

i=1

ai log | fi|2 (a.e.)

holds over X. Then, for each point x ∈ X, there are an open neighborhood Ux of x and a
constant M′

x depending only on f1, . . . , fr and x such that

u ≤M +M′
x(a1 + · · · + ar)

on Ux for any u ∈ PSH(X; f1, . . . , fr, a1, . . . , ar,M).

Proof. Let us begin with the following claim:

Claim 4.1.1. For any u ∈ PSH(X; f1, . . . , fr, a1, . . . , ar,M),

u ≤M −
r∑

i=1

ai log | fi|2

holds over X .

Proof. Clearly we may assume that ai > 0 for all i. Let us fix x ∈ X. If fi(x) = 0 for
some i, then the right hand side is∞, so that the assertion is obvious. We assume
that fi(x) , 0 for all i. Then the right hand side is continuous around x. Thus it
follows from Lemma 2.3.1. □

Claim 4.1.2. Let ϵ ∈ R>0, a1, . . . , ad ∈ R≥0, and M ∈ R. Then

u ≤M − 2 log(ϵ/4)(a1 + · · · + ad)

holds on ∆d
ϵ/4 for any u ∈ PSH(∆d

ϵ; z1, . . . , zd, a1, . . . , ad,M), where (z1, . . . , zd) is the
coordinate of Cd and

∆d
t = {(z1, . . . , zd) ∈ Cd | |z1| < t, . . . , |zd| < t}.

for t ∈ R>0.

Proof. Note that if (z1, . . . , zd) ∈ ∆d
ϵ/4, then

{(z1 + (ϵ/2)e2πiθ1 , . . . , zd + (ϵ/2)e2πiθd) | θ1, . . . , θd ∈ [0, 1]} ⊆ ∆d
ϵ.

Moreover, as

ϵ/2 = |(ϵ/2)e2πiθ j | = |z j + (ϵ/2)e2πiθ j − z j|
≤ |z j + (ϵ/2)e2πiθ j | + |z j| < |z j + (ϵ/2)e2πiθ j | + ϵ/4,
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we have |z j + (ϵ/2)e2πiθ j | > ϵ/4 for j = 1, . . . , d. Thus, by [8, Theorem 4.1.3],

u(z1, . . . , zd) ≤
∫ 1

0
· · ·

∫ 1

0
u(z1 + (ϵ/2)e2πiθ1 , . . . , zd + (ϵ/2)e2πiθd)dθ1 · · · dθd

≤
∫ 1

0
· · ·

∫ 1

0

M −
n∑

j=1

a j log |z j + (ϵ/2)e2πiθ j |2
 dθ1 · · · dθd

=M −
d∑

j=1

a j

∫ 1

0
log |z j + (ϵ/2)e2πiθ j |2dθ j

≤M −
d∑

j=1

a j

∫ 1

0
log(ϵ/4)2dθ j =M − 2 log(ϵ/4)

d∑
j=1

a j.

□

Next we observe the following claim:

Claim 4.1.3. If Supp{x ∈ X | f1(x) · · · fr(x) = 0} is a normal crossing divisor on X, then
the lemma holds.

Proof. We choose an open neighborhood Vx such that Vx = ∆
d
1 and

Supp{x ∈ X | f1(x) · · · fr(x) = 0}
is given by {z1 · · · zl = 0}. Then there are bi j ∈ Z≥0 and nowhere vanishing holo-
morphic functions v1, . . . , vr on ∆d

1 such that

f1 = zb11
1 · · · z

b1l
l v1, . . . , fr = zbr1

1 · · · z
brl
l vr.

Thus

M −
r∑

i=1

ai log | fi|2 =M −
r∑

i=1

ai log |vi|2 −
l∑

j=1

 r∑
i=1

aibi j

 log |z j|2.

We choose M1,M2 ∈ R such that M1 = max{bi j | i = 1, . . . , r, j = 1, . . . , l} and
M2 ≥ maxz∈∆d

1/2
{− log |vi(z)|2} for all i. Then

M −
r∑

i=1

ai log | fi|2 ≤M +M2(a1 + · · · + ar) −
l∑

j=1

M1(a1 + · · · + ar) log |z j|2

on ∆d
1/2. Thus, by the previous claim, for any u ∈ PSH(X; f1, . . . , fr, a1, . . . , ar,M),

u ≤M + (M2 − 2 log(1/8)lM1)(a1 + · · · + ar)

on ∆d
1/8. □

Let us start a general case. Let π : X′ → X be a proper bimeromorphic map
such that Supp({π∗( f1) · · ·π∗( fr) = 0}) is a normal crossing divisor on X′. Note that
if u is a plurisubharmonic function on X, then π∗(u) is also plurisubharmonic on
X′ (cf. [9, Corollary 2.9.5]). By the above claim, for each point y ∈ π−1(x), there
is an open neighborhood Uy of y and a constant M′

y depending only on f1, . . . , fr

and y such that, for any u ∈ PSH(X; f1, . . . , fr, a1, . . . , ar,M),

f ∗(u) ≤M +M′
y(a1 + · · · + ar)
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on Uy. As π−1(x) ⊆ ∪
y∈π−1(x) Uy and π−1(x) is compact, there are y1, . . . , ys such that

π−1(x) ⊆ Uy1 ∪ · · · ∪ Uys . We can choose an open neighborhood Ux of x such that
π−1(Ux) ⊆ Uy1 ∪ · · · ∪Uys . Thus, if we set M′

x = max{M′
y1
, . . . ,M′

ys
}, then

f ∗(u) ≤M +M′
x(a1 + · · · + ar)

on π−1(Ux), and hence the lemma follows. □

Let α be a continuous (1, 1)-form on X. We set

PSH(X;α) :=

ϕ
∣∣∣∣∣∣∣∣

(i) ϕ : X→ {−∞} ∪R.
(ii) ϕ ∈ (C∞ + PSH)(X).
(iii) [α] + ddc([ϕ]) ≥ 0.

 .
First we observe the following lemma.

Lemma 4.2. We assume that X is compact and that α + ddc(ψ0) is either positive or
zero for some C∞-function ψ0 on X. If ϕ ∈ PSH(X;α) ∩ C0(X), then there are sequences
{ϕn}∞n=1 and {φn}∞n=1 in

PSH(X;α) ∩ C∞(X)

such that ϕn ≤ ϕ ≤ φn on X for all n ≥ 1 and that

lim
n→∞
∥ϕ − ϕn∥sup = lim

n→∞
∥φn − ϕ∥sup = 0.

Proof. First we assume that α = ddc(−ψ0) for some C∞-function ψ0 on X. Then

PSH(X;α) = {ψ0 + c | c ∈ R ∪ {−∞}}
because X is compact. Thus the assertion of the lemma is obvious.

Next we assume that α is positive. By [4, Theorem 1], there is a sequence of
{φn}∞n=1 in PSH(X;α) ∩ C∞(X) such that

φ1(x) ≥ φ2(x) ≥ · · · ≥ φn(x) ≥ φn+1(x) ≥ · · · ≥ ϕ(x)

and ϕ(x) = limn→∞ φn(x) for all x ∈ X. Since X is compact and ϕ is continuous, it is
easy to see that limn→∞ ∥φn − ϕ∥sup = 0. We set ϕn = φn − ∥φn − ϕ∥sup for all n ≥ 1.
Then ϕn ∈ PSH(X;α) ∩ C∞(X) and ϕn ≤ ϕ. Note that ∥ϕ − ϕn∥sup ≤ 2∥φn − ϕ∥sup.
Thus limn→∞ ∥ϕ − ϕn∥sup = 0.

Finally we assume that α′ = α + ddc(ψ0) is positive for some C∞-function ψ0 on
X. Then

ϕ′ := ϕ − ψ0 ∈ PSH(X;α′) ∩ C0(X).

Thus, by the previous observation, there are sequences {ϕ′n}∞n=1 and {φ′n}∞n=1in

PSH(X;α′) ∩ C∞(X)

such that ϕ′n ≤ ϕ′ ≤ φ′n on X for all n ≥ 1 and that

lim
n→∞
∥ϕ′ − ϕ′n∥sup = lim

n→∞
∥φ′n − ϕ′∥sup = 0.

We set ϕn := ϕ′n + ψ0 and φn := φ′n + ψ0 for every n ≥ 1. Then

ϕn, φn ∈ PSH(X;α) ∩ C∞(X) and ϕn ≤ ϕ ≤ φn

for all n ≥ 1. Moreover, limn→∞ ∥ϕn − ϕ∥sup = limn→∞ ∥φn − ϕ∥sup = 0. □
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Let A be an R-Cartier divisor and let gA be an A-Green function of C∞-type on
X. Let α = c1(A, gA), that is, α is a C∞-form such that

[α] = ddc([gA]) + δA

(cf. Proposition 2.3.2). Here let us consider the natural correspondence between
GPSH(X; A) and PSH(X;α) in terms of gA.

Proposition 4.3. If ϕ ∈ PSH(X;α), then ϕ + gA ∈ GPSH(X; A). Moreover, we have the
following:

(1) For u ∈ GPSH(X; A), there is ϕ ∈ PSH(X;α) such that ϕ + gA = u (a.e.).
(2) For ϕ1, ϕ2 ∈ PSH(X;α),

ϕ1 ≤ ϕ2 ⇐⇒ ϕ1 + gA ≤ ϕ2 + gA (a.e.).

(3) For ϕ ∈ PSH(X;α),

ϕ(x) , −∞ (∀x ∈ X) ⇐⇒ ϕ + gA ∈ GPSHR(X; A).

(4) For ϕ ∈ PSH(X;α),

ϕ ∈ C∞(X) ⇐⇒ ϕ + gA ∈ GC∞(X; A).

(5) For ϕ ∈ PSH(X;α),

ϕ ∈ C0(X) ⇐⇒ ϕ + gA ∈ GC0(X; A).

Proof. We set A = a1D1+ · · ·+alDl, where Di’s are reduced and irreducible divisors
on X and a1, . . . , al ∈ R. Let U be an open set of X and let f1, . . . , fl be local equations
of D1, . . . ,Dl on U respectively. Let

gA = h −
l∑

i=1

ai log | fi|2 (a.e.)

be the local expression of gA with respect to f1, . . . , fl, where h ∈ C∞(U). Then

gA + ϕ = (h + ϕ) −
l∑

i=1

ai log | fi|2 (a.e.).

Since α = ddc(h) on U, we have

ddc([h + ϕ]) = [α] + ddc([ϕ]) ≥ 0.

Thus gA + ϕ ∈ GPSH(X; A) and

gA + ϕ = (h + ϕ) −
l∑

i=1

ai log | fi|2 (a.e.).

is the local expression of gA + ϕ with respect to f1, . . . , fl.
(1) For u ∈ GPSH(X; A), let

u = p −
l∑

i=1

ai log | fi|2 (a.e.)

be the local expression of u with respect to f1, . . . , fl, where p is plurisubharmonic.
It is easy to see that p − h does not depend on the choice of the local equations
f1, . . . , fl. Thus there is a function ϕ : X → {−∞} ∪ R such that ϕ is locally given
by p − h. Moreover

ddc([p − h]) + [α] = ddc([p]) ≥ 0.
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Hence ϕ ∈ PSH(X;α) and ϕ + gA = u (a.e.).
(2) Clearly

ϕ1 ≤ ϕ2 (a.e.) ⇐⇒ ϕ1 + gA ≤ ϕ2 + gA (a.e.).

On the other hand, by Lemma 2.3.1,

ϕ1 ≤ ϕ2 ⇐⇒ ϕ1 ≤ ϕ2 (a.e.).

(3), (4) and (5) are obvious because

ϕ + gA = (h + ϕ) −
l∑

i=1

ai log | fi|2 (a.e.)

is a local expression of ϕ + gA and h is C∞. □

Let T be a type for Green functions on X such that PSH is a subjacent type
of T , that is, the following property holds for an arbitrary open set U of X: if
u ≤ v (a.e.) on U for u ∈ PSH(U) and v ∈ T (U), then u ≤ v on U.

Proposition 4.4. Let A and B beR-Cartier divisors on X with A ≤ B. Let h be a B-Green
function of T -type on X such that h is of upper bounded type. Let {gλ}λ∈Λ be a family of
A-Green functions of PSH-type on X. We assume that gλ ≤ h (a.e.) for all λ ∈ Λ. Then
there is an A-Green function g of PSH-type on X with the following properties:

(a) Let us fix an A-Green function gA of C∞-type. Let α be a unique C∞-form with
[α] = ddc([gA]) + δA. If we choose ϕ ∈ PSH(X;α) and ϕλ ∈ PSH(X;α) for each
λ ∈ Λ such that g = gA + ϕ (a.e.) and gλ = gA + ϕλ (a.e.) (cf. Proposition 4.3),
then ϕ is the upper semicontinuous regularization of the function given by

x 7→ sup
λ∈Λ
{ϕλ(x)}.

In particular, gcan is the upper semicontinuous regularization of the function given
by

x 7→ sup
λ∈Λ
{(gλ)can(x)}

over X \ Supp(A).
(b) g ≤ h (a.e.).
(c) If there is gλ such that gλ ∈ GPSHR(X; A), then g ∈ GPSHR(X; A).

Proof. Let A = a1D1 + · · · + alDl and B = b1D1 + · · · + blDl be the decompositions of
A and B such that Di’s are reduced and irreducible divisors, a1, . . . , al, b1, . . . , bl ∈ R
and D1 ∪ · · · ∪Dl = Supp(A)∪ Supp(B). Let U be an open set of X and let f1, . . . , fl
be local equations of D1, . . . ,Dl over U respectively. Let

h = v +
l∑

i=1

(−bi) log | fi|2 (a.e.)

be the local expression of h with respect to f1, . . . , fl. Moreover, let

gλ = uλ +
l∑

i=1

(−ai) log | fi|2 (a.e.)
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be the local expression of gλ with respect to f1, . . . , fl. Then

uλ ≤ v −
l∑

i=1

(bi − ai) log | fi|2 (a.e.)

holds for every λ ∈ Λ. Note that v is locally bounded above. Thus {uλ}λ∈Λ is
uniformly locally bounded above by Lemma 4.1. Let u be the function on U given
by

u(x) = sup{uλ(x) | λ ∈ Λ}.
Let ũ be the upper semicontinuous regularization of u. Then ũ is plurisubharmonic
on U (cf. Subsection 2.1). Let f ′1 , . . . , f ′l be another local equations of D1, . . . ,Dl.
Then there are e1, . . . , en ∈ O×U(U) such that f ′i = ei fi for all i, so that

gλ =

uλ +
∑
i=1

ai log |ei|2
 + l∑

i=1

(−ai) log | f ′i |2 (a.e.)

is the local expression of gλ with respect to f ′1 , . . . , f ′l . Thus, if we denote the
plurisubharmonic function arising from f ′1 , . . . , f ′l by ũ′, then, by Lemma 2.3.1,

ũ′ = ũ +
l∑

i=1

ai log |ei|2.

This means that

ũ +
l∑

i=1

(−ai) log | fi|2

does not depend on the choice of f1, . . . , fl over U \ Supp(A). Thus there is g ∈
GPSH(X; A) such that

g
∣∣∣
U
= ũ +

l∑
i=1

(−ai) log | fi|2 (a.e.).

Let gA = uA +
∑l

i=1(−ai) log | fi|2 (a.e.) be the local expression of gA with respect
to f1, . . . , fl. Then ϕλ = uλ − uA and ϕ = ũ − uA. Thus (a) follows.

By (a), gcan is the upper semicontinuous regularization of the function g′ given
by g′(x) = supλ∈Λ{(gλ)can(x)} over X\Supp(A). As PSH is a subjacent type of T , we
have (gλ)can ≤ hcan on X \ (Supp(A)∪ Supp(B)) for all λ ∈ Λ. Note that g = g′ (a.e.)
(cf. Subsection 2.1). Thus we have g ≤ h (a.e.).

Finally we assume that gλ ∈ GPSHR(X; A) for some λ. Then uλ ≤ ũ (a.e.), so that
uλ ≤ ũ by Lemma 2.3.1. Thus ũ(x) , −∞. Therefore, g ∈ GPSHR(X; A). □

Let A be an R-Cartier divisor on X and let g be a locally integrable function on
X. We set

GT (X; A)≤g := {u ∈ GT (X; A) | u ≤ g (a.e.)},
where GT (X; A) is the set of all A-Green functions of T -type on X.

Lemma 4.5. Let A and B be R-Cartier divisors on X with A ≤ B. Let gB be a B-Green
function of C∞-type (resp. C0-type). There is an A-Green function gA of C∞-type (resp.
C0-type) such that

gA ≤ gB (a.e.) and GPSH(X; A)≤gA = GPSH(X; A)≤gB .
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Proof. We set A = a1D1+ · · ·+anDn and B = b1D1+ · · ·+bnDn, where Di’s are reduced
and irreducible divisors on X and a1, . . . , an, b1, . . . , bn ∈ R. For x ∈ X, let Ux be
a small open neighborhood of x and let f1, . . . , fn be local equations of D1, . . . ,Dn
on Ux respectively. Note that if x < Di, then we take fi as the constant function 1.
Let gB = hx −

∑
i bi log | fi|2 (a.e.) be the local expression of gB on Ux with respect to

f1, . . . , fn. Shrinking Ux if necessarily, we may assume that there is a constant Mx
such that |hx| ≤Mx on Ux.

Claim 4.5.1. There are an open neighborhood Vx of x and a positive constant Cx such
that Vx ⊆ Ux,

hx + Cx −
∑

i

ai log | fi|2 ≤ gB (a.e.)

on Vx and that
u ≤ hx + Cx −

∑
i

ai log | fi|2 (a.e.)

on Vx for all u ∈ GPSH(X; A)≤gB .

Proof. For u ∈ GPSH(X; A)≤gB , let u = px(u)−∑i ai log | fi|2 (a.e.) be the local expression
of u on Ux with respect to f1, . . . , fn. Then u ≤ gB (a.e.) is nothing more than

px(u) ≤ hx −
∑

i

(bi − ai) log | fi|2 (a.e.).

If either ai = bi or x < Di for all i, then
∑

i(bi−ai) log | fi|2 = 0 on Ux. Thus our assertion
is obvious by taking Cx = 0, so that we may assume that ai < bi and x ∈ Di for
some i. By Lemma 4.1, there are an open neighborhood U′x of x and a positive
constant M′

x such that U′x ⊆ Ux and px(u) ≤ M′
x on U′x for all u ∈ GPSH(X; A)≤gB .

Note that
M′

x = −Mx + (M′
x +Mx) ≤ hx + (M′

x +Mx)
on Ux. Thus if we set Cx = M′

x + Mx, then px(u) ≤ hx + Cx on U′x for all
u ∈ GPSH(X; A)≤gB . As limy→x

∑
i(bi − ai) log | fi|2(y) = −∞, we can find an open

neighborhood Vx of x such that Vx ⊆ U′x and Cx ≤ −
∑

i(bi − ai) log | fi|2 on Vx.
Therefore,

px(u) ≤ hx + Cx ≤ hx −
∑

i

(bi − ai) log | fi|2

on Vx for all u ∈ GPSH(X; A)≤gB , as required. □

By using Claim 4.5.1, we can find an open covering {Vλ}λ∈Λ of X and a family
of constants {Cλ}λ∈Λ with the following properties:

(1) {Vλ}λ∈Λ is a locally finite covering.
(2) There are local equations fλ,1, . . . , fλ,n of D1, . . . ,Dn on Vλ respectively.
(3) Let gB = hλ −

∑
i bi log | fλ,i|2 (a.e.) be the local expression of gB on Vλ with

respect to fλ,1, . . . , fλ,n. Then

hλ + Cλ −
∑

ai log | fλ,i|2 ≤ gB (a.e.)

on Vλ and that

u ≤ hλ + Cλ −
∑

i

ai log | fλ,i|2 (a.e.)

on Vλ for all u ∈ GPSH(X; A)≤gB .
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Let {ρλ}λ∈Λ be a partition of unity subordinate to the covering {Vλ}λ∈Λ. We set

gA =
∑
λ

ρλ

hλ + Cλ −
∑

i

ai log | fλ,i|2
 .

By Lemma 2.4.1, gA is an A-Green function of C∞-type (resp. C0-type). Moreover,
gA ≤ gB (a.e.) and u ≤ gA (a.e.) for all u ∈ GPSH(X; A)≤gB . Therefore the lemma
follows. □

The following theorem is the main result of this section.

Theorem 4.6. Let A be an R-Cartier divisor on X. If X is projective and there is an
A-Green function h of C∞-type such that ddc([h]) + δA is represented by either a positive
C∞-form or the zero form, then we have the following:

(1) Let B be an R-Cartier divisor on X with A ≤ B. Let gB be a B-Green function of
C0-type. Then there is g ∈ GC0∩PSH(X; A) such that g ≤ gB (a.e.) and

u ≤ g (a.e.) (∀u ∈ GPSH(X; A)≤gB).

(2) If u ∈ GC0∩PSH(X; A), then there are sequences {un}∞n=1 and {vn}∞n=1 of continuous
functions on X with the following properties:

(2.1) un ≥ 0 and vn ≥ 0 for all n ≥ 1.
(2.2) limn→∞ ∥un∥sup = limn→∞ ∥vn∥sup = 0.
(2.3) u − un,u + vn ∈ GC∞∩PSH(X; A) all n ≥ 1.

Proof. (1) Let us begin with the following claim:

Claim 4.6.1. There is g ∈ GPSHR(X; A) such that g ≤ gB (a.e.) and

u ≤ g (a.e.) (∀u ∈ GPSH(X; A)≤gB).

We say g is the greatest element of GPSH(X; A)≤gB modulo null functions.

Proof. Note that PSH is a subjacent type of C0 by Lemma 2.3.1, and that h − c ∈
GPSHR(X; A)≤gB for some constant c. Thus the assertion follows from Proposi-
tion 4.4. □

Claim 4.6.2. If gB is of C∞-type, then the assertion of (1) holds.

Proof. By Lemma 4.5, we may assume that A = B. Let α = c1(A, gA), that is, α is a
C∞-form such that [α] = ddc([gA]) + δA. We set

PSH(X;α)≤0 = {ψ ∈ PSH(X;α) | ψ ≤ 0}.
By our assumption, we can find a C∞-functionψ0 such that gA+ψ0 = h (a.e.). Note
that [α + ddc(ψ0)] = ddc([h]) + δA. Thus α + ddc(ψ0) is either positive or zero.

First we assume that α + ddc(ψ0) is positive. Let g be the greatest element of

GPSH(X; A)≤gA

modulo null functions (cf. Claim 4.6.1). We choose ϕ ∈ PSH(X;α) and ψu ∈
PSH(X;α) for each u ∈ GPSH(X; A)≤gA such that g = gA+ϕ (a.e.) and u = gA+ψu (a.e.)
(cf. Proposition 4.3). Then

{ψu | u ∈ GPSH(X; A)≤gA} = PSH(X;α)≤0.

Moreover, by our construction of g (cf. Proposition 4.4 and Claim 4.6.1), ϕ is the
upper semicontinuous regularization of the function ϕ′ given by

ϕ′(x) = sup{ψu(x) | u ∈ GPSH(X; A)≤gA}(= sup{ψ(x) | ψ ∈ PSH(X;α)≤0})
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for x ∈ X. On the other hand, by [3, Theorem 1.4], ϕ′ is continuous. Thus ϕ = ϕ′
and ϕ is continuous. Therefore the claim follows by Proposition 4.3.

Next we assume that α + ddc(ψ0) = 0, that is, α = ddc(−ψ0). Then

PSH(X;α) =
{
ψ0 + c | c ∈ R ∪ {−∞}} .

Let g be the greatest element of GPSH(X; A)≤gA modulo null functions. Then, by
Proposition 4.3, there is c ∈ R such that g = gA + (ψ0 + c) (a.e.). Thus the claim
follows in this case. □

Finally, let us consider a general case. First of all, we may assume A = B as
before. We can take a continuous function f on X such that gA = h + f (a.e.).
By using the Stone-Weierstrass theorem, there is a sequence {un}∞n=1 of continuous
functions on X such that limn→∞ ∥un∥sup = 0 and f + un is C∞ for every n. Then, as
gA +un = h+ ( f +un) (a.e.), gA +un is of C∞-type for all all n. Let g (resp. gn) be the
greatest element of GPSH(X; A)≤gA (resp. GPSH(X; A)≤gA+un) modulo null functions.
Note that the greatest element of GPSH(X; A)≤gA±∥un∥sup modulo null functions is
given by g ± ∥un∥sup. By the previous claim, gn ∈ GC0∩PSH(X; A). Moreover, since

gA − ∥un∥sup ≤ gA + un ≤ gA + ∥un∥sup (a.e.),

we have
g − ∥un∥sup ≤ gn ≤ g + ∥un∥sup (a.e.)

for all n. Let g = v+
∑l

i=1(−ai) log | fi|2 (a.e.) and gn = vn+
∑l

i=1(−ai)| fi|2 (a.e.) be local
expression of g and gn. Note that vn is continuous for every n. By Lemma 2.3.1,
v − ∥un∥sup ≤ vn ≤ v + ∥un∥sup holds for all n. Thus vn converges to v uniformly,
which implies that v is continuous.

(2) Let α′ be a C∞-form such that [α′] = ddc([h]) + δA. By our assumption, α′ is
either positive or zero. By Proposition 4.3, there is ψ ∈ PSH(X;α′) such that ψ is
continuous and ψ + h = u (a.e.). Thus, by Lemma 4.2, there are sequences {un}∞n=1
and {vn}∞n=1 of continuous functions on X with the following properties:

(a) un ≥ 0 and vn ≥ 0 for all n ≥ 1.
(b) limn→∞ ∥un∥sup = limn→∞ ∥vn∥sup = 0.
(c) ψ − un, ψ + vn ∈ PSH(X;α′) ∩ C∞(X) for every n ≥ 1.

Note that u − un = (ψ − un) + h (a.e.) and u + vn = (ψ + vn) + h (a.e.). Therefore, by
Proposition 4.3, u − un, u + vn ∈ GC∞∩PSH(X; A). □

5. Arithmetic R-Cartier divisors

Throughout this section, let X be a d-dimensional generically smooth and nor-
mal arithmetic variety, that is, X is a flat and quasi-projective integral scheme over
Z such that X is normal, X is smooth over Q and the Krull dimension of X is d.

5.1. Definition of arithmeticR-Cartier divisor. Let Div(X) be the group of Cartier
divisors on X. An element of

Div(X)R := Div(X) ⊗Z R (resp. Div(X)Q := Div(X) ⊗Z Q)

is called an R-Cartier divisor (resp. Q-Cartier divisor) on X. Let D be an R-Cartier
divisor on X and let D = a1D1+· · ·+alDl be the unique decomposition of D such that
Di’s are prime divisors on X and a1, . . . , al ∈ R. Note that Di’s are not necessarily
Cartier divisors on X. The support Supp(D) of D is defined by

∪
i∈{i|ai,0}Di. If ai ≥ 0

for all i, then D is said to be effective and it is denoted by D ≥ 0. More generally,
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for D,E ∈ Div(X)R, if D − E ≥ 0, then it is denoted by D ≥ E or E ≤ D. We define
H0(X,D) to be

H0(X,D) = {ϕ ∈ Rat(X)× | (ϕ) +D ≥ 0} ∪ {0},
where Rat(X) is the field of rational functions on X. Let F∞ : X(C)→ X(C) be the
complex conjugation map on X(C). Let g be a locally integrable function on X(C).
We say g is F∞-invariant if F∗∞(g) = g (a.e.) on X(C). Note that we do not require
that F∗∞(g) is identically equal to g on X(C). A pair D = (D, g) is called an arithmetic
R-Cartier divisor on X if g is F∞-invariant. If D ∈ Div(X) (resp. D ∈ Div(X)Q),
then D is called an arithmetic divisor on X (resp. arithmetic Q-Cartier divisor on
X). For arithmetic R-Cartier divisors D1 = (D1, g1) and D2 = (D2, g2), D1 = D2 and
D1 ≤ D2 (or D2 ≥ D1) are defined as follows:D1 = D2

def⇐⇒ D1 = D2 and g1 = g2 (a.e.),

D1 ≤ D2
def⇐⇒ D1 ≤ D2 and g1 ≤ g2 (a.e.).

If D ≥ (0, 0), then D is said to be arithmetically effective (or effective for simplicity).
For arithmetic R-Cartier divisors D and E on X, we set (−∞,D], [D,∞) and [D,E]
as follows:

(−∞,D] := {M |M is an arithmetic R-Cartier divisor on X and M ≤ D},
[D,∞) := {M |M is an arithmetic R-Cartier divisor on X and D ≤M},
[D,E] := {M |M is an arithmetic R-Cartier divisor on X and D ≤M ≤ E}.

Let T be a type for Green functions on X, that is, T is a type for Green
functions on X(C) together with the following extra F∞-compatibility condition:
if u ∈ T (U) for an open set U of X(C), then F∗∞(u) ∈ T (F−1

∞ (U)). On arithmetic
varieties, we always assume the above F∞-compatibility condition for a type for
Green functions. We denote

{u ∈ T (X(C)) | u = F∗∞(u)}
by T (X). Note that T (X) is different from T (X(C)). Clearly C0 and C∞ have F∞-
compatibility. Moreover, by the following lemma, PSH and PSHR have also F∞-
compatibility. If two types T and T ′ for Green functions have F∞-compatibility,
then T +T ′ and T −T ′ have also F∞-compatibility.

Lemma 5.1.1. Let f1, . . . , fr ∈ R[X1, . . . ,XN] and

V = Spec(C[X1, . . . ,XN]/( f1, . . . , fr)).

We assume that V is e-equidimensional and smooth over C. Let F∞ : V → V be the
complex conjugation map. If u is a plurisubharmonic function on an open set U of V,
then F∗∞(u) is also a plurisubharmonic function on F−1

∞ (U).

Proof. Fix x ∈ U and choose i1 < · · · < ie such that the projection p : V → Ce

given by (x1, . . . , xN) 7→ (xi1 , . . . , xie) is étale at x. Note that the following diagram
is commutative:

V F∞−−−−→ V

p
y yp

Ce F∞−−−−→ Ce
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Let Ux be an open neighborhood of x such that p
∣∣∣
Ux

: Ux → Wx = p(Ux) is an

isomorphism as complex manifolds. Then p
∣∣∣
F−1
∞ (Ux)

: F−1
∞ (Ux) → F−1

∞ (Wx) is also
an isomorphism as complex manifolds. This observation indicates that we may
assume V = Ce in order to see our assertion.

Let y ∈ F−1
∞ (U) ⊆ Ce and ξ ∈ Ce such that y + ξ exp(

√
−1θ) ∈ F−1

∞ (U) for all
0 ≤ θ ≤ 2π. Then

F∗∞(u)(y) = u(ȳ) ≤ 1
2π

∫ 2π

0
u(ȳ + ξ̄ exp(

√
−1θ))dθ

=
1

2π

∫ 2π

0
u(ȳ + ξ̄ exp(−

√
−1θ))dθ

=
1

2π

∫ 2π

0
u
(
y + ξ exp(

√
−1θ)

)
dθ

=
1

2π

∫ 2π

0
F∗∞(u)

(
y + ξ exp(

√
−1θ)

)
dθ,

which shows that F∗∞(u) is plurisubharmonic on F−1
∞ (U). □

Let D be anR-Cartier divisor on X and let g be a D-Green function on X(C). By
the following lemma, 1

2 (g+ F∗∞(g)) is an F∞-invariant D-Green function of T -type
on X(C).

Lemma 5.1.2. If g is a D-Green function of T -type, then F∗∞(g) is also a D-Green
function of T -type.

Proof. Let D = a1D1+ · · ·+alDl be a decomposition of D such that a1, . . . , al ∈ R and
Di’s are Cartier divisors on X. Let U be a Zariski open set of X over which Di can
be written by a local equation ϕi for each i. Let g = u +

∑l
i=1(−ai) log |ϕi|2 (a.e.) be

the local expression of g with respect to ϕ1, . . . , ϕl over U(C). Note that F∗∞(ϕi) = ϕ̄i

as a function over U(C). Thus F∗∞(g) = F∗∞(u) +
∑l

i=1(−ai) log |ϕi|2 (a.e.) is a local
expression of F∗∞(g), as required. □

We define D̂ivT (X), D̂ivT (X)Q and D̂ivT (X)R as follows:

D̂ivT (X) :=
{

(D, g)

∣∣∣∣∣∣ D ∈ Div(X) and g is an F∞-invariant
D-Green function of T -type on X(C).

}
,

D̂ivT (X)Q :=
{

(D, g)

∣∣∣∣∣∣ D ∈ Div(X)Q and g is an F∞-invariant
D-Green function of T -type on X(C).

}
,

D̂ivT (X)R :=
{

(D, g)

∣∣∣∣∣∣ D ∈ Div(X)R and g is an F∞-invariant
D-Green function of T -type on X(C).

}
.

An element of D̂ivT (X)R (resp. D̂ivT (X)Q, D̂ivT (X)) is called an arithmetic R-
Cartier divisor of T -type on X (resp. arithmetic Q-Cartier divisor of T -type on X,
arithmetic Cartier divisor of T -type on X). Let D = (D, g) be an arithmetic R-Cartier
divisor of T -type. Then, as F∗∞(g) = g (a.e.), we can see that F∗∞(gcan) = gcan holds
X(C) \ Supp(D)(C).
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Here we recall P̂icC0(X), P̂icC0(X)Q and P̂icC0(X)R (for details, see [15]). First of
all, let P̂icC0(X) be the group of isomorphism classes of F∞-invariant continuous
hermitian invertible sheaves on X and let P̂icC0(X)Q := P̂icC0(X) ⊗Z Q. For an
F∞-invariant continuous function f on X(C), O( f ) is given by (OX, exp(− f )| · |can).
Then P̂icC0(X)R is defined to be

P̂icC0(X)R :=
P̂icC0(X) ⊗Z R{∑

i O( fi) ⊗ ai

∣∣∣∣∣ f1, . . . , fr ∈ C0(X) and
a1, . . . , ar ∈ R with

∑
i ai fi = 0

} ,
where C0(X) = { f ∈ C0(X(C)) | F∗∞( f ) = f } as before. Note that there is a natural
surjective homomorphism O : D̂ivC0(X)→ P̂icC0(X) given by

O(D, g) = (OX(D), | · |g),

where |1|g = exp(−g/2).

5.2. Volume function for arithmetic R-Cartier divisors. We assume that X is
projective. Let D = (D, g) be an arithmetic R-Cartier divisor on X. We set

Ĥ0(X,D) = {ϕ ∈ H0(X,D) | ∥ϕ∥g ≤ 1}
and

ĥ0(X,D) =
{

log #Ĥ0(X,D) if Ĥ0(X,D) is finite,
∞ otherwise,

where ∥ϕ∥g is the essential supremum of |ϕ|g = |ϕ| exp(−g/2). Note that

Ĥ0(X,D) = {ϕ ∈ Rat(X)× | (̂ϕ) +D ≥ 0} ∪ {0}.
The volume v̂ol(D) of D is defined to be

v̂ol(D) = lim sup
n→∞

ĥ0(X,nD)
nd/d!

.

For arithmetic R-Cartier divisors D and D
′

on X, if D ≤ D
′
, then Ĥ0(X,D) ⊆

Ĥ0(X,D
′
) and v̂ol(D) ≤ v̂ol(D

′
) hold.

Proposition 5.2.1. Let T be a type for Green functions on X and let D = (D, g) be an
arithmetic R-Cartier divisor of T -type on X. If g is either of upper bounded type or of
lower bounded type, then Ĥ0(X,D) is finite. Moreover, if g is of upper bounded type, then
v̂ol(D) < ∞.

Proof. First we assume that g is of lower bounded type. Then, by Lemma 2.5.1,
∥ · ∥g yields a norm of H0(X,D), and hence the assertion follows.

Next we assume that g is of upper bounded type. Then, by Proposition 2.3.6,
there is an F∞-invariant D-Green function g′ of C∞-type such that g ≤ g′ (a.e.).
By Proposition 2.4.2, we can choose a1, . . . , al ∈ R and D1, . . . ,Dl ∈ D̂ivC∞(X) such
that (D, g′) = a1D1 + · · ·+ alDl. For each i, by using Lemma 5.2.3 and Lemma 5.2.4,
we can find effective arithmetic Cartier divisors Ai and Bi of C∞-type such that
Di = Ai − Bi. As

(D, g′) = a1A1 + · · · + alAl + (−a1)B1 + · · · + (−al)Bl,
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if we set D
′′
= ⌈a1⌉A1 + · · · + ⌈al⌉Al + ⌈(−a1)⌉B1 + · · · + ⌈(−al)⌉Bl, then (D, g′) ≤ D

′′

and D
′′ ∈ D̂ivC∞(X). Note that

Ĥ0(X,nD) ⊆ Ĥ0(X, n(D, g′)) ⊆ Ĥ0(X,nD
′′

) = Ĥ0(X,O(D
′′

)⊗n)

for all n ≥ 1. Thus our assertion follows from [14, Lemma 3.3]. □

Here we consider the fundamental properties of v̂ol on D̂ivC0(X)R.

Theorem 5.2.2. There is a natural surjective homomorphism

OR : D̂ivC0(X)R → P̂icC0(X)R

such that the following diagram is commutative:

D̂ivC0(X) ⊗Z R O⊗id−−−−→ P̂icC0(X) ⊗Z Ry y
D̂ivC0(X)R

OR−−−−→ P̂icC0(X)R.

Moreover, we have the following:

(1) For all D ∈ D̂ivC0(X)R,

v̂ol(D) = lim
t→∞

ĥ0(tD)
td/d!

= v̂ol(OR(D)),

where t ∈ R>0 and v̂ol(OR(D)) is the volume defined in [15, Section 4].
(2) v̂ol(aD) = adv̂ol(D) for all a ∈ R≥0 and D ∈ D̂ivC0(X)R.
(3) (Continuity of v̂ol) Let D1, . . . ,Dr,A1, . . . ,Ar′ ∈ D̂ivC0(X)R. For a compact set

B in Rr and a positive number ϵ, there are positive numbers δ and δ′ such that,
for all a1, . . . , ar, δ1, . . . , δr′ ∈ R and ϕ ∈ C0(X) with (a1, . . . , ar) ∈ B,

∑r′
j=1 |δ j| ≤ δ

and ∥ϕ∥sup ≤ δ′, we have∣∣∣∣∣∣∣v̂ol

 r∑
i=1

aiDi +

r′∑
j=1

δ jA j + (0, ϕ)

 − v̂ol

 r∑
i=1

aiDi


∣∣∣∣∣∣∣ ≤ ϵ.

Moreover, if D1, . . . ,Dr, A1, . . . ,Ar′ are C∞, then there is a positive constant C
depending only on X and D1, . . . ,Dr,A1, . . . ,Ar′ such that∣∣∣∣∣∣∣v̂ol

 r∑
i=1

aiDi +

r′∑
j=1

δ jA j + (0, ϕ)

 − v̂ol

 r∑
i=1

aiDi


∣∣∣∣∣∣∣

≤ C

 r∑
i=1

|ai| +
r′∑

j=1

|δ j|


d−1 ∥ϕ∥sup +

r′∑
j=1

|δ j|


for all a1, . . . , ar, δ1, . . . , δr′ ∈ R and ϕ ∈ C0(X).
(4) Let D1 and D2 be arithmetic R-Cartier divisors of C0-type. If D1 and D2 are

pseudo-effective (for the definition of pseudo-effectivity, see SubSection 6.1), then

v̂ol(D1 +D2)1/d ≥ v̂ol(D1)1/d + v̂ol(D2)1/d.
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(5) (Fujita’s approximation theorem for arithmetic R-Cartier divisors) If D is an
arithmetic R-Cartier divisor of C0-type and v̂ol(D) > 0, then, for any positive
number ϵ, there are a birational morphism µ : Y → X of generically smooth and
normal projective arithmetic varieties and an ample arithmetic Q-Cartier divisor
A of C∞-type on Y (cf. Section 6) such that A ≤ µ∗(D) and v̂ol(A) ≥ v̂ol(D) − ϵ.

Let us begin with the following lemmas.

Lemma 5.2.3. Let Y be a normal projective arithmetic variety. Then we have the following:

(1) Let Z be a Weil divisor on Y. Then there is an effective Cartier divisor A on Y
such that Z ≤ A.

(2) Let D be a Cartier divisor on Y. Then there are effective Cartier divisors A and B
on Y such that D = A − B.

(3) Let x1, . . . , xl be points of Y and let D be a Cartier divisor on Y. Then there are
effective Cartier divisors A and B, and a non-zero rational function ϕ on Y such
that D + (ϕ) = A − B and x1, . . . , xl < Supp(A) ∪ Supp(B).

Proof. (1) Let Z = a1Γ1 + · · · + alΓl be the decomposition such that Γi’s are prime
divisors on Y and a1, . . . , al ∈ Z. Let L be an ample invertible sheaf on Y. Then
we can choose a positive integer n and a non-zero section s ∈ H0(Y, L⊗n) such that
multΓi(s) ≥ ai for all i. Thus, if we set A = div(s), then A is a Cartier divisor and
Z ≤ A.

(2) First of all, we can find effective Weil divisors A′ and B′ on Y such that
D = A′ − B′. By the previous (1), there is an effective Cartier divisor A such that
A′ ≤ A. We set B = B′ + (A − A′). Then B is effective and D = A − B. Moreover,
since B = A −D, B is a Cartier divisor.

(3) Let L be an ample invertible sheaf on Y as before. Then there are a positive
integer n1 and a non-zero s1 ∈ H0(Y,L⊗n1) such that s1(xi) , 0 for all i. We set
A′ = div(s1). Similarly we can find a positive integer n2 and a non-zero s2 ∈
H0(Y,OY(n2A′ − D)) such that s2(xi) , 0 for all i. Therefore, if we set A = n2A′
and B = div(s2), then there is a non-zero rational function ϕ on Y such that
A −D = B + (ϕ), as required. □

Lemma 5.2.4. Let T be either C0 or C∞. Let A′ and A′′ be effective R-Cartier divisors
on X and A = A′ −A′′. Let gA be an F∞-invariant A-Green function of T -type on X(C).
Then there are effective arithmetic R-Cartier divisors (A′, gA′) and (A′′, gA′′) of T -type
such that (A, gA) = (A′, gA′) − (A′′, gA′′).

Proof. Let gA′′ be an F∞-invariant A′′-Green function of T -type such that gA′′ ≥
0 (a.e.). We put gA′ = gA + gA′′ . Then gA′ is an F∞-invariant A′-Green function
of T -type. Replacing gA′′ with gA′′ + (positive constant) if necessarily, we have
gA′ ≥ 0 (a.e.). □

Lemma 5.2.5. Let T be a type for Green functions such that −T ⊆ T and C∞ ⊆ T .
Then the kernel of the natural homomorphism D̂ivT (X) ⊗Z R → D̂ivT (X)R coincides
with  l∑

i=1

(0, ϕi) ⊗ ai

∣∣∣∣∣ a1, . . . , al ∈ R, ϕ1, . . . , ϕl ∈ T (X)
and a1ϕ1 + · · · + alϕl = 0

}
.
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Proof. It is sufficient to show that, for
∑l

i=1(Di, gi) ⊗ ai ∈ D̂ivT (X) ⊗Z R, if
l∑

i=1

aiDi = 0 and
l∑

i=1

aigi = 0 (a.e.),

then there are ϕ1, . . . , ϕl ∈ T (X) such that
∑l

i=1(Di, gi) ⊗ ai =
∑l

i=1(0, ϕi) ⊗ ai and
a1ϕ1 + · · · + alϕl = 0. Let E1, . . . ,Er be a free basis of the Z-submodule of Div(X)
generated by D1, . . . ,Dl. We set Di =

∑r
j=1 bi jE j. Since

0 =
l∑

i=1

aiDi =

r∑
j=1

 l∑
i=1

aibi j

 E j,

we have
∑l

i=1 aibi j = 0 for all j = 1, . . . , r. Let h j be an F∞-invariant E j-Green
function of C∞-type. Note that

∑r
j=1 bi jh j is an F∞-invariant Di-Green function of

T -type. Thus we can find ϕ1, . . . , ϕl ∈ T (X) such that

gi =

r∑
j=1

bi jh j + ϕi (a.e.)

for each i. Then

0
(a.e.)
=

l∑
i=1

aigi
(a.e.)
=

r∑
j=1

 l∑
i=1

aibi j

 h j +

l∑
i=1

aiϕi =

l∑
i=1

aiϕi.

Note that
∑

i aiϕi ∈ T (X), so that
∑

i aiϕi = 0 over X(C). On the other hand,

l∑
i=1

(Di, gi) ⊗ ai =

l∑
i=1

r∑
j=1

(E j, h j) ⊗ aibi j +

l∑
i=1

(0, ϕi) ⊗ ai

=

r∑
j=1

(E j, h j) ⊗
 l∑

i=1

aibi j

 + l∑
i=1

(0, ϕi) ⊗ ai =

l∑
i=1

(0, ϕi) ⊗ ai,

as required. □

The proof of Theorem 5.2.2. By Proposition 2.4.2, the natural homomorphism

D̂ivC0(X) ⊗Z R→ D̂ivC0(X)R

is surjective. Thus the first assertion follows from Lemma 5.2.5.

(1) We set D = a1D1+· · ·+alDl, where a1, . . . , al ∈ R and D1, . . . ,Dl ∈ D̂ivC0(X). For
each Di, by using Lemma 5.2.3 and Lemma 5.2.4, we can find effective arithmetic
Cartier divisors D

′
i and D

′′
i of C0-type such that Di = D

′
i −D

′′
i . Then

D = a1D
′
1 + · · · + alD

′
l + (−a1)D

′′
1 + · · · + (−al)D

′′
l .

Thus, in order to see our assertion, we may assume that Di is effective for every i.
We set I = {i | ai ≥ 0} and J = {i | ai < 0}. Moreover, we set{

An =
∑

i∈I⌊nai⌋Di +
∑

j∈J⌊(n + 1)a j⌋D j,

Bn =
∑

i∈I⌈nai⌉Di +
∑

j∈J⌈(n − 1)a j⌉D j



44 ATSUSHI MORIWAKI

for n ∈ Z≥1. Then, as limn→∞An/n = limn→∞ Bn/n = D, by virtue of [15, Theo-
rem 5.1],

lim
n→∞

ĥ0(X,An)
nd/d!

= lim
n→∞

ĥ0(X,Bn)
nd/d!

= v̂ol(OR(D)).

Note that {
⌊⌊t⌋a⌋ ≤ ta ≤ ⌈⌈t⌉a⌉ if a ≥ 0,
⌊(⌊t⌋ + 1)a⌋ ≤ ta ≤ ⌈(⌈t⌉ − 1)a⌉ if a < 0

for a ∈ R and t ∈ R≥1, which yields A⌊t⌋ ≤ tD ≤ B⌈t⌉ for t ∈ R≥1. Therefore,

(⌊t⌋)d

td
· h0(X,A⌊t⌋)

(⌊t⌋)d/d!
≤ h0(X, tD)

td/d!
≤ (⌈t⌉)d

td
· h0(X,B⌈t⌉)

(⌈t⌉)d/d!
,

and hence (1) follows.

(2) follows from (1).

(3) The first assertion follows from [15, (4) in Proposition 4.6]. Let us see the
second assertion. We choose E1, . . . ,Em,B1, . . . ,Bm′ ∈ D̂ivC∞(X) such that Di =∑m

k=1 αikEk and A j =
∑m′

l=1 β jlBl for some αik, β jl ∈ R. Then

r∑
i=1

aiDi =

m∑
k=1

 r∑
i=1

aiαik

 Ek and
r′∑

j=1

δ jA j =

m′∑
l=1

 r′∑
j=1

δ jβ jl

 Bl.

Moreover, if we set C′ = max
(
{αik} ∪ {β jl}

)
, then∣∣∣∣∣∣∣

r∑
i=1

aiαik

∣∣∣∣∣∣∣ ≤ C′
r∑

i=1

|ai| and

∣∣∣∣∣∣∣
r′∑

j=1

δ jβ jl

∣∣∣∣∣∣∣ ≤ C′
r′∑

j=1

|δ j|.

Thus we may assume that D1, . . . ,Dr,A1, . . . ,Ar′ ∈ D̂ivC∞(X). Therefore, the second
assertion of (3) follows from [15, Lemma 3.1, Theorem 4.4 and Proposition 4.6].

(4) If v̂ol(D1) > 0 and v̂ol(D2) > 0, then (4) follows from (3) and [22, Theorem B]
(or [16, Theorem 6.2]). Let us fix an ample arithmetic Cartier divisor A (for
the definition of ampleness, see SubSection 6.1). Then v̂ol(D1 + ϵA) > 0 and
v̂ol(D2 + ϵA) > 0 for all ϵ > 0 by Proposition 6.3.2. Thus, by using (3) and the
previous observation, we obtain (4).

(5) By using the continuity of v̂ol and the Stone-Weierstrass theorem, we can
find an arithmetic Q-Cartier divisor D

′
of C∞-type such that D

′ ≤ D and

v̂ol(D
′
) > max{v̂ol(D) − ϵ/2, 0}.

Then, by virtue of [6], [22] or [16], there are a birational morphism µ : Y → X
of generically smooth and normal projective arithmetic varieties and an ample
arithmetic Q-Cartier divisor A of C∞-type on Y such that A ≤ µ∗(D′) and v̂ol(A) ≥
v̂ol(D

′
) − ϵ/2. Thus (5) follows. □
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5.3. Intersection number of arithmeticR-Cartier divisors with a 1-dimensional
subscheme. We assume that X is projective. Let C be a 1-dimensional closed
integral subscheme of X. Let L = (L, h) be an F∞-invariant continuous hermitian
invertible sheaf on X. Then it is well-known that d̂eg(L

∣∣∣
C
) is defined and it has

the following property: if s is not zero element of H0(X,L) with s|C , 0, then

d̂eg(L
∣∣∣
C
) = log #

(
L|C

OC · s

)
− 1

2

∑
x∈C(C)

log(h(s, s)(x)).

In addition, the map

P̂icC0(X)→ R (L 7→ d̂eg(L
∣∣∣
C
))

is a homomorphism of abelian groups, so that it extends to a homomorphism

d̂eg(−|C) : P̂icC0(X) ⊗Z R→ R
given by

d̂eg((L1 ⊗ a1 + · · · +Lr ⊗ ar)
∣∣∣
C
) = a1d̂eg(L1

∣∣∣
C
) + · · · + ard̂eg(Lr

∣∣∣
C
).

If f1, . . . , fr ∈ C0(X), a1, . . . , ar ∈ R and a1 f1 + · · · + ar fr = 0, then

d̂eg((O( f1) ⊗ a1 + · · · + O( fr) ⊗ ar)
∣∣∣
C
)

= a1d̂eg(O( f1)
∣∣∣
C
) + · · · + ard̂eg(O( fr)

∣∣∣
C
)

=

r∑
i=1

ai

 ∑
x∈C(C)

fi(x)

 = 0.

Therefore, d̂eg(−|C) : P̂icC0(X)⊗ZR→ Rdescents to a homomorphism P̂icC0(X)R →
R. By abuse of notation, we use the same symbol d̂eg(−|C) to denote the homo-
morphism P̂icC0(X)R → R. Using this homomorphism, we define

d̂eg(−|C) : D̂ivC0(X)R → R

to be d̂eg(D
∣∣∣
C
) := d̂eg(OR(D)

∣∣∣
C
) for D ∈ D̂ivC0(X)R. If there are effective Cartier

divisors D1, . . . ,Dl and a1, . . . , al ∈ R such that D = a1D1 + · · · + alDl and C ⊈
Supp(Di) for all i, then we can see that

d̂eg(D
∣∣∣
C
) =

l∑
i=1

ai log #(OC(Di)/OC) +
1
2

∑
x∈C(C)

gcan(x).

Let T be a type for Green functions on X such that C0 ⊆ T , T is real valued
and −T ⊆ T . Let D = (D, g) be an arithmetic R-Cartier divisor of T -type on X.
There is h ∈ T (X) such that g − h is an F∞-invariant D-Green function of C0-type.
We would like to define d̂eg(D

∣∣∣
C
) by the following quantity:

d̂eg
(
(D, g − h)

∣∣∣
C

)
+

1
2

∑
x∈C(C)

h(x).
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Indeed, it does not depend on the choice of h. Let h′ be another element of T (X)
such that g − h′ is an F∞-invariant D-Green function of C0-type. We can find
u ∈ C0(X) such that g− h = g− h′ + u (a.e.), so that h′ = h+ u over X(C). Therefore,

d̂eg
(
(D, g − h′)

∣∣∣
C

)
+

1
2

∑
x∈C(C)

h′(x)

= d̂eg((D, (g − h) − u)
∣∣∣
C
) +

1
2

∑
x∈C(C)

(h + u)(x)

= d̂eg((D, (g − h))
∣∣∣
C
) − 1

2

∑
x∈C(C)

u(x) +
1
2

∑
x∈C(C)

(h + u)(x)

= d̂eg((D, g − h)
∣∣∣
C
) +

1
2

∑
x∈C(C)

h(x).

Note that if there are effective Cartier divisors D1, . . . ,Dl and a1, . . . , al ∈ R such
that D = a1D1 + · · · + alDl and C ⊈ Supp(Di) for all i, then

d̂eg
(
D
∣∣∣
C

)
=

l∑
i=1

ai log #(OC(Di)/OC) +
1
2

∑
x∈C(C)

gcan(x).

Moreover, d̂eg(−|C) : D̂ivT (X)R → R is a homomorphism.

Let Z1(X) be the group of 1-cycles on X and Z1(X)R = Z1(X) ⊗Z R. Let Z be an
element of Z1(X)R. There is a unique expression Z = a1C1 + · · · + alCl such that
a1, . . . , al ∈ R and C1, . . . ,Cl are 1-dimensional closed integral schemes on X. For
D ∈ D̂ivT (X)R, we define d̂eg

(
D | Z

)
to be

d̂eg
(
D | Z

)
:=

l∑
i=1

aid̂eg
(
D
∣∣∣
Ci

)
.

Note that d̂eg
(
D | C

)
= d̂eg

(
D
∣∣∣
C

)
for a 1-dimensional closed integral scheme C on

X.

6. Positivity of arithmetic R-Cartier divisors

In this section, we will introduce a lot of kinds of positivity for arithmetic R-
Cartier divisors and investigate their properties. Throughout this section, let X
be a generically smooth projective and normal arithmetic variety.

6.1. Definitions. Let D = (D, g) be an arithmetic R-Cartier divisor on X, that is,
D ∈ Div(X)R and g is an F∞-invariant locally integrable function on X(C). The
ampleness, adequateness, nefness, bigness and pseudo-effectivity of D are defined
as follows:

• ample : First we recall the ampleness of a C∞-hermitian invertible sheaf. Ac-
cording to [13], an F∞-invariant C∞-hermitian invertible sheaf L = (L, h) on X is
said to be ample if L is ample, c1(L) is a positive form and H0(X,L⊗n) is generated
by elements of

{s ∈ H0(X,L⊗n) | ∥s∥sup < 1}
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as a Z-module for n ≫ 1. Note that our definition is slightly stronger than
Zhang’s definition [25], in which the semipositivity of c1(L) is assumed instead of
positivity.

We say D is ample if there are a1, . . . , ar ∈ R>0 and ample arithmetic Q-Cartier
divisors A1, . . . ,Ar of C∞-type (i.e., O(niAi) is an ample C∞-hermitian invertible
sheaf for some ni ∈ Z>0 in the above sense) such that

D = a1A1 + · · · + arAr.

Note that an ample arithmetic R-Cartier divisor is of C∞-type. The set of all
ample arithmetic R-Cartier divisors on X is denoted by Âmp(X)R. By applying
[16, Lemma 1.1.3] to the case where P = D̂ivC∞(X)Q, m = 1, b1 = 0, A = t(0, . . . , 0)
and x1 = A1, . . . , xr = Ar, we can see that

Âmp(X)R ∩ D̂ivC∞(X)Q =
{

D

∣∣∣∣∣∣ O(nD) is an ample C∞-hermitian
invertible sheaf on X for some n ∈ Z>0

}
.

• adequate : D is said to be adequate if there are an ample arithmetic R-Cartier
divisor A and a non-negative F∞-invariant continuous function f on X(C) such
that D = A + (0, f ). Note that an adequate arithmetic R-Cartier divisor is of
C0-type.

• nef : We say D is nef if the following properties holds:

(a) D is of PSHR-type.
(b) d̂eg(D

∣∣∣
C
) ≥ 0 for all 1-dimensional closed integral subschemes C of X.

The cone of all nef arithmetic R-Cartier divisors on X is denoted by N̂ef(X)R.
Moreover, the cone of all nef arithmetic R-Cartier divisors of C∞-type (resp. C0-
type) on X is denoted by N̂efC∞(X)R (resp. N̂efC0(X)R).

•big : Let us fix a type T for Green functions. We say D is a big arithmeticR-Cartier
divisor of T -type if D ∈ D̂ivT b(X)R (i.e. D ∈ D̂ivT (X)R and g is of bounded type)
and v̂ol(D) > 0.

• pseudo-effective : D is said to be pseudo-effective if D is of C0-type and there are
arithmeticR-Cartier divisors D1, . . . ,Dr of C0-type and sequences {an1}∞n=1, . . . , {anr}∞n=1

in R such that limn→∞ ani = 0 for all i = 1, . . . , r and v̂ol(D+ an1D1 + · · ·+ anrDr) > 0
for all n≫ 1.

6.2. Properties of ample arithmetic R-Cartier divisors. In this subsection, we
consider several properties of ample arithmetic R-Cartier divisors. Let us begin
with the following proposition.

Proposition 6.2.1. (1) If A and B are ample (resp. adequate) arithmetic R-Cartier
divisors and a ∈ R>0, then A + B and aA are also ample (resp. adequate).

(2) If A is an ample arithmetic R-Cartier divisor, then there are an ample arithmetic
Q-Cartier divisor A

′
and an ample arithmetic R-Cartier divisor A

′′
such that

A = A
′
+ A

′′
.
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(3) Let A be an ample (resp. adequate) arithmeticR-Cartier divisor and let L1, . . . ,Ln
be arithmetic R-Cartier divisors of C∞-type (resp. of C0-type). Then there is
δ ∈ R>0 such that A+δ1L1+ · · ·+δnLn is ample (resp. adequate) for δ1, . . . , δn ∈ R
with |δ1| + · · · + |δn| ≤ δ.

(4) If A is an adequate arithmetic R-Cartier divisor, then v̂ol(A) > 0.

Proof. (1) and (2) are obvious.

(3) First we assume that A is ample and that L1, . . . , Ln are of C∞-type. We set
Li =

∑l
j=1 bi jM j such that M1, . . . ,Ml are arithmetic Q-Cartier divisors of C∞-type

and bi j ∈ R. Then, as

A +
n∑

i=1

δiLi = A +
l∑

j=1

 n∑
i=1

δibi j

 M j,

we may assume that L1, . . . , Ln are arithmeticQ-Cartier divisors of C∞-type. More-
over, by (1) and (2), we may further assume that A is an ample arithmeticQ-Cartier
divisor.

Let us choose δ ∈ Q>0 such that A± δLi is ample for every i = 1, . . . , n. Note that
n∑

i=1

|δi|
δ

(A + sign(δi)δLi) =

 n∑
i=1

|δi|
δ

 A +
n∑

i=1

δiLi,

where sign(a) for a ∈ R is given by

sign(a) =
{

1 if a ≥ 0,
−1 if a < 0.

Hence, if
∑

i=1 |δi| ≤ δ, then A +
∑n

i=1 δiLi is ample.
Next we assume that A is adequate and that L1, . . . , Ln are of C0-type. Then

there are an ample arithmetic R-Cartier divisor A
′

and u ∈ C0(X) such that u ≥ 0
and A = A

′
+ (0, u). As A

′ − (0, ϵ) is ample for 0 < ϵ ≪ 1 by the previous
observation, we may assume that u ≥ ϵ for some positive number ϵ. By virtue of
the Stone-Weierstrass theorem, we can find v1, . . . , vn ∈ C0(X) such that vi ≥ 0 (∀i),
ϵ ≥ v1 + · · ·+ vn and L

′
i := Li + (0, vi) is of C∞-type for all i. By the previous case, we

can find 0 < δ < 1 such that A
′
+ δ1L

′
1 + · · · + δnL

′
n is ample for δ1, . . . , δn ∈ R with

|δ1| + · · · + |δn| ≤ δ. Note that

A + δ1L1 + · · · + δnLn = A
′
+ δ1L

′
1 + · · · + δnL

′
n + (0,u − δ1v1 − · · · − δnvn)

and
u − δ1v1 − · · · − δnvn ≥ u − v1 − · · · − vn ≥ 0,

as required.

(4) Clearly we may assume that A is ample, so that the assertion follows from
(2) and (4) in Theorem 5.2.2. □

Next we consider the following proposition.

Proposition 6.2.2. (1) If A is an ample arithmetic R-Cartier divisor and B is a nef
arithmetic R-Cartier divisor of C∞-type, then A + B is ample.
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(2) If A is an adequate arithmeticR-Cartier divisor and B is a nef arithmeticR-Cartier
divisor of C0-type, then A + B is adequate.

Proof. (1) We set B = b1B1 + · · · + bnBn such that b1, . . . , bn ∈ R and B1, . . . ,Bn
are arithmetic Q-Cartier divisors of C∞-type. We choose an ample arithmetic
Q-Cartier divisor A1 and an ample arithmetic R-Cartier divisor A2 such that
A = A1 + A2. Then, by (3) in Proposition 6.2.1, there are δ1, . . . , δn ∈ R>0 such that

A1 +

n∑
i=1

δiBi and A2 −
n∑

i=1

δiBi

are ample and bi + δi ∈ Q for all i. Moreover, we can take an ample arithmetic
Q-Cartier divisor A3 and an ample arithmetic R-Cartier divisor A4 such that

A2 −
n∑

i=1

δiBi = A3 + A4.

Then, since

A1 +

n∑
i=1

δiBi + B = A1 +

n∑
i=1

(bi + δi)Bi

is a nef arithmeticQ-Cartier divisor of C∞-type, A3 +A1 +
∑n

i=1 δiBi +B is an ample
arithmetic Q-Cartier divisor by [14, Lemma 5.6]. Therefore,

A + B = A4 + A3 + A1 +

n∑
i=1

δiBi + B

is an ample arithmetic R-Cartier divisor.
(2) Clearly we may assume that A is ample. By (3) in Proposition 6.2.1, there is

a positive real number δ such that 1
2A− (0, δ) is ample. Note that 1

2A+ B is ample,
that is, 1

2A + B is a linear combination of ample Cartier divisors with positive
coefficients, which can be checked in the same way as above. Thus, by (2) in
Theorem 4.6, there is u ∈ C0(X) (i.e., u is an F∞-invariant continuous function in
X(C)) such that 0 ≤ u < δ on X(C) and 1

2A + B + (0,u) is a nef R-Cartier divisor of
C∞-type. Then, by (1),

1
2

A − (0, δ) +
1
2

A + B + (0,u)

is ample. Thus

A + B =
1
2

A − (0, δ) +
1
2

A + B + (0, u) + (0, δ − u)

is adequate. □

Finally let us observe the following lemma.

Lemma 6.2.3. Let D1 = (D1, g1) and D2 = (D2, g2) be arithmetic R-Cartier divisors of
PSHR-type on X. If D1 = D2, g1 ≤ g2 (a.e.) and D1 is nef, then D2 is also nef.
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Proof. Since D1 = D2, there is aϕ ∈ (PSHR −PSHR)(X(C)) such that g2 = g1+ϕ (a.e.)
and ϕ ≥ 0 (a.e.). Note that ϕ ≥ 0 by Lemma 2.3.1. Let C be a 1-dimensional closed
integral subscheme of X. Then

d̂eg(D2

∣∣∣
C
) = deg(D1

∣∣∣
C
) +

1
2

∑
y∈C(C)

ϕ(y) ≥ deg(D1

∣∣∣
C
) ≥ 0.

□

6.3. Criterions of bigness and pseudo-effectivity. The purpose of this subsection
is to prove the following propositions.

Proposition 6.3.1. For D = (D, g) ∈ D̂ivC0(X)R, the following are equivalent:

(1) D is big, that is, v̂ol(D) > 0.
(2) For any A ∈ D̂ivC0(X)R, there are a positive integer n and a non-zero rational

function ϕ such that A ≤ nD + (̂ϕ).

Proof. “(2) =⇒ (1)” is obvious.
Let us consider “(1) =⇒ (2)”. By using Lemma 5.2.3 and Lemma 5.2.4, we

can find effective arithmetic R-Cartier divisors A
′

and A
′′

of C0-type such that
A = A

′ − A
′′

. Note that A ≤ A
′
. Thus we may assume A is effective in order to

see our assertion. By virtue of the continuity of v̂ol (cf. Theorem 5.2.2), there is a
positive integer m such that

v̂ol(D − (1/m)A) > 0,

that is, v̂ol(mD−A) > 0, so that there is a positive integer n and a non-zero rational
function ϕ such that

n(mD − A) + (̂ϕ) ≥ 0.

Thus mnD + (̂ϕ) ≥ nA ≥ A. □

Proposition 6.3.2. For D = (D, g) ∈ D̂ivC0(X)R, the following are equivalent:
(1) D is pseudo-effective.
(2) For any big arithmetic R-Cartier divisor A of C0-type, v̂ol(D + A) > 0.
(3) There is a big arithmetic R-Cartier divisor A of C0-type such that v̂ol(D +

(1/n)A) > 0 for all n ≥ 1.

Proof. It is sufficient to see that (1) implies (2). As D is pseudo-effective, there are
arithmeticR-Cartier divisors D1, . . . ,Dr of C0-type and sequences {am1}∞m=1, . . . , {amr}∞m=1

inR such that limm→∞ ami = 0 for all i = 1, . . . , r and v̂ol(D+ am1D1+ · · ·+ amrDr) > 0
for all m≫ 1. By the continuity of v̂ol, there is a sufficiently large positive integer
m such that A − (am1D1 + · · · + amrDr) is big. Thus

v̂ol(D + A) ≥ v̂ol(D + am1D1 + · · · + amrDr) > 0.

□

Proposition 6.3.3. If D = (D, g) is a pseudo-effective arithmeticR-Cartier divisor of C0-
type such that D is big on the generic fiber XQ (i.e., vol(DQ) > 0 on XQ), then D + (0, ϵ)
is big for all ϵ ∈ R>0.
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Proof. Let A be an ample arithmetic Cartier divisor on X. Since D is big on XQ, by
using the continuity of the volume function over XQ (cf. [10, I, Corollary 2.2.45]),
we can see that there are a positive integer m and a non-zero rational function ϕ
such that

mD − A + (ϕ) ≥ 0.

If we set (L, h) = mD − A + (̂ϕ), then h is an L-Green function of C0-type and L is
effective. Thus there is a positive number λ such that

mD − A + (̂ϕ) ≥ (0,−λ),

that is, mD+ (0, λ) ≥ A− (̂ϕ). We choose a sufficiently large positive integer n such
that

λ
n +m

≤ ϵ.
Then

D +
1
n

(A − (̂ϕ)) ≤ D +
1
n

(mD + (0, λ))

=
(
1 +

m
n

) (
D +

(
0,

λ
n +m

))
≤

(
1 +

m
n

) (
D + (0, ϵ)

)
.

Note that A − (̂ϕ) is ample, so that D + (1/n)(A − (̂ϕ)) is big by Proposition 6.3.2,
and hence D + (0, ϵ) is also big. □

Remark 6.3.4. It is very natural to ask whether Ĥ0(X,n(D + (0, ϵ))) , {0} for some
n ∈ Z>0 in the case where D is not necessarily big on XQ. This does not hold
in general. For example, let P1

Z = Proj(Z[T0,T1]) be the projective line over Z
and D = a ̂(T1/T0) for a ∈ R \ Q. It is easy to see that D is pseudo-effective and
H0(P1

Z,nD) = {0} for all n ∈ Z>0. Thus Ĥ0(P1
Z,n(D + (0, ϵ))) = {0} for ϵ ∈ R>0 and

n ∈ Z>0.

6.4. Intersection number of arithmetic R-Cartier divisors of C0-type. Let

D̂ivC∞(X) × · · · × D̂ivC∞(X)→ R
be a symmetric multi-linear map over Z given by

(D1, . . . ,Dd) 7→ d̂eg(D1 · · ·Dd) := d̂eg(̂c1(O(D1)) · · · ĉ1(O(Dd))),

which extends to the symmetric multi-linear map

(D̂ivC∞(X) ⊗Z R) × · · · × (D̂ivC∞(X) ⊗Z R)→ R
over R.

Proposition-Definition 6.4.1. The above multi-linear map

(D̂ivC∞(X) ⊗Z R) × · · · × (D̂ivC∞(X) ⊗Z R)→ R
descents to the symmetric multi-linear map

D̂ivC∞(X)R × · · · × D̂ivC∞(X)R → R
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over R, whose value at (D1, . . . ,Dd) ∈ D̂ivC∞(X)R × · · · × D̂ivC∞(X)R is also denoted by
d̂eg(D1 · · ·Dd) by abuse of notation.

Proof. Let a1, . . . , al ∈ R and ϕ1, . . . , ϕl ∈ C∞(X) such that a1ϕ1 + · · · + alϕl = 0. By
Lemma 5.2.5, it is sufficient to show that

d̂eg
(
((0, ϕ1) ⊗ a1 + · · · + (0, ϕl) ⊗ al) ·D2 · · ·Dd

)
= 0

for all D2, . . . ,Dd ∈ D̂ivC∞(X). First of all, note that there are 1-dimensional closed
integral subschemes C1, . . . ,Cr, c1, . . . , cr ∈ Z and a current T of (d − 2, d − 2)-type
such that

D2 · · ·Dd ∼ (c1C1 + · · · + crCr,T).

Then

d̂eg
(
((0, ϕ1) ⊗ a1 + · · · + (0, ϕl) ⊗ al) ·D2 · · ·Dd

)
=

l∑
i=1

aid̂eg
(
(0, ϕi) · (c1C1 + · · · + crCr,T)

)
=

l∑
i=1

ai

 r∑
j=1

c j

∑
y∈C j(C)

ϕi(y) + (1/2)
∫

X(C)
ddc(ϕi) ∧ T


=

r∑
j=1

c j

∑
y∈C j(C)

l∑
i=1

aiϕi(y) + (1/2)
∫

X(C)
ddc

 l∑
i=1

aiϕi

 ∧ T = 0,

as required. □

Let D̂iv
Nef

C0 (X)R be the vector subspace of D̂ivC0(X)R generated by N̂efC0(X)R.
The purpose of this subsection is to show the following proposition, which gives
another construction of the intersection number due to [25, Lemma 6.5], [26,
Section 1] and [12, Section 5] (cf Remark 6.4.3).

Proposition 6.4.2. (1)

D̂ivC0∩PSH+C∞(X)R ⊆ D̂iv
Nef

C0 (X)R ⊆ D̂ivC0∩PSH−C0∩PSH(X)R.

(2) The above symmetric multi-linear map

D̂ivC∞(X)R × · · · × D̂ivC∞(X)R → R
given in Proposition-Definition 6.4.1 extends to a unique symmetric multi-linear
map

D̂iv
Nef

C0 (X)R × · · · × D̂iv
Nef

C0 (X)R → R
such that (D, . . . ,D) 7→ v̂ol(D) for D ∈ N̂efC0(X)R. By abuse of notation, for

(D1, . . . ,Dd) ∈ D̂iv
Nef

C0 (X)R × · · · × D̂iv
Nef

C0 (X)R,

the image of (D1, . . . ,Dd) by the above extension is also denoted by

d̂eg(D1 · · ·Dd).
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Proof. (1) It is obvious that

D̂iv
Nef

C0 (X)R ⊆ D̂ivC0∩PSH−C0∩PSH(X)R.

Let D ∈ D̂ivC0∩PSH+C∞(X)R. By Proposition 2.3.7, there is an ample arithmetic
Cartier divisor A with D + A ∈ D̂ivC0∩PSH(X)R. Thus it is sufficient to show the
following claim:

Claim 6.4.2.1. For D ∈ D̂ivC0∩PSH(X)R, there is an ample arithmetic Cartier divisor B
such that D + B ∈ N̂efC0(X)R and D + B is ample.

Proof. By virtue of the Stone-Weierstrass theorem, there is an F∞-invariant non-
negative continuous function u on X(C) such that D − (0,u) ∈ D̂ivC∞(X)R. Thus,
by Proposition 6.2.1, we can find an ample arithmetic Cartier divisor B such that

D − (0,u) + B

is ample. In particular, D + B ∈ N̂efC0(X)R and D + B is ample. □

(2) Let us begin with the following claim.

Claim 6.4.2.2. (a) For D ∈ N̂efC∞(X)R, d̂eg(D
d
) = v̂ol(D).

(b) d!X1 · · ·Xd =
∑

∅,I⊆{1,...,d}
(−1)d−#(I)

∑
i∈I

Xi

d

in Z[X1, . . . ,Xd].

(c) For D1, . . . ,Dd ∈ N̂efC∞(X)R,

d̂eg(D1 · · ·Dd) =
1
d!

∑
∅,I⊆{1,...,d}

(−1)d−#(I)v̂ol

∑
i∈I

Di

 .
Proof. (a) First we assume that D is ample. We set D = a1A1 + · · · + alAl such
that a1, . . . , al ∈ R>0 and Ai’s are ample arithmetic Cartier divisors. Let us choose
sufficient small positive numbers δ1, . . . , δl such that ai + δi ∈ Q for all i. Then, by
[14, Corollary 5.5],

d̂eg(((a1 + δ1)A1 + · · · + (al + δl)Al)d) = v̂ol((a1 + δ1)A1 + · · · + (al + δl)Al).

Thus, using the continuity of v̂ol, the assertion follows.
Next we consider a general case. Let A be an ample arithmetic Cartier divisor

of C∞-type. Then, by Proposition 6.2.2, D + ϵA is ample for all ϵ > 0. Thus the
assertion follows from the previous observation and the continuity of v̂ol.

(b) In general, let us see that

∑
∅,I⊆{1,...,d}

(−1)#(I)

∑
i∈I

Xi

l

=

{
0 if l < d,
(−1)dd!X1 · · ·Xd if l = d
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holds for integers d and l with 1 ≤ l ≤ d. This assertion for d and l is denoted by
A(d, l). A(1, 1) is obvious. Moreover, it is easy to see A(d, 1). Note that∫ Xd

0

 ∑
∅,I⊆{1,...,d}

(−1)#(I)

∑
i∈I

Xi

l−1 dXd

=
1
l

∑
∅,I⊆{1,...,d}

(−1)#(I)

∑
i∈I

Xi

l

+ Xd

∑
∅,J⊆{1,...,d−1}

(−1)#(J)

∑
j∈J

X j


l−1

,

which shows that A(d − 1, l − 1) and A(d, l − 1) imply A(d, l). Thus (b) follows by
double induction on d and l.

(c) follows from (a) and (b). □

The uniqueness of the symmetric multi-linear map follows from (b) in the
previous claim. We set

P̂ =
{
D ∈ N̂efC0(X)R | D is ample

}
.

Note that D + A ∈ P̂ for all D ∈ N̂efC0(X)R and A ∈ Âmp(X)R. In particular,

D̂iv
Nef

C0 (X)R =
{
D −D

′ | D,D′ ∈ P̂
}
.

For (D1, . . . ,Dd) ∈ P̂ × · · · × P̂, we define α(D1, . . . ,Dd) to be

(6.4.2.3) α(D1, . . . ,Dd) :=
1
d!

∑
∅,I⊆{1,...,d}

(−1)d−#(I)v̂ol

∑
i∈I

Di

 .
Claim 6.4.2.4. α is symmetric and

α(aD1 + bD
′
1,D2, . . . ,Dd) = aα(D1,D2, . . . ,Dd) + bα(D

′
1,D2, . . . ,Dd)

holds for D1,D
′
1,D2, . . . ,Dd ∈ P̂ and a, b ∈ R≥0 with a + b > 0.

Proof. Clearly α is symmetric. By Theorem 4.6, for any ϵ > 0, there are non-
negative F∞-invariant continuous functions u1,u′1,u2, . . . , ud such that

∥u1∥sup ≤ ϵ, ∥u′1∥sup ≤ ϵ, ∥u2∥sup ≤ ϵ, . . . , ∥ud∥sup ≤ ϵ

and that D1(ϵ) := D1 + (0,u1), D
′
1(ϵ) := D

′
1 + (0,u′1), D2(ϵ) := D2 + (0,u2), . . . ,

Dd(ϵ) := Dd + (0,ud) are elements of N̂efC∞(X)R. Then, by virtue of Claim 6.4.2.2,

α(aD1(ϵ) + bD
′
1(ϵ),D2(ϵ), . . . ,Dd(ϵ))

= aα(D1(ϵ),D2(ϵ), . . . ,Dd(ϵ)) + bα(D
′
1(ϵ),D2(ϵ), . . . ,Dd(ϵ)).

Thus, using the continuity of v̂ol, we have the assertion of the claim. □

By the above claim together with the following Lemma 6.4.4, we obtain the
existence of the symmetric multi-linear map. Finally we need to see

v̂ol(D) = d̂eg(D
d
)
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for D ∈ N̂efC0(X)R. Let A be an ample arithmeticR-Cartier divisor of C∞-type. As
D + ϵA ∈ P̂ for ϵ > 0, we have

v̂ol(D + ϵA) = d̂eg((D + ϵA)d) =
d∑

i=0

(
d
i

)
ϵid̂eg(D

d−i
A

i
),

and hence the assertion follows from the continuity of v̂ol. □

Remark 6.4.3. (1) By our construction, v̂ol(D) = d̂eg(D
d
) for D ∈ N̂efC0(X)R. In

particular, D is big if and only if d̂eg(D
d
) > 0. This is however a non-trivial fact

for D ∈ N̂efC∞(X)R (cf. [14, Corollary 5.5] and Claim 6.4.2.2).

(2) In [25, Lemma 6.5], [26, Section 1] and [12, Section 5], a symmetric multi-
linear map

D̂iv
Nef

C0 (X) × · · · × D̂iv
Nef

C0 (X)→ R
is constructed as an extension of

D̂ivC∞(X) × · · · × D̂ivC∞(X)→ R.
Of course, it extends to a symmetric multi-linear map

D̂iv
Nef

C0 (X)R × · · · × D̂iv
Nef

C0 (X)R → R
by using mult-linearity. Our intersection number in Proposition 6.4.2 coincides
with the number given by the above multi-linear map. For details, see [18,
SubSection 1.2 and SubSection 2.2].

Lemma 6.4.4. Let V and W be vector spaces over R and let P be a cone in V, that is,
ax + by ∈ P whenever x, y ∈ P and a, b ∈ R≥0 with a + b > 0. Let f : Ps → W be a map
such that

f (x1, . . . , axi + byi, . . . , xs) = a f (x1, . . . , xi, . . . , xs) + b f (x1, . . . , yi, . . . , xs)

for all i = 1, . . . , s and all x1, . . . , xi, yi, . . . , xs ∈ P and a, b ∈ R≥0 with a + b > 0. If
V = {x − x′ | x, x′ ∈ P}, then there is a unique multi-linear map f̃ : Vs → W such that
f̃
∣∣∣
Ps = f . Moreover, if f is symmetric, then f̃ is also symmetric.

Proof. For x1, . . . , xs ∈ V, we set xi = xi,1 − xi,−1 (xi,1, xi,−1 ∈ P) for each i. We would
like to define f̃ (x1, . . . , xs) to be

f̃ (x1, . . . , xs) =
∑

ϵ1,...,ϵs∈{±1}
ϵ1 · · · ϵs f (x1,ϵ1 , . . . , xs,ϵs).

Claim 6.4.4.1. The above is well-defined, that is, if we choose another yi,1, yi,−1 ∈ P with
xi = yi,1 − yi,−1 for each i, then∑

ϵ1,...,ϵs∈{±1}
ϵ1 · · · ϵs f (x1,ϵ1 , . . . , xs,ϵs) =

∑
ϵ1,...,ϵs∈{±1}

ϵ1 · · · ϵs f (y1,ϵ1 , . . . , ys,ϵs).

Proof. For simplicity, we denote∑
ϵ1,...,ϵs∈{±1}

ϵ1 · · · ϵs f (x1,ϵ1 , . . . , xs,ϵs) and
∑

ϵ1,...,ϵs∈{±1}
ϵ1 · · · ϵs f (y1,ϵ1 , . . . , ys,ϵs).
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by Ix and Iy respectively. We prove it by induction on s. If s = 1, then the assertion
is obvious, so that we assume s > 1. By the hypothesis of induction, for all x ∈ P,∑

ϵ2,...,ϵs∈{±1}
ϵ2 · · · ϵs f (x, x2,ϵ2 , . . . , xs,ϵs) =

∑
ϵ2,...,ϵs∈{±1}

ϵ2 · · · ϵs f (x, y2,ϵ2 , . . . , ys,ϵs).

As x1,1 + y1,−1 = x1,−1 + y1,1, we have

f (x1,1, x2,ϵ2 , . . . , xs,ϵs)+ f (y1,−1, x2,ϵ2 , . . . , xs,ϵs) = f (x1,−1, x2,ϵ2 , . . . , xs,ϵs)+ f (y1,1, x2,ϵ2 , . . . , xs,ϵs).

Therefore,

Ix =
∑

ϵ2,...,ϵs∈{±1}
ϵ2 · · · ϵs

(
f (x1,1, x2,ϵ2 , . . . , xs,ϵs) − f (x1,−1, x2,ϵ2 , . . . , xs,ϵs)

)
=

∑
ϵ2,...,ϵs∈{±1}

ϵ2 · · · ϵs
(

f (y1,1, x2,ϵ2 , . . . , xs,ϵs) − f (y1,−1, x2,ϵ2 , . . . , xs,ϵs)
)

=
∑

ϵ2,...,ϵs∈{±1}
ϵ2 · · · ϵs

(
f (y1,1, y2,ϵ2 , . . . , ys,ϵs) − f (y1,−1, y2,ϵ2 , . . . , ys,ϵs)

)
= Iy,

as required. □

Clearly, if f is symmetric, then f̃ is also symmetric. The uniqueness and the
multi-linearity of f̃ is straightforward consequences. □

6.5. Asymptotic multiplicity. First we recall the multiplicity of Cartier divisors.
Let (R,m) be a d-dimensional noetherian local domain with d ≥ 1. For a non-
zero element a of R, we denote the multiplicity of a local ring (R/aR,m(R/aR)) by
multm(a), that is,

multm(a) :=

 lim
n→∞

lengthR((R/aR)/mn+1(R/aR))
nd−1/(d − 1)!

if a < R×,

0 if a ∈ R×.

Note that the above limit always exists and multm(a) ∈ Z≥0. Moreover, if R is
regular, then

multm(a) = max{i ∈ Z≥0 | a ∈ mi}.
Let a and b be non-zero elements of R. By applying [11, Theorem 14.6] to the

following exact sequence:

0 −→ R/aR ×b−→ R/abR −→ R/bR −→ 0,

we can see that
multm(ab) = multm(a) +multm(b).

Let K be the quotient field of R. For α ∈ K×, we set α = a/b (a, b ∈ R \ {0}).
Then multm(a) −multm(b) does not depend on the expression α = a/b. Indeed, if
α = a/b = a′/b′, then, by the previous formula,

multm(a) +multm(b′) = multm(ab′) = multm(a′b) = multm(a′) +multm(b).

Thus we define multm(α) to be

multm(α) := multm(a) −multm(b).

Note that the map
multm : K× → Z

is a homomorphism, that is, multm(αβ) = multm(α) +multm(β) for α, β ∈ K×.
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For x ∈ X, we define a homomorphism

multx : Div(X)→ Z
to be multx(D) := multmx( fx), wheremx is the maximal ideal of OX,x and fx is a local
equation of D at x. Note that this definition does not depend on the choice of the
local equation fx. By abuse of notation, the natural extension

multx ⊗ idR : Div(X)R → R
is also denoted by multx.

Let D be an arithmetic R-Cartier divisor of C0-type. For x ∈ X, we define νx(D)
to be

νx(D) :=
{

inf{multx(D + (ϕ)) | ϕ ∈ Ĥ0(X,D) \ {0}} if Ĥ0(X,D) , {0},
∞ if Ĥ0(X,D) = {0}

We call νx(D) the multiplicity at x of the complete arithmetic linear series of D. First
let us see the following lemma.

Lemma 6.5.1. Let D and E be arithmetic R-Cartier divisors of C0-type. Then we have
the following:

(1) If D is effective, then νx(D) ≤ multx(D).
(2) νx(D + E) ≤ νx(D) + νx(E).
(3) If D ≤ E, then νx(E) ≤ νx(D) +multx(E −D).
(4) For ϕ ∈ Rat(X)×, νx(D + (̂ϕ)) = νx(D).

Proof. (1) is obvious.
(2) If either Ĥ0(X,D) = {0} or Ĥ0(X,E) = {0}, then the assertion is obvious, so

that we may assume that Ĥ0(X,D) , {0} and Ĥ0(X,E) , {0}. Let ϕ ∈ Ĥ0(X,D) \ {0}
and ψ ∈ Ĥ0(X,E) \ {0}. Then, as

(̂ϕψ) + E +D = (̂ϕ) +D + (̂ψ) + E ≥ 0,

we have ϕψ ∈ Ĥ0(X,D + E) \ {0}. Thus

νx(D + E) ≤ multx((ϕψ) +D + E) = multx((ϕ) +D) +multx((ψ) + E),

which implies (2).
(3) If we set F = E −D, then, by (1) and (2),

νx(E) = νx(D + F) ≤ νx(D) + νx(F) ≤ νx(D) +multx(F).

(4) Let α : H0(X,D + (ϕ)) → H0(X,D) be the natural isomorphism given by
α(ψ) = (ϕψ). Note that (D + (̂ϕ)) + (̂ψ) = D + ̂(α(ψ)). Thus we have (4). □

We set
N(D) =

{
n ∈ Z>0 | Ĥ0(X,nD) , {0}

}
.

Note that N(D) is a sub-semigroup ofZ>0, that is, if n,m ∈ N(D), then n+m ∈ N(D).
We assume that N(D) , ∅. For x ∈ X, we define µx(D) to be

µx(D) := inf
{
multx(D + (1/n)(ϕ)) | n ∈ N(D), ϕ ∈ Ĥ0(X,nD) \ {0}

}
,
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which is called the asymptotic multiplicity at x of the complete arithmetic Q-linear
series of D.

We can see that

µx(D) = inf
{
νx(nD)

n

∣∣∣∣∣∣ n ∈ N(D)
}
.

Indeed, an inequality µx(D) ≤ νx(nD)/n for n ∈ N(D) is obvious, so that µx(D) ≤
inf

{
νx(nD)/n | n ∈ N(D)

}
. Moreover, for n ∈ N(D) and ϕ ∈ Ĥ0(X,nD) \ {0},

inf
{
νx(nD)

n

∣∣∣∣∣∣ n ∈ N(D)
}
≤ νx(nD)

n
≤ multx(D + (1/n)(ϕ))

holds, and hence we have the converse inequality.
By the above lemma,

νx((n +m)D) ≤ νx(nD) + νx(mD)

for all n,m ∈ N(D). Thus, if ĥ0(D) , {0} (i.e., N(D) = Z>0), then

lim
n→∞

νx(nD)
n

= inf
{
νx(nD)

n

∣∣∣∣∣∣ n > 0
}
.

Proposition 6.5.2. Let D and E be arithmetic R-Cartier divisors of C0-type such that
N(D) , ∅ and N(E) , ∅. Then we have the following:

(1) µx(D + E) ≤ µx(D) + µx(E).
(2) If D ≤ E, then µx(E) ≤ µx(D) +multx(E −D).
(3) µx(D + (̂ϕ)) = µx(D) for ϕ ∈ Rat(X)×.
(4) µx(aD) = aµx(D) for a ∈ Q>0.

Proof. First let us see (4). We assume that a ∈ Z>0. Let n ∈ N(D) and ϕ ∈
Ĥ0(nD) \ {0}. Then ϕa ∈ Ĥ0(n(aD)) \ {0}. Thus

µx(aD) ≤ multx(aD + (1/n)(ϕa)) = a multx(D + (1/n)(ϕ)),

which yields µx(aD) ≤ aµx(D). Conversely let n ∈ N(aD) and ψ ∈ Ĥ0(n(aD)) \ {0}.
Then

µx(D) ≤ multx(D + (1/na)(ψ)) = (1/a) multx(aD + (1/n)(ψ)),

and hence µx(D) ≤ (1/a)µx(aD). Thus (4) follows in the case where a ∈ Z>0.
In general, we choose a positive integer m such that ma ∈ Z>0. Then, by the

previous observation,

mµx(aD) = µx(maD) = maµx(D),

as required.
By (4), we may assume that ĥ0(D) , 0 and ĥ0(E) , 0 in order to see (1), (2) and (3),

so that (1), (2) and (3) follow from (2), (3) and (4) in Lemma 6.5.1 respectively. □

Finally we consider the vanishing result of the asymptotic multiplicity for a nef
and big arithmetic R-Cartier divisor.

Proposition 6.5.3. If D is a nef and big arithmetic R-Cartier divisor of C0-type, then
µx(D) = 0 for all x ∈ X.
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Proof. Step 1 (the case where D is an ample arithmetic R-Cartier divisor) : Note
that if D is an ample arithmetic Q-Cartier divisor, then the assertion is obvious.
By using Lemma 5.2.3 and Lemma 5.2.4, there are a1, . . . , al ∈ R and effective
arithmetic Q-Cartier divisors

A1, . . . ,Al,B1, . . . ,Bl

of C∞-type such that

D = a1A1 + · · · + alAl − a1B1 − · · · − alBl.

Let us choose sufficiently small arbitrary positive numbers δ1, . . . , δl, δ′1, . . . , δ
′
l such

that ai − δi, ai + δ′i ∈ Q for all i. We set

D
′
= (a1 − δ1)A1 + · · · + (al − δl)Al − (a1 + δ

′
1)B1 − · · · − (al + δ

′
l )Bl.

Then, D
′ ≤ D and D

′
is an ample arithmeticQ-Cartier divisor by Proposition 6.2.1.

By (2) in Proposition 6.5.2,

0 ≤ µx(D) ≤ µx(D
′
) +multx(D −D′) =

∑
(δi multx(Ai) + δ′i multx(Bi))

because µx(D
′
) = 0. Therefore,

0 ≤ µx(D) ≤
∑

(δi multx(Ai) + δ′i multx(Bi)),

and hence µx(D) = 0.
Step 2 (the case where D is an adequate arithmetic R-Cartier divisor) : In

this case, there is an ample arithmetic R-Cartier divisor A and a non-negative
F∞-invariant continuous function ϕ on X(C) such that D = A + (0, ϕ). By (2) in
Proposition 6.5.2,

0 ≤ µx(D) ≤ µx(A) = 0,
as required.

Step 3 (general case) : Let A be an ample arithmetic Q-Cartier divisor. Since D
is big, by Proposition 6.3.1, there are a positive integer m and ϕ ∈ Rat(X)× such
that A ≤ mD + (̂ϕ). We set E = mD + (̂ϕ). Then E is nef. Moreover, for δ ∈ (0, 1],
by Proposition 6.2.2, δA + (1 − δ)E is adequate and δA + (1 − δ)E ≤ E. Hence

µx(E) ≤ µx(δA + (1 − δ)E) + δmultx(E − A) ≤ δmultx(E − A),

which implies that µx(E) = 0. Therefore, using (3) and (4) in Proposition 6.5.2,

µx(D) =
1
m
µx(mD) =

1
m
µx(E) = 0.

□

6.6. Generalized Hodge index theorem for an arithmetic R-Cartier divisor. In
this subsection, let us consider the following theorem, which is an R-Cartier
divisor version of [14, Corollary 6.4]:

Theorem 6.6.1. Let D be an arithmetic R-Cartier divisor of (C0 ∩ PSH)-type on X. If
D is nef on every fiber of X → Spec(Z) (i.e., deg(D|C) ≥ 0 for all 1-dimensional closed

vertical integral subschemes C on X), then v̂ol(D) ≥ d̂eg(D
d
).

Proof. Let us begin with the following claim:
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Claim 6.6.1.1. We set D = (D, g). If D is of C∞-type, D is ample (that is, there are
a1, . . . , al ∈ R>0 and ample Cartier divisors A1, . . . ,Al such that D = a1A1 + · · · + alAl)
and ddc([g]) + δD is positive, then the assertion of the theorem holds.

Proof. By virtue of Proposition 2.4.2, we can find F∞-invariant locally integrable
functions h1, . . . , hl such that hi is an Ai-Green function hi of C∞-type for each i and
g = a1h1 + · · · + alhl (a.e.). Let δ1, . . . , δl be sufficiently small positive real numbers
such that a1 + δ1, . . . , al + δl ∈ Q. We set

(D′, g′) = (a1 + δ1)(A1, h1) + · · · + (al + δl)(Al, hl).

Then D′ is an ample Q-Cartier divisor and

ddc([g′]) + δD′ = ddc([g]) + δD +

l∑
i=1

δi(ddc([hi]) + δAi).

is positive because δ1, . . . , δl are sufficiently small. Therefore, by [14, Corollary 6.4],

we have v̂ol(D
′
) ≥ d̂eg(D

′d
), which implies the claim by using the continuity of

v̂ol (cf. Theorem 5.2.2). □

First we assume that D is of C∞-type. Let A = (A, h) be an arithmetic Cartier
divisor of C∞-type such that A is ample and ddc([h])+δA is positive. Then, by using
the same idea as in the proofs of Proposition 6.2.1 and Proposition 6.2.2, we can
see that D + ϵA is ample for all ϵ > 0, Thus, by the above claim, v̂ol(D + ϵ(A, h)) ≥
d̂eg((D + ϵ(A, h))d), and hence the assertion follows by taking ϵ→ 0.

Finally we consider a general case. By Claim 6.4.2.1, there is an ample arithmetic
Cartier divisor B such that A := D + B ∈ N̂efC0(X)R and A is ample. Let ϵ be an
arbitrary positive number. Then, by virtue of Theorem 4.6, we can find an F∞-
invariant continuous function u on X(C) such that 0 ≤ u(x) ≤ ϵ for all x ∈ X(C)
and A

′
:= A+ (0,u) ∈ D̂ivC∞∩PSH(X)R, which means that A

′ ∈ N̂efC∞(X)R. Note that
d̂eg(D

d
) =

d∑
i=0

(−1)d−i

(
d
i

)
d̂eg(A

i · Bd−i
),

d̂eg(D
′d

) =
d∑

i=0

(−1)d−i

(
d
i

)
d̂eg(A

′i · Bd−i
),

where D
′

:= D+ (0,u). By (6.4.2.3), d̂eg(A
i ·Bd−i

) and d̂eg(A
′i ·Bd−i

) are given by an
alternative sum of volumes, so that, by the continuity of v̂ol, there is a constant C
such that C does not depend on ϵ and that∣∣∣∣∣d̂eg(A

′i · Bd−i
) − d̂eg(A

i · Bd−i
)
∣∣∣∣∣ ≤ Cϵ

for all i = 0, . . . , d, and hence∣∣∣∣∣d̂eg(D
′d

) − d̂eg(D
d
)
∣∣∣∣∣ ≤ 2dCϵ.
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On the other hand, by the continuity of v̂ol again, there is a constant C′ such that
C′ does not depend on ϵ and that∣∣∣∣v̂ol(D

′
) − v̂ol(D)

∣∣∣∣ ≤ C′ϵ.

Therefore, by using the previous case,

v̂ol(D) − d̂eg(D
d
) ≥

(
v̂ol(D

′
) − C′ϵ

)
−

(
d̂eg(D

′d
) + 2dCϵ

)
=

(
v̂ol(D

′
) − d̂eg(D

′d
)
)
− (C′ + 2dC)ϵ ≥ −(C′ + 2dC)ϵ.

Thus the theorem follows because ϵ is an arbitrary positive number. □

7. Limit of nef arithmetic R-Cartier divisors on arithmetic surfaces

Let X be a regular projective arithmetic surface and let T be a type for Green
functions on X such that PSH is a subjacent type of T . The purpose of this section
is to prove the following theorem.

Theorem 7.1. Let {Mn = (Mn, hn)}∞n=0 be a sequence of nef arithmetic R-Cartier divisors
on X with the following properties:

(a) There is an arithmetic Cartier divisor D = (D, g) of T -type such that g is of upper
bounded type and that Mn ≤ D for all n ≥ 1.

(b) There is a proper closed subset E of X such that Supp(D) ⊆ E and Supp(Mn) ⊆ E
for all n ≥ 1.

(c) limn→∞multC(Mn) exists for all 1-dimensional closed integral subschemes C on
X.

(d) lim supn→∞(hn)can(x) exists in R for all x ∈ X(C) \ E(C).

Then there is a nef arithmetic R-Cartier divisor M = (M, h) on X such that M ≤ D,

M =
∑

C

(
lim
n→∞

multC(Mn)
)

C

and that hcan|X(C)\E(C) is the upper semicontinuous regularization of the function given by
x 7→ lim supn→∞(hn)can(x) over X(C) \ E(C). Moreover,

lim sup
n→∞

d̂eg
(
Mn

∣∣∣
C

)
≤ d̂eg

(
M

∣∣∣
C

)
holds for all 1-dimensional closed integral subschemes C on X.

Proof. Let C1, . . . ,Cl be 1-dimensional irreducible components of E. Then there are
a1, . . . , al, an1, . . . , anl ∈ R such that

D = a1C1 + · · · + alCl and Mn = an1C1 + · · · + anlCl.

We set pi = limn→∞ ani for i = 1, . . . , l and M = p1C1 + · · · + plCl.
Let U be a Zariski open set of X over which we can find local equationsϕ1, . . . , ϕl

of C1, . . . ,Cl respectively. Let

hn = un +

l∑
i=1

(−ani) log |ϕi|2 (a.e.) and g = v +
l∑

i=1

(−ai) log |ϕi|2 (a.e.)

be the local expressions of hn and g with respect to ϕ1, . . . , ϕl, where un ∈ PSHR
and v is locally bounded above.
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Claim 7.1.1. {un}∞n=0 is locally uniformly bounded above, that is, for each point x ∈ U(C),
there are an open neighborhood Vx of x and a constant Mx such that un(y) ≤ Mx for all
y ∈ Vx and n ≥ 0.

Proof. Since hn ≤ g (a.e.), we have

un ≤ v −
n∑

i=1

(ai − ani) log |ϕi|2 (a.e.)

over U(C). If x < C1(C) ∪ · · · ∪ Cl(C), then ϕi(x) , 0 for all i. Thus, as

v −
n∑

i=1

(ai − ani) log |ϕi|2

is locally bounded above, the assertion follows from Lemma 2.3.1.
Next we assume that x ∈ C1(C)∪ · · · ∪Cl(C). Clearly we may assume x ∈ C1(C).

Note that Ci(C) ∩ C j(C) = ∅ for i , j. Thus ϕ1(x) = 0 and ϕi(x) , 0 for all i ≥ 2.
Therefore, we can find an open neighborhood Vx of x and a constant M′

x such that
|ϕ1| < 1 on Vx and

un ≤M′
x − (a1 − an1) log |ϕ1|2 (a.e.)

over Vx for all n ≥ 1. Moreover, we can also find a positive constant M′′ such that
a1 − an1 ≤M′′ for all n ≥ 1, so that

un ≤M′
x −M′′ log |ϕ1|2 (a.e.)

holds over Vx. Thus the claim follows from Lemma 4.1. □

We set u(x) := lim supn→∞ un(x) for x ∈ U(C). Note that u(x) ∈ {−∞} ∪ R. Let
ũ be the upper semicontinuous regularization of u. Then, as un is plurisubhar-
monic for all n ≥ 1, by the above claim, ũ is also plurisubharmonic on U(C) (cf.
Subsection 2.1).

Claim 7.1.2. ũ(x) , −∞ for all x ∈ U(C).

Proof. If x < C1(C) ∪ · · · ∪ Cl(C) = E(C), then ϕi(x) , 0 for all i. Note that
lim supn→∞(hn)can(x) exists in R and that

(hn)can(x) = un(x) +
l∑

i=1

(−ani) log |ϕi(x)|2.

Thus lim supn→∞ un(x) exists in R and

lim sup
n→∞

un(x) = lim sup
n→∞

(hn)can(x) +
l∑

i=1

pi log |ϕi(x)|2.

Hence the assertion follows in this case.
Next we assume that x ∈ C1(C) ∪ · · · ∪ Cl(C). We may assume x ∈ C1(C). As

before, ϕ1(x) = 0 and ϕi(x) , 0 for i ≥ 2. By using Lemma 5.2.3, let us choose a
rational functionψ and effective Cartier divisors A and B such that C1+(ψ) = A−B
and C1 ⊈ Supp(A) ∪ Supp(B). We set

M′
n =Mn + an1(ψ), h′n = hn − an1 log |ψ|2 and M

′
n = (M′

n, h
′
n).
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Then M
′
n =Mn + an1(̂ψ) and

0 ≤ d̂eg(Mn

∣∣∣
C1

) = d̂eg(M
′
n

∣∣∣∣
C1

)

= an1
(
log #(OC1(A)/OC1) − log #(OC1(B)/OC1)

)
+

l∑
i=2

ani log #(OC1(Ci)/OC1) +
1
2

∑
y∈C1(C)

(h′n)can(y).

Thus we can find a constant T such that∑
y∈C1(C)

(h′n)can(y) ≥ T

for all n ≥ 1, which yields∑
y∈C1(C)

lim sup
n→∞

(h′n)can(y) ≥ lim sup
n→∞

 ∑
y∈C1(C)

(h′n)can(y)

 ≥ T.

In particular, lim supn→∞(h′n)can(x) , −∞. On the other hand,

h′n = un − an1 log |ϕ1ψ|2 −
l∑

i=2

ani log |ϕi|2 (a.e.).

Note that (ϕ1ψ)(x) ∈ C×. Thus

lim sup
n→∞

(un(x)) = lim sup
n→∞

(h′n)can(x) + p1 log |(ϕ1ψ)(x)|2 +
l∑

i=2

pi log |ϕi(x)|2.

Therefore we have the assertion of the claim in this case. □

Claim 7.1.3. ũ +
∑l

i=1(−pi) log |ϕi|2 does not depend on the choice of ϕ1, . . . , ϕl.

Proof. Let ϕ′1, . . . , ϕ
′
l be another local equations of C1, . . . ,Cl. Then there are

e1, . . . , el ∈ O×U(U) such that ϕ′i = eiϕi for all i. Let gn = u′n −
∑l

i=1 ani log |ϕ′i |2 (a.e.) be
the local expression of gn with respect to ϕ′1, . . . , ϕ

′
l . Then u′n = un +

∑l
i=1 ani log |ei|2

by Lemma 2.3.1. Thus

ũ′ = ũ +
l∑

i=1

pi log |ei|2,

which implies that

ũ +
l∑

i=1

(−pi) log |ϕi|2 = ũ′ +
l∑

i=1

(−pi) log |ϕ′i |2.

□

By the above claim, there is an M-Green function h of PSHR-type on X(C) such
that

h|U(C) = ũ +
l∑

i=1

(−pi) log |ϕi|2.

By our construction, hcan|X(C)\E(C) is the upper semicontinuous regularization of
the function given by h♯(x) = lim supn→∞(hn)can(x) over X(C) \ E(C).
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Claim 7.1.4. h is F∞-invariant and h ≤ g (a.e.).

Proof. As PSH is a subjacent type of T , we have (hn)can ≤ gcan over X(C) \ E(C), so
that h♯ ≤ gcan over X(C) \ E(C). Note that h♯ = h (a.e.) (cf. Subsection 2.1). Thus
the claim follows because h♯ is F∞-invariant. □

Finally let us check that

d̂eg
(
M

∣∣∣
C

)
≥ lim sup

n→∞
d̂eg

(
Mn

∣∣∣
C

)
≥ 0

holds for all 1-dimensional closed integral subschemes C on X.
By Lemma 5.2.3 again, we can choose non-zero rational functions ψ1, . . . , ψl on

X and effective Cartier divisors

A1, . . . ,Al,B1, . . . ,Bl

such that Ci + (ψi) = Ai − Bi for all i and C ⊈ Supp(Ai) ∪ Supp(Bi) for all i. We set{
M′′

n =Mn +
∑l

i=1 ani(ψi), h′′n = hn +
∑l

i=1(−ani) log |ψi|2, M
′′
n = (M′′

n , h′′n )
M′′ =M +

∑l
i=1 pi(ψi), h′′ = h +

∑l
i=1(−pi) log |ψi|2, M

′′
= (M′′, h′′)

First we assume that C is not flat over Z. Then

d̂eg(Mn

∣∣∣
C
) = d̂eg(M

′′
n

∣∣∣∣
C
) =

l∑
i=1

ain
(
log #(OC(Ai)/OC) − log #(OC(Bi)/OC)

)
and

d̂eg(M
∣∣∣
C
) = d̂eg(M

′′∣∣∣∣
C
) =

l∑
i=1

pi
(
log #(OC(Ai)/OC) − log #(OC(Bi)/OC)

)
.

Thus
d̂eg(M

∣∣∣
C
) = lim

n→∞
d̂eg(Mn

∣∣∣
C
) ≥ 0

Next we assume that C is flat over Z. Then

d̂eg(Mn

∣∣∣
C
) = d̂eg(M

′′
n

∣∣∣∣
C
)

=

l∑
i=1

ain
(
log #(OC(Ai)/OC) − log #(OC(Bi)/OC)

)
+

1
2

∑
y∈C(C)

(h′′n )can(y)

and

d̂eg(M
∣∣∣
C
) = d̂eg(M

′′∣∣∣∣
C
)

=

l∑
i=1

pi
(
log #(OC(Ai)/OC) − log #(OC(Bi)/OC)

)
+

1
2

∑
y∈C(C)

(h′′)can(y).

Let us consider a Zariski open set U of X with C ∩U , ∅. Let

hn = un +
∑

(−ani) log |ϕi|2 (a.e.) and h = ũ +
∑

(−pi) log |ϕi|2 (a.e.)

be the local expressions of hn and h as before. Then

h′′n = un +
∑

(−ani) log |ϕiψi|2 (a.e.) and h′′ = ũ +
∑

(−pi) log |ϕiψi|2 (a.e.).
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Moreover, (ϕiψi)(y) ∈ C× for all y ∈ C(C) and i. Thus

lim sup
n→∞

(h′′n )can(y) ≤ (h′′)can(y).

Therefore,

lim sup
n→∞

∑
y∈C(C)

(h′′n )can(y) ≤
∑

y∈C(C)

lim sup
n→∞

(h′′n )can(y) ≤
∑

y∈C(C)

(h′′)can(y),

which yields

0 ≤ lim sup
n→∞

d̂eg(Mn

∣∣∣
C
) ≤ d̂eg(M

∣∣∣
C
).

□

8. σ-decompositions on arithmetic surfaces

In this section, we consider a σ-decomposition of an effective arithmetic R-
Cartier divisor of C0-type. It is necessary to see the property (1) of Theorem 9.3.5.

Let X be a regular projective arithmetic surface. We fix an F∞-invariant con-
tinuous volume form Φ on X(C) with

∫
X(C)
Φ = 1. Let D = (D, g) be an effective

arithmetic R-Cartier divisor of C0-type on X. For a 1-dimensional closed integral
subscheme C on X, we set

νC(D) := min
{
multC(D + (ϕ)) | ϕ ∈ Ĥ0(X,D) \ {0}

}
as in Subsection 6.5. Moreover, we set

F(D) = Fx(D) =
∑

C

νC(D)C and M(D) =Mv(D) = D − Fx(D).

Let V(D) be the complex vector space generated by Ĥ0(X,D) in H0(X,D)⊗ZC, that
is, V(D) := ⟨Ĥ0(X,D)⟩C.

Lemma 8.1. dist(V(D); g) is F∞-invariant.

Proof. First of all, note that, for ϕ ∈ Rat(X), F∗∞(ϕ) = ϕ as a function on X(C). Let
us see ⟨ϕ,ψ⟩g ∈ R for all ϕ,ψ ∈ ⟨Ĥ0(X,D)⟩R. Indeed,

⟨ϕ,ψ⟩g =
∫

X(C)
ϕψ̄ exp(−g)Φ = −

∫
X(C)

F∗∞(ϕψ̄ exp(−g)Φ)

= −
∫

X(C)
F∗∞(ϕ)F∗∞(ψ̄)F∗∞(exp(−g))F∗∞(Φ)

=

∫
X(C)

ϕ̄ψ exp(−g)Φ = ⟨ψ,ϕ⟩g = ⟨ϕ,ψ⟩g.

Thus ⟨ϕ,ψ⟩g yields an inner product of ⟨Ĥ0(X,D)⟩R, so that let ϕ1, . . . , ϕN be an
orthonormal basis of ⟨Ĥ0(X,D)⟩R over R. These give rise to an orthonormal basis
of ⟨Ĥ0(X,D)⟩C. Therefore,

dist(V(D); g) = |ϕ1|2g + · · · + |ϕN|2g.

Note that F∗∞(|ϕi|g) = |ϕ̄i|g = |ϕi|g, and hence the lemma follows. □
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Here we define gF(D), gM(D), M(D) and F(D) as follows:gF(D) = − log dist
(
V(D); g

)
, gM(D) = g − gF(D) = g + log dist

(
V(D); g

)
,

M(D) =
(
M(D), gM(D)

)
, F(D) =

(
F(D), gF(D)

)
.

Let us check the following proposition:

Proposition 8.2. (1) Ĥ0(X,D) ⊆ Ĥ0(X,M(D)).
(2) gM(D) is an M(D)-Green function of (C∞ ∩ PSH)-type on X(C).
(3) gF(D) is an F(D)-Green function of (C0 − C∞ ∩ PSH)-type over X(C).
(4) M(D) is nef.

Proof. (1) If ϕ ∈ Ĥ0(X,D) \ {0}, then (ϕ) + D ≥ F(D), and hence (ϕ) +M(D) ≥ 0.
Note that |ϕ|2g = dist(V(D); g)|ϕ|2gM(D)

for ϕ ∈ Ĥ0(X,M(D)). Thus, as ∥ϕ∥g ≤ 1, by
Proposition 3.2.1,

|ϕ|2gM(D)
= |ϕ|2g/dist(V(D); g) ≤ ∥ϕ∥2g ≤ 1.

Therefore, ϕ ∈ Ĥ0(X,M(D)).
(2), (3) Let us fix x ∈ X(C). We set

νx := min{multx(D + (ϕ)) | ϕ ∈ V(D) \ {0}}.
Note that multx(D+ (ϕ)) = multx(D)+ordx(ϕ). First let us see the following claim:

Claim 8.2.1. (a) If ϕ1, . . . , ϕn ∈ V(D) \ {0} and V(D) is generated by ϕ1, . . . , ϕn,
then νx = min{multx(D + (ϕ1)), . . . ,multx(D + (ϕn))}.

(b) νx = multx(F(D)).

Proof. (a) is obvious. Let us consider the natural homomorphism

⟨Ĥ0(X,D)⟩Z ⊗Z OX → OX(⌊D⌋),
which is surjective on X \ Supp(D) because 0 ≤ ⌊D⌋ ≤ D. In particular,

V(D) ⊗C OX(C) → OX(C)(⌊D⌋),
is surjective on X(C) \ Supp(D)(C), so that if x ∈ X(C) \ Supp(D)(C), then νx = 0.
On the other hand, if x ∈ X(C) \ Supp(D)(C), then multx(F(D)) = 0 because
0 ≤ F(D) ≤ D. Therefore, we may assume that x ∈ Supp(D)(C), so that there is a
1-dimensional closed integral subscheme C of X with x ∈ C(C). Let ψ1, . . . , ψn be
all elements of Ĥ0(X,D) \ {0}. Let η be the generic point of C. Then

multC(F(D)) = min{multC(D) + ordη(ψ1), . . . ,multC(D) + ordη(ψn)}.
Thus, by using (a),

multx(F(D)) = multC(F(D))
= min{multC(D) + ordη(ψ1), . . . ,multC(D) + ordη(ψn)}
= min{multx(D + (ψ1)), . . . ,multx(D + (ψn))} = νx.

□
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Let ϕ1, . . . , ϕN be an orthonormal basis of V(D) with respect to ⟨ , ⟩g. Let
g = ux + (−a) log |z|2 (a.e.) be a local expression of g around x, where z is a local
chart around x with z(x) = 0. For every i, we setϕi = zaivi around x with vi ∈ O×X(C),x.
Then |ϕi|2g = |z|2(ai+a) exp(−ux)|vi|2. By the above claim,

νx = min{a1 + a, . . . , aN + a} = multx(F(D)).

Thus

dist(V(D); g) = |z|2νx exp(−ux)
N∑

i=1

|z|2(ai+a−νx)|vi|2.

Therefore, gF(D) = ux − log
(∑N

i=1 |z|2(ai+a−νx)|vi|2
)
− νx log |z|2,

gM(D) = log
(∑N

i=1 |z|2(ai+a−νx)|vi|2
)
− (a − νx) log |z|2.

Note that log
(∑N

i=1 |z|2(ai+a−νx)|vi|2
)

is a subharmonic C∞-function. Thus we get (2)
and (3).

(4) For ϕ ∈ Ĥ0(X,D) \ {0} and a 1-dimensional closed integral subscheme C on
X, as

multC(M(D) + (ϕ)) = multC(D + (ϕ)) − νC(D),

there is a ψ ∈ Ĥ0(X,D) \ {0} such that multC(M(D) + (ψ)) = 0. This means that

C 1 Supp(M(D) + (ψ)).

Then, by Proposition 3.2.1, 0 < |ψ|gM(D)
(x) ≤ 1 for all x ∈ C(C) as before. Hence

d̂eg
(
M(D)

∣∣∣
C

)
= log #OC((ψ) +M(D))/OC −

∑
x∈C(C)

log |ψ|gM(D)
(x) ≥ 0.

□

For n ≥ 1, we set 
Mn(D) :=

1
n

M(nD), gMn(D) :=
1
n

gM(nD),

Fn(D) :=
1
n

F(nD), gFn(D) :=
1
n

gF(nD).

In addition,

Mn(D) :=
(
Mn(D), gMn(D)

)
and Fn(D) :=

(
Fn(D), gFn(D)

)
.

Then we have the following proposition, which guarantees a decomposition

D =M∞(D) + F∞(D)

as described in the proposition. This decomposition D =M∞(D)+ F∞(D) is called
the σ-decomposition of D. Moreover, M∞(D) (resp. F∞(D)) is called the asymptotic
movable part (resp. the asymptotic fixed part) of D. The σ-decomposition is an
arithmetic analog of the σ-decomposition introduced by Nakayama [21].

Proposition 8.3. There is a nef arithmeticR-Cartier divisor M∞(D) =
(
M∞(D), gM∞(D)

)
on X with the following properties:
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(1) multC(M∞(D)) = limn→∞multC(Mn(D)) for all 1-dimensional closed integral
subschemes C on X.

(2)
(
gM∞(D)

)
can

is the upper semicontinuous regularization of the function given by

x 7→ lim sup
n→∞

(
gMn(D)

)
can

(x)

over X(C) \ Supp(D)(C). In particular,(
gM∞(D)

)
can

(x) = lim sup
n→∞

((
gMn(D)

)
can

(x)
)

(a.e.).

Moreover, if D is of C∞-type, then limn→∞
((

gMn(D)

)
can

(x)
)

exists.

(3) d̂eg
(
M∞(D)

∣∣∣
C

)
≥ lim supn→∞ d̂eg

(
Mn(D)

∣∣∣
C

)
holds for all 1-dimensional closed

integral subschemes C on X.
(4) If we set F∞(D), gF∞(D) and F∞(D) as follows:

F∞(D) := D −M∞(D),
gF∞(D) := g − gM∞(D),

F∞(D) :=
(
F∞(D), gF∞(D)

)
(= D −M∞(D)),

then µC(D) = multC(F∞(D)) for all 1-dimensional closed integral subschemes C
on X and F∞(D) is an effective arithmeticR-Cartier divisor of (C0 −PSHR)-type.
In addition, if D is of C∞-type, then there is a constant e such that

ngF∞(D) ≤ gF(nD) + 3 log(n + 1) + e (a.e.)

for all n ≥ 1.
(5) If D is of C∞-type, then there is a constant e′ such that

ĥ0(X,nM∞(D)) ≤ ĥ0(X,nD) ≤ ĥ0(X,nM∞(D)) + e′n log(n + 1)

for all n ≥ 1.

Proof. It is easy to see that

multC(F((n +m)D)) ≤ multC(F(nD)) +multC(F(mD))

for all n,m ≥ 1 and 1-dimensional closed integral subschemes C. Thus

lim
n→∞

multC(Fn(D))

exists and
lim
n→∞

multC(Fn(D)) = inf
n≥1
{multC(Fn(D))}.

Therefore limn→∞multC(Mn(D)) exists because Mn(D) = D − Fn(D). Note that
µC(D) = limn→∞multC(Fn(D)) as multC(Fn(D)) = νC(D)/n (cf. Subsection 6.5).

Claim 8.3.1. Let h be a D-Green function of C∞-type. Then there is a positive constant
A such that, for x ∈ X(C) \ Supp(D)(C),

lim
n→∞

log
(
dist(V(nD); nh)(x)

)
n
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exists in R≤0 and

lim
n→∞

log
(
dist(V(nD); nh)(x)

)
− log(A(n + 1)3)

n

= sup
n≥1

 log
(
dist(V(nD); nh)(x)

)
− log(A(n + 1)3)

n

 .
Proof. First of all, note that

⊕∞
n=0 V(nD) is a graded subring of

⊕∞
n=0 H0(X,nD).

By Theorem 3.2.3, there is a positive constant A such that

dist(V(nD); nh) ≤ A(n + 1)3

and
dist(V(nD); nh)

A(n + 1)3 · dist(V(mD); mh)
A(m + 1)3 ≤ dist(V((n +m)D); (n +m)h)

A(n +m + 1)3

for all n,m ≥ 1. Moreover, dist(V(nD); nh)(x) , 0 for x ∈ X(C) \ Supp(D)(C). Thus
the claim follows. □

By using the Stone-Weierstrass theorem, for a positive number ϵ, we can find
continuous functions u and v with the following properties:{

u ≥ 0, ∥u∥sup ≤ ϵ, h := g + u is of C∞-type,
v ≥ 0, ∥v∥sup ≤ ϵ, h′ := g − v is of C∞-type.

By Lemma 3.2.2,

exp(−nϵ) dist(V(nD); nh′) ≤ dist(V(nD); ng) ≤ exp(nϵ) dist(V(nD); nh).

Thus, by the above claim, for x ∈ X(C) \ Supp(D)(C),

lim sup
n→∞

log
(
dist(V(nD); ng)(x)

)
n

exists in {a ∈ R | a ≤ ϵ}. Since ϵ is arbitrary positive number, we actually have

(8.3.2) lim sup
n→∞

log
(
dist(V(nD); ng)(x)

)
n

≤ 0.

This observation shows that lim supn→∞

(
gMn(D)

)
can

(x) exists in R for x ∈ X(C) \
Supp(D)(C). Therefore, by Theorem 7.1, there is a nef arithmeticR-Cartier divisor

M∞(D) =
(
M∞(D), gM∞(D)

)
satisfying (1), (2) and (3). Further the last assertion of (2) is a consequence of the
above claim.

Let us see (4). Obviously µC(D) = multC(F∞(D)) because

µC(D) = lim
n→∞

multC(Fn(D)).

Note that (
gF∞(D)

)
can

(x) = − lim sup
n→∞

log
(
dist(V(nD); ng)(x)

)
n

(a.e.).



70 ATSUSHI MORIWAKI

on X(C) \ Supp(D)(C). Thus (8.3.2) yields
(
gF∞(D)

)
can

(x) ≥ 0 (a.e.). Hence F∞(D) is
effective. Moreover, it is obvious that gF∞(D) is of (C0 − PSHR)-type because g is of
C0-type and gM∞(D) is of PSHR-type.

We assume that D is of C∞-type. By the above claim, there is a positive constant
A′ such that

− lim
n→∞

log
(
dist(V(nD); ng)(x)

)
n

= lim
n→∞

− log
(
dist(V(nD); ng)(x)

)
+ log(A′(n + 1)3)

n

= inf
n≥1

− log
(
dist(V(nD); ng)(x)

)
+ log(A′(n + 1)3)

n


on X(C) \ Supp(D)(C). Thus, for n ≥ 1,

gF∞(D) ≤
− log

(
dist(V(nD); ng)(x)

)
+ log(A′(n + 1)3)

n
(a.e.).

which implies the last assertion of (4).
Finally let us check (5). By (4), we have M∞(D) ≤ D, so that

ĥ0(X,nM∞(D)) ≤ ĥ0(X,nD)

holds for n ≥ 1. Moreover, by (4) again,

nM∞(D) + (0, 3 log(n + 1) + log(A′)) ≥M(nD)

for all n ≥ 1. Thus, by using (1) in Proposition 8.2,

ĥ0
(
X, nD

)
≤ ĥ0

(
X,M(nD)

)
≤ ĥ0

(
X, nM∞(D) + (0, 3 log(n + 1) + log(A′))

)
.

Note that there is a positive constant e′ such that

ĥ0
(
X,nM∞(D) + (0, 3 log(n + 1) + log(A′))

)
≤ ĥ0(X,nM∞(D)) + e′n log(n + 1)

for all n ≥ 1 (cf. [14, (3) in Proposition 2,1] and [16, Lemma 1.2.2]). Thus (5)
follows. □

9. Zariski decompositions and their properties on arithmetic surfaces

Throughout this section, let X be a regular projective arithmetic surface and let
T be a type for Green functions on X. We always assume that PSH is a subjacent
type of T .

9.1. Preliminaries. In this subsection, we prepare several lemmas for the proof
of Theorem 9.2.1.

Lemma 9.1.1. We assume that T is either C0 or PSHR. Let M be a 1-equidimensional
complex manifold and let D1, . . . ,Dn beR-Cartier divisors on M. Let g1, . . . , gn be locally
integrable functions on M such that gi is a Di-Green functions of T -type for each i. We
set

g(x) = max{g1(x), . . . , gn(x)} (x ∈M)
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and
D =

∑
x∈M

max{multx(D1), . . . ,multx(Dn)}x.

Then g is a D-Green function of T -type.

Proof. For x ∈ M, let z be a local chart of an open neighborhood Ux of x with
z(x) = 0, and let

g1 = u1 − a1 log |z|2 (a.e.), . . . , gn = un − an log |z|2 (a.e.)

be local expressions of g1, . . . , gn respectively over Ux, where ai = multx(Di) and
ui ∈ T (Ux) for i = 1, . . . , n. Clearly we may assume that a1 = max{a1, . . . , an}. First
of all, we have

g = max{ui + (a1 − ai) log |z|2 | i = 1, . . . , n} − a1 log |z|2 (a.e.)

over Ux. In addition, the value of

u := max{ui + (a1 − ai) log |z|2 | i = 1, . . . , n}
at y ∈ Ux is finite

First we consider the case where T = PSHR. Then u1, . . . , un are subharmonic
over Ux, so that ui + (a1 − ai) log |z|2 is also subharmonic over Ux for every i.
Therefore, u is subharmonic over Ux.

Next let us see the case where T = C0. We set I = {i | ai = a1}. Then, shrinking
Ux if necessarily, we may assume that u1 > u j + (a1 − a j) log |z|2 on Ux for all j < I.
Thus u = max{ui | i ∈ I}, and hence u is continuous. □

Lemma 9.1.2. We assume that T is either C0 or PSHR. Let

D1 = (D1, g1), . . . ,Dn = (Dn, gn)

be arithmetic R-Cartier divisors of T -type on X. We set{
max{D1, . . . ,Dn} :=

∑
C max{multC(D1), . . . ,multC(Dn)}C,

max{D1, . . . ,Dn} := (max{D1, . . . ,Dn},max{g1, . . . , gn}).
Then we have the following:

(1) max{D1, . . . ,Dn} is an arithmetic R-Cartier divisor of T -type for D.
(2) If T = PSHR and D1, . . . ,Dn are nef, then max{D1, . . . ,Dn} is nef.

Proof. (1) It is obvious that max{g1, . . . , gn} is F∞-invariant, so that (1) follows from
Lemma 9.1.1.

(2) For simplicity, we set D = max{D1, . . . ,Dn}, g = max{g1, . . . , gn} and D =
max{D1, . . . ,Dn}. Let C be a 1-dimensional closed integral subscheme of X. Let γ
be the generic point of C. Since the codimension of

Supp(D −D1) ∩ · · · ∩ Supp(D −Dn)

is greater than or equal to 2, there is i such that γ < Supp(D − Di). By Proposi-
tion 2.3.4, g − gi is a (D −Di)-Green function of (PSHR −PSHR)-type and g − gi ≥
0 (a.e.). Moreover, as x < Supp(D −Di) for x ∈ C(C), by Proposition 2.3.4,

(g − gi)can(x) ≥ 0.

Therefore, d̂eg
(
D −Di

∣∣∣
C

)
≥ 0, and hence

d̂eg
(
D
∣∣∣
C

)
≥ d̂eg

(
Di

∣∣∣
C

)
≥ 0.
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□

Lemma 9.1.3. Let (D, g) be an effective arithmetic R-Cartier divisor of C0-type on X
and let E be an R-Cartier divisor on X with 0 ≤ E ≤ D. Then there is an F∞-invariant
E-Green function h of (C0 ∩ PSH)-type such that

0 ≤ (E, h) ≤ (D, g).

Proof. Let h1 be an F∞-invariant E-Green function of (C∞ ∩ PSH)-type. There is
a constant C1 such that h1 + C1 ≤ g (a.e.). We set h = max{h1 + C1, 0}. Then,
by Lemma 9.1.1, h is an F∞-invariant E-Green function of (C0 ∩ PSH)-type and
0 ≤ h ≤ g (a.e.). □

9.2. The existence of Zariski decompositions. Let D = (D, g) be an arithmetic
R-Cartier divisor of T -type on X such that g is of upper bounded type. Let us
consider

(−∞,D] ∩ N̂ef(X)R = {M |M is nef and M ≤ D}.
The following theorem is one of the main theorems of this paper, which guarantees
the greatest element P of (−∞,D] ∩ N̂ef(X)R under the assumption (−∞,D] ∩
N̂ef(X)R , ∅. If we set N = D − P, then we have a decomposition D = P +N. It is
called the Zariski decomposition of D, and P (resp. N) is called the positive part (resp.
negative part) of D.

Theorem 9.2.1 (Zariski decomposition on an arithmetic surface). If

(−∞,D] ∩ N̂ef(X)R , ∅,
then there is P = (P, p) ∈ (−∞,D]∩N̂ef(X)R such that P is greatest in (−∞,D]∩N̂ef(X)R,
that is, M ≤ P for all M ∈ (−∞,D] ∩ N̂ef(X)R. Moreover, if D is of C0-type, then P is
also of C0-type.

Proof. For a 1-dimensional closed integral subscheme C of X, we put

a(C) = sup{multC(M) | (M, gM) ∈ (−∞,D] ∩ N̂ef(X)R}.
We choose M0 = (M0, g0) ∈ (−∞,D]∩N̂ef(X)R. Then multC(M0) ≤ a(C) ≤ multC(D).
Let {C1, . . . ,Cl} be the set of all 1-dimensional closed integral subschemes in
Supp(D) ∪ Supp(M0). Note that if C < {C1, . . . ,Cl}, then a(C) = 0. Thus we
set P =

∑
C a(C)C.

Claim 9.2.1.1. There is a sequence {Mn = (Mn, gn)}∞n=0 in (−∞,D] ∩ N̂ef(X)R such that
Mn ≤Mn+1 for all n ≥ 0 and that

lim
n→∞

multCi(Mn) = a(Ci)

for all i = 1, . . . , n.

Proof. For each i, let {Mi,n}∞n=1 be a sequence in (−∞,D] ∩ N̂ef(X)R such that

lim
n→∞

multCi(Mi,n) = a(Ci).

We set Mn = max
{
{M0} ∪ {Mi, j}1≤i≤l,1≤ j≤n

}
for n ≥ 1. By Lemma 9.1.2, Mn ∈ (−∞,D]∩

N̂ef(X)R. Moreover, Mn ≤Mn+1 and

lim
n→∞

multCi(Mn) = a(Ci)
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for all i. □

Since PSH is a subjacent type of T , by using Lemma 2.3.1,

(g0)can ≤ · · · ≤ (gn)can ≤ (gn+1)can ≤ · · · ≤ gcan

holds on X(C)\(Supp(D)∪Supp(M0))(C), which means that limn→∞(gn)can(x) exists
for x ∈ X(C) \ (Supp(D) ∪ Supp(M0))(C). Therefore, by Theorem 7.1, there is an
F∞-invariant P-Green function h of PSHR-type on X(C) such that (P, h) ≤ D and
(P, h) is nef. Here we consider

[(P, h),D] ∩ N̂ef(X)R = {(M, gM) | (M, gM) is nef and (P, h) ≤ (M, gM) ≤ D}.

Note that M = P for all (M, gM) ∈ [(P, h),D] ∩ N̂ef(X)R.

Claim 9.2.1.2. If P = (P, p) is the greatest element of [(P, h),D]∩ N̂ef(X)R, then P is also
the greatest element of (−∞,D] ∩ N̂ef(X)R.

Proof. For (N, gN) ∈ (−∞,D] ∩ N̂ef(X)R, we set (M, gM) = (max{P,N},max{h, gN}).
Then

(M, gM) ∈ [(P, h),D] ∩ N̂ef(X)R and (N, gN) ≤ (M, gM).
Thus the claim follows. □

By Proposition 4.4, there is a P-Green function p of PSHR-type such that p ≤
g (a.e.) and pcan is the upper semicontinuous regularization of the function p′ given
by

p′(x) := sup{(gM)can(x) |M ∈ [(P, h),D] ∩ N̂ef(X)R}
over X(C)\Supp(P)(C). Since (gM)can is F∞-invariant on X(C)\Supp(P)(C), p′ is also
F∞-invariant, and hence p is F∞-invariant because p = p′ (a.e.) on X(C)\Supp(P)(C)
(cf. Subsection 2.1). We set P = (P, p). Then (P, h) ≤ P ≤ D and hence P is nef by
Lemma 6.2.3. In addition, P is the greatest element of [(P, h),D] ∩ N̂ef(X)R.

Finally we assume that D is of C0-type. Let e be the degree of P on the generic
fiber of X → Spec(Z). As P is nef, we have e ≥ 0. Let X(C) = X1 ∪ · · · ∪ Xr be
the decomposition into connected components of X(C). We set P =

∑r
i=1

∑
j ai jPi j

on X(C), where Pi j ∈ Xi for all i and j. Note that e =
∑

j ai j for all i. Let us fix a
C∞-volume formωi on Xi with

∫
Xi
ωi = 1. Let pi j be a Pi j-Green function of C∞-type

on Xi such that ddc([pi j])+δPi j = [ωi]. We set p′ =
∑r

i=1
∑

j ai jpi j. Then p′ is a P-Green
function of C∞-type and

ddc([p′]) + δP =

r∑
i=1

(∑
j
ai j

)
[ωi] = e

r∑
i=1

[ωi].

Thus, if e > 0, then ddc([p′]) + δP is represented by a positive C∞-form e
∑r

i=1ωi.
Moreover, if e = 0, then ddc([p′]) + δP = 0. Let us consider{

φ

∣∣∣∣∣ φ is a P-Green function of PSH-type
on X(C) with φ ≤ g (a.e.)

}
.

By Theorem 4.6, the above set has the greatest element p̃ modulo null functions
such that p̃ is a P-Green function of (C0 ∩ PSH)-type. Since g is F∞-invariant, we
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have F∗∞(p̃) ≤ F∗∞(g) = g (a.e.). Moreover, by Lemma 5.1.1 and Lemma 5.1.2, F∗∞(p̃)
is a P-Green function of PSH-type. Thus F∗∞(p̃) ≤ p̃ (a.e.), and hence

p̃ = F∗∞(F∗∞(p̃)) ≤ F∗∞(p̃) (a.e.).

Therefore, p̃ is F∞-invariant. Note that (P, p̃) is nef because p ≤ p̃ (a.e.). Hence
p = p̃ (a.e.). □

9.3. Properties of Zariski decompositions. Let D = (D, g) be an arithmetic R-
Cartier divisor of T -type on X such that g is of upper bounded type. First of all,
let us observe the following three properties of the Zariski decompositions:

Proposition 9.3.1. We assume (−∞,D] ∩ N̂ef(X)R , ∅. Let D = P +N be the Zariski
decomposition of D. Then we have the following:

(1) For a non zero rational function ϕ on X, D + (̂ϕ) = (P + (̂ϕ)) + N is the Zariski
decomposition of D + (̂ϕ).

(2) For a ∈ R>0, aD = aP + aN is the Zariski decomposition of aD.

Proof. Note that ±(̂ϕ) is nef and that

D1 ≤ D2 ⇐⇒ D1 + (̂ϕ) ≤ D2 + (̂ϕ)

and
D1 ≤ D2 ⇐⇒ aD1 ≤ aD2

for arithmeticR-Cartier divisors D1, D2, a non-zero rational functionϕ and a ∈ R>0.
Thus the assertions of this proposition are obvious. □

Proposition 9.3.2. (1) If ĥ0(X, aD) , 0 for some a ∈ R>0, then

(−∞,D] ∩ N̂ef(X)R , ∅.
(2) If D is of C0-type and (−∞,D] ∩ N̂ef(X)R , ∅, then D is pseudo-effective.

Proof. (1) We choose ϕ ∈ Ĥ0(X, aD) \ {0}. Then aD + (̂ϕ) ≥ 0, which implies
D ≥ (−1/a)(̂ϕ). Note that (−1/a)(̂ϕ) is nef, so that (−1/a)(̂ϕ) ∈ (−∞,D] ∩ N̂ef(X)R,
as required.

(2) Let D = P + N be the Zariski decomposition of D and let A be an ample
arithmetic R-Cartier divisor. For n ∈ Z>0, by Proposition 6.2.2, P + (1/n)A is
adequate. In particular, v̂ol(P + (1/n)A) > 0, and hence

v̂ol(D + (1/n)A) ≥ v̂ol(P + (1/n)A) > 0,

which shows that D is pseudo-effective. □

Remark 9.3.3. It is expected that the converse of (2) in Proposition 9.3.2 holds,
that is, if D is of C0-type and D is pseudo-effective, then (−∞,D] ∩ N̂ef(X)R , ∅
(cf. [18]).

Proposition 9.3.4. We assume that D is of C∞-type and D is effective. Let P be the
positive part of the Zariski decomposition of D. Then there is a constant e′ such that

ĥ0(X,nP) ≤ ĥ0(X,nD) ≤ ĥ0(X,nP) + e′n log(n + 1)

for all n ≥ 1. In particular, v̂ol(P) = v̂ol(D).
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Proof. The assertion is a consequence of Proposition 8.3 because M∞(D) ≤ P. □

The following theorem is also one of the main theorems of this paper.

Theorem 9.3.5. We assume that D is of C0-type and (−∞,D] ∩ N̂ef(X)R , ∅. Let P
(resp. N) be the positive part (resp. negative part) of the Zariski decomposition of D.
Then we have the following:

(1) v̂ol(P) = v̂ol(D) = d̂eg(P
2
).

(2) d̂eg(P
∣∣∣
C
) = 0 for all 1-dimensional closed integral subschemes C with C ⊆

Supp(N).
(3) If M is an arithmetic R-Cartier divisor of PSHR-type on X such that 0 ≤M ≤ N

and deg(M
∣∣∣
C
) ≥ 0 for all 1-dimensional closed integral subschemes C with C ⊆

Supp(N), then M = 0.
(4) We assume N , 0. Let N = c1C1 + · · · + clCl be the decomposition such that

c1, . . . , cl ∈ R>0 and C1, . . . ,Cl are distinct 1-dimensional closed integral sub-
schemes on X. Then the following hold:

(4.1) There are effective arithmetic Cartier divisors (C1, h1), . . . , (Cl, hl) of (C0 ∩
PSH)-type such that c1(C1, h1) + · · · + cl(Cl, hl) ≤ N.

(4.2) If (C1, k1), . . . , (Cl, kl) are effective arithmetic Cartier divisors of PSHR-type
such that α1(C1, k1) + · · · + αl(Cl, kl) ≤ N for some α1, . . . , αl ∈ R>0, then

(−1)l det
(
d̂eg

(
(Ci, ki)|C j

))
> 0.

Proof. (1) It follows from Proposition 6.4.2 that v̂ol(P) = d̂eg(P
2
). We need to show

v̂ol(P) = v̂ol(D). If v̂ol(D) = 0, then the assertion is obvious, so that we may
assume that v̂ol(D) > 0.

First we consider the case where D is of C∞-type. We choose a positive integer
n and a non-zero rational function ϕ such that nD + (̂ϕ) is effective. By Propo-
sition 9.3.1, the positive part of the Zariski decomposition nD + (̂ϕ) is nP + (̂ϕ).
Thus, by using Proposition 9.3.4,

n2v̂ol(P) = v̂ol(nP) = v̂ol(nP + (̂ϕ)) = v̂ol(nD + (̂ϕ)) = v̂ol(nD) = n2v̂ol(D),

as required.
Let us consider a general case. By the Stone-Weierstrass theorem, there is

a sequence {un}∞n=1 of non-negative F∞-invariant continuous functions such that
limn→∞ ∥un∥sup = 0 and Dn := D − (0,un) is of C∞-type for every n ≥ 1. By the
continuity of v̂ol (cf. Theorem 5.2.2),

lim
n→∞

v̂ol(Dn) = v̂ol(D).

In particular, Dn is big for n ≫ 1. Let Pn be the positive part of the Zariski
decomposition of Dn. Since Pn ≤ Dn ≤ D and Pn is nef, we have Pn ≤ P, and hence

v̂ol(Dn) = v̂ol(Pn) ≤ v̂ol(P) ≤ v̂ol(D).

Thus the assertion follows by taking n→∞.

(4.1) Before starting the proofs of (2), (3) and (4.2), let us see (4.1) first. By
Proposition 2.4.2, there are effective arithmetic Cartier divisors (C1, h′1), . . . , (Cl, h′l )
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of C0-type such that c1(C1, h′1)+ · · ·+cl(Cl, h′l ) = N. For each i, by using Lemma 9.1.3,
we can find an effective arithmetic Cartier divisor (Ci, hi) of (C0 ∩ PSH)-type such
that (Ci, hi) ≤ (Ci, h′i ), as required.

(2) We may assume N , 0. We assume deg(P
∣∣∣
Ci

) > 0 for some i. By (4.1),

0 ≤ ci(Ci, hi) ≤ N.

Note that if C′ is a 1-dimensional closed integral subscheme with C′ , Ci, then

deg((Ci, hi)|C′) ≥ 0.

Thus, since deg(P
∣∣∣
Ci

) > 0, we can find a sufficiently small positive number ϵ such

that P + ϵ(Ci, hi) is nef and P + ϵ(Ci, hi) ≤ D. This is a contradiction.

(3) Since 0 ≤ M ≤ N, if C′ is a 1-dimensional closed integral subscheme with
C′ ⊈ Supp(N), then d̂eg(M

∣∣∣
C′

) ≥ 0. Thus M is nef, and hence P +M is nef and
P +M ≤ D. Therefore, M = 0.

(4.2) By Lemma 1.2.3, it is sufficient to see the following: if β1, . . . , βl ∈ R≥0 and

d̂eg
(
(β1(C1, k1) + · · · + βl(Cl, kl))

∣∣∣
Ci

)
≥ 0

for all i, then β1 = · · · = βl = 0. Replacing β1, . . . , βl with tβ1, . . . , tβl (t > 0), we may
assume that 0 ≤ βi ≤ αi for all i. Thus the assertion follows from (3). □

Theorem 9.3.6 (Asymptotic orthogonality of σ-decomposition). If D is of C0-type,
effective and big, then

lim
n→∞

d̂eg
(
Mn(D) | Fn(D)

)
= 0.

(For the definition of Mn(D) and Fn(D), see Section 8.)

Proof. Let us begin with the following claim:

Claim 9.3.6.1. P =M∞(D) and N = F∞(D).

Proof. First of all, note that M∞(D) ≤ P and F∞(D) ≥ N. Since D is effective,
(0, 0) ∈ (−∞,D] ∩ N̂ef(X)R, so that P is effective. Then, by (2) of Proposition 6.5.2,

µC(D) ≤ µC(P) +multC(N).

Moreover, by Proposition 6.5.3, µC(P) = 0 because P is nef and big. Thus we have

multC(F∞(D)) = µC(D) ≤ multC(N),

which implies F∞(D) ≤ N. Therefore, N = F∞(D), and hence P =M∞(D). □

Claim 9.3.6.2. d̂eg
(
M∞(D)

∣∣∣
C

)
= 0 for any 1-dimensional closed integral subscheme C

with C ⊆ Supp(N).

Proof. Since M∞(D) ≤ P and P = M∞(D), there is ϕ ∈ (C0 − PSHR)(X(C)) such
that ϕ ≥ 0 and P = M∞(D) + (0, ϕ). Thus, for a 1-dimensional closed integral
subscheme C with C ⊆ Supp(N), by (3) in Theorem 9.3.5,

0 ≤ d̂eg
(
M∞(D)

∣∣∣
C

)
≤ d̂eg

(
P
∣∣∣
C

)
= 0,

as required. □
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Let C1, . . . ,Cl be irreducible components of Supp(D). We set Fn(D) =
∑l

i=1 aniCi

and F∞(D) =
∑l

i=1 aiCi. Then limn→∞ ani = ai. Moreover, if we set I = {i | ai > 0},
then

∪
i∈I Ci = Supp(N). Therefore, by the above claim and (3) in Proposition 8.3,

0 ≤ lim inf
n→∞

d̂eg
(
Mn(D) | Fn(D)

)
≤ lim sup

n→∞
d̂eg

(
Mn(D) | Fn(D)

)
≤

l∑
i=1

lim sup
n→∞

anid̂eg
(
Mn(D)

∣∣∣
Ci

)
=

l∑
i=1

ai lim sup
n→∞

d̂eg
(
Mn(D)

∣∣∣
Ci

)
=

∑
i∈I

ai lim sup
n→∞

d̂eg
(
Mn(D)

∣∣∣
Ci

)
≤

∑
i∈I

aid̂eg
(
M∞(D)

∣∣∣
Ci

)
= 0.

Hence the theorem follows. □

Finally let us consider Fujita’s approximation theorem on an arithmetic surface.

Proposition 9.3.7. We assume that D is C0-type and v̂ol(D) > 0. Then, for any ϵ > 0,
there is A ∈ D̂ivC∞(X)R such that

A is nef, A ≤ D and v̂ol(A) ≥ v̂ol(D) − ϵ.

Proof. By using the continuity of v̂ol, we can find a sufficiently small positive
number δ such that

v̂ol(D − (0, δ)) > max{v̂ol(D) − ϵ, 0}.
Let D− (0, δ) = Pδ +Nδ be the Zariski decomposition of D− (0, δ). Since Pδ is a big
arithmetic R-Cartier divisor of C0-type, by Theorem 4.6, there is an F∞-invariant
continuous function u on X(C) such that 0 ≤ u < δ on X(C) and Pδ + (0,u) is nef
and of C∞-type. If we set A = Pδ + (0,u), then A ≤ D and

v̂ol(D) − ϵ < v̂ol(D − (0, δ)) ≤ v̂ol(A).

□

Remark 9.3.8. We assume that D is of C0-type, big and not nef. Let D = P +N be
the Zariski decomposition of D and let N = c1C1 + · · · + clCl be the decomposition
such that c1, . . . , cl ∈ R>0 and C1, . . . ,Cl are distinct 1-dimensional closed integral
subschemes on X. Then C1, . . . ,Cl are not necessarily linearly independent in
Pic(X) ⊗Z Q (cf. Remark 9.4.2).

Remark 9.3.9. After writing this paper, several significant progresses were made
on Zariski decompositions. Here we would like to report them. Let D and P be
arithmetic R-Cartier divisors of C0-type on X.

(1) A generalization of Proposition 9.3.4 was found, that is, if P is the greatest
element of (−∞,D] ∩ N̂efC0(X)R, then ĥ0(X,nP) = ĥ0(X,nD) for all n ≥ 0 (cf. [20,
Appendix B]). It can be proved as follows: If ϕ ∈ Ĥ0(X,nD) \ {0}, then (−1/n)(̂ϕ) ∈
(−∞,D] ∩ N̂efC0(X)R because nD + (̂ϕ) ≥ 0 and −(̂ϕ) is nef. Thus (−1/n)(̂ϕ) ≤ P,
and hence ϕ ∈ Ĥ0(X,nP).

(2) A numerical characterizations of the greatest element of (−∞,D]∩N̂efC0(X)R
was obtained, that is, the following are equivalent (cf [20]):

(a) P is the greatest element of (−∞,D] ∩ N̂efC0(X)R.
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(b) P is an element of (−∞,D]∩ N̂efC0(X)R with the following property: if B is
an arithmetic R-Cartier divisor of C0-type such that (0, 0) ≨ B ≤ D − P and

P + B is of (C0 ∩ PSH)-type, then d̂eg(P · B) = 0 and d̂eg(B
2
) < 0.

(3) In the case where D is big, the greatest element of (−∞,D] ∩ N̂efC0(X)R is
characterized by v̂ol(D) = v̂ol(P). Namely, if D is big, P ∈ (−∞,D] ∩ N̂efC0(X)R
and v̂ol(D) = v̂ol(P), then P gives the greatest element of (−∞,D] ∩ N̂efC0(X)R (cf.
[19, Theorem 4.2.1]).

9.4. Examples of Zariski decompositions on P1
Z. Let P1

Z = Proj(Z[x, y]), C0 =
{x = 0}, C∞ = {y = 0} and z = x/y. Let α and β be positive real numbers. We set

D = C0, g = − log |z|2 + log max{α2|z|2, β2} and D = (D, g).

The purpose of this subsection is to show the following fact:

Proposition 9.4.1. The Zariski decomposition of D exists if and only if either α ≥ 1 or
β ≥ 1. Moreover, we have the following:

(1) If α ≥ 1 and β ≥ 1, then D is nef.
(2) If α ≥ 1 and β < 1, then the positive part of D is given by

(θC0,−θ log |z|2 + log max{α2|z|2θ, 1}),
where θ = logα/(logα − log β).

(3) If α < 1 and β ≥ 1, then the positive part of D is given by

(C0 − (1 − θ′)C∞,− log |z|2 + log max{|z|2θ′ , β2}),
where θ′ = log β/(log β − logα).

Proof. Let us begin with the following claim:

Claim 9.4.1.1. For a, b, λ ∈ R>0, we set

L = λC0, h = −λ log |z|2 + log max{a2|z|2λ, b2} and L = (L, h).

Then we have the following:

(a) L is an arithmeticR-Cartier divisor of (C0∩PSH)-type. In additions, L is effective
if and only if a ≥ 1.

(b) H0(P1
Z, L) =

⊕
i∈Z,0≤i≤λZz−i.

(c) For i ∈ Z with 0 ≤ i ≤ λ, ∥z−i∥h =
1

a1−i/λbi/λ .

(d) For s =
∑

0≤i≤λ ciz−i ∈ H0(P1
Z,L),

∥s∥h ≥
√ ∑

0≤i≤λ

( ci

a1−i/λbi/λ

)2

.

(e) Ĥ0(P1
Z, L) = {0} if a < 1 and b < 1.

(f) L is nef if and only if a ≥ 1 and b ≥ 1.
(g) L is adequate if a2 > 2λ and b2 > 2λ.
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Proof. (a) and (b) are obvious. (c) is a straightforward calculation. (e) follows from
(d). Let us see (d) , (f) and (g).

(d) Indeed,

∥s∥h ≥ sup
|ζ|=(b/a)

1
λ

{|s|h(ζ)} = 1
a

sup
|ζ|=(b/a)

1
λ


∣∣∣∣∣∣∣ ∑0≤i≤λ

ciζ
−i

∣∣∣∣∣∣∣


≥ 1
a

√√√∫ 1

0

∣∣∣∣∣∣∣ ∑0≤i≤λ
ci

(
(b/a) 1

λ exp(2π
√
−1t)

)−i

∣∣∣∣∣∣∣
2

dt

=
1
a

√√ ∑
0≤i, j≤λ

∫ 1

0
cic j(b/a)

−i− j
λ exp(2π

√
−1( j − i)t)dt

=

√ ∑
0≤i≤λ

( ci

a1−i/λbi/λ

)2

.

(f) It is easy to see that d̂eg(L
∣∣∣
C0

) = log(b) and d̂eg(L
∣∣∣
C∞

) = log(a). For γ ∈ Q,
let Cγ be the 1-dimensional closed integral subscheme of P1

Z given by the Zariski
closure of {(γ : 1)}. Then

d̂eg(L
∣∣∣
Cγ

) ≥
∑

σ∈Cγ(C)

(
−λ log |σ(γ)| + log max{a|σ(γ)|λ, b}

)
.

Thus (f) follows.
(g) We choose δ ∈ R>0 such that a2 ≥ (2(1 + δ))λ and b2 ≥ (2(1 + δ))λ. Then, as

λ log((1 + δ)|z|2 + (1 + δ)) ≤ λ log max{2(1 + δ)|z|2, 2(1 + δ)} ≤ log max{a2|z|2λ, b2},
we have

λ(C0,− log |z|2 + log((1 + δ)|z|2 + (1 + δ))) ≤ L.
Note that (C0,− log |z|2 + log((1 + δ)|z|2 + (1 + δ))) is ample. Thus (g) follows. □

Next we claim the following:

Claim 9.4.1.2. If α < 1 and β < 1, then the Zariski decomposition of D does not exists.

Proof. For t > 0, we set

Dt = (C0,− log |z|2 + log max{t2α2|z|2, t2β2}).
It is easy to see that

aDt1 + bDt2 = (a + b)D
(ta

1tb
2)

1
a+b

for t1, t2 ∈ R>0 and a, b ∈ R>0. Moreover, by (g) in Claim 9.4.1.1, Dt0 is adequate
if t0 ≫ 1. We assume that the Zariski decomposition of D exists. Let P be the
positive part of D. We choose ϵ > 0 such that t

ϵ
1+ϵ
0 α < 1 and t

ϵ
1+ϵ
0 β < 1. P + ϵDt0 is

adequate by Proposition 6.2.2. Thus, by Proposition 6.2.1,

v̂ol
(
D

t
ϵ

1+ϵ
0

)
=

v̂ol
(
(1 + ϵ)D

(tϵ0)
1

1+ϵ

)
(1 + ϵ)2 =

v̂ol(D + ϵDt0)
(1 + ϵ)2 ≥ v̂ol(P + ϵDt0)

(1 + ϵ)2 > 0,

which yields a contradiction by virtue of (e) in Claim 9.4.1.1. □
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By the above claim, it is sufficient to see (1), (2) and (3). (1) follows from (f) in
Claim 9.4.1.1.

(2) In this case, D is effective. Thus the Zariski decomposition of D exists. First
we assume that α > 1, so that 0 < θ < 1 and α1−θβθ = 1. Let us see the following
claim:

Claim 9.4.1.3. ⟨Ĥ0(P1
Z,nD)⟩Z =

⊕
i∈Z,0≤i≤nθZz−i.

Proof. By (c) in Claim 9.4.1.1, ∥z−i∥ng = β
nθ−i
1−θ . Thus z−i ∈ Ĥ0(P1

Z,nD) for 0 ≤ i ≤ nθ.
For s =

∑n
i=0 aiz−i ∈ H0(P1

Z,nD), by (d) in Claim 9.4.1.1,

∥s∥ng ≥

√√
n∑

i=0

(
|ai|β

nθ−i
1−θ

)2

Thus, if ∥s∥ng ≤ 1, then ai = 0 for i > nθ, which means that s ∈
⊕

0≤i≤nθZz−i. □

Claim 9.4.1.4. D is big and

µC(D) =
{

1 − θ if C = C0,

0 if C , C0

for a 1-dimensional closed integral subscheme C of P1
Z.

Proof. Note that (z−i) + nD = (n − i)C0 + iC∞. Thus the second assertion follows
from Claim 9.4.1.3. Let us see that D is big. We set

Sn =

 ∑
0≤i≤nθ/3

aiz−i

∣∣∣∣∣∣∣ |ai| ≤ β
−i

1−θ

 .
It is easy to see that Sn ⊆ Ĥ0(P1

Z,nD) for n≫ 1. Note that, for M ∈ R≥0,

#{a ∈ Z | |a| ≤M} = 2⌊M⌋ + 1 ≥ ⌊M⌋ + 1 ≥M.

Therefore
#(Sn) ≥

∏
0≤i≤nθ/3

β
−i

1−θ = β
−1

1−θ
⌊nθ/3⌋(⌊nθ/3⌋+1)

2 ,

which implies

ĥ0(X,nD) ≥ log #(Sn) ≥
− log β
1 − θ

⌊nθ/3⌋(⌊nθ/3⌋ + 1)
2

for n≫ 1, and hence v̂ol(D) > 0. □

We set

P′ = θC0, p′ = −θ log |z|2 + log max{α2|z|2θ, 1} and P
′
= (P′, p′).

By Claim 9.4.1.4 and Claim 9.3.6.1 in the proof of Theorem 9.3.6, if P = (P, p) is the
positive part of the Zariski decomposition, then P = θC0. Let us see that P

′
= P.

First of all, P
′ ≤ D and P

′
is nef by (f) in Claim 9.4.1.1. Thus P

′ ≤ P, and hence
there is a continuous function u such that u ≥ 0 and P = P

′
+ (0,u). Note that

0 ≤ u ≤ −(1 − θ) log |z|2 + log max{α2|z|2, β2} − log max{α2|z|2θ, 1}.
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In particular, if |z| ≥ β 1
1−θ , then u(z) = 0. As p = −θ log |z|2 + u on {z | |z| < β 1

1−θ }, u is
subharmonic on {z | |z| < β 1

1−θ }. Thus, by the maximal principle,

u(z) ≤ sup
|ζ|=β

1
1−θ

{u(ζ)} = 0,

which implies that u(z) = 0 on {z | |z| < β 1
1−θ }. Therefore P

′
= P.

Finally let us consider the case where α = 1. Let P be the positive part of D. For
t ∈ (1, 1/β), we set

Dt = (C0,− log |z|2 + log max{t2|z|2, t2β2})
as in the proof of Claim 9.4.1.2. Then D ≤ Dt and, by the previous observation,
the positive part Pt of Dt is given by

Pt = (θtC0,−θt log |z|2 + log max{t2|z|2θt , 1}),
where θt = log t/(− log β). Therefore, (0, 0) ≤ P ≤ Pt, and hence P = (0, 0) as t→ 1.

(3) If we set D
′′
= D− (̂z), then D

′′
= (C∞,− log |w|2 + log max{β2|w|2, α2}), where

w = y/x. Thus, in the same way as (2), we can see that the positive part of D
′′

is

(θ′C∞,−θ′ log |w|2 + log max{β2|w|2θ′ , 1}),

where θ′ = log β/(log β − logα), so that the positive part of D = D
′′
+ (̂z) is

(C0 − (1 − θ′)C∞,− log |z|2 + log max{|z|2θ′ , β2})
by Proposition 9.3.1. □

Remark 9.4.2. Let us choose α, α′, β, β′ ∈ R>0 such that α ≥ 1, α′ ≥ 1, αβ′ < 1 and
α′β < 1. We set

M = C0 + C∞, φ = − log |z|2 + log max{α2|z|2, β2} + log max{α′2, β′2|z|2}
and M = (M, φ), that is,

φ =


− log |z|2 + log(α′β)2 if |z| ≤ β/α,
log(αα′)2 if β/α ≤ |z| ≤ α′/β′,
log |z|2 + log(αβ′)2 if |z| ≥ α′/β′.

It is easy to see that M is an effective arithmetic Cartier divisor of (C0 ∩PSH)-type
and that

d̂eg(M
∣∣∣
C0

) = log(α′β) and d̂eg(M
∣∣∣
C∞

) = log(αβ′).

If we set

ϑ =
logα + logα′

logα − log β
, ϑ′ =

logα + logα′

logα′ − log β′

and
ψ = −ϑ log |z|2 + log max{α2|z|2ϑ, α′−2} + log max{α′2, α−2|z|2ϑ′},

that is,

ψ =


−ϑ log |z|2 if |z| ≤ β/α,
log(αα′)2 if β/α ≤ |z| ≤ α′/β′,
ϑ′ log |z|2 if |z| ≥ α′/β′,
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then the positive part of M is

(ϑC0 + ϑ
′C∞, ψ).

This can be checked in the similar way as Proposition 9.4.1. For details, we leave
it to the readers. In the case where α = α′ = 1, the negative part of M is M itself,
which means that the support of the negative part contains C0 and C∞ despite
C0 − C∞ = (z). This example also show that if the positive parts of D and D

′
are P

and P
′

respectively, then the positive part of D +D
′

is not necessarily P + P
′
.

Remark 9.4.3. Let λ be a positive real number. We set

ϕλ = − log |z|2 + log(|z|2 + λ) and Mλ = (C0, ϕλ).

We denote M1 by L, that is, L = (C0,− log |z|2 + log(|z|2 + 1)). It is easy to see that

Mλ is an arithmetic Cartier divisor of (C∞ ∩ PSH)-type, d̂eg(M
2
λ) = (log(λ) + 1)/2

and that Mλ is nef for λ ≥ 1. In particular, Mλ is big for λ ≥ 1.
From now on, we fix λ with 0 < λ < 1. By using an inequality:

log(1 + λx) ≥ λ log(1 + x) (x ∈ R≥0),

we can see that λL ≤Mλ, which means that Mλ is big. On the other hand,

d̂eg(Mλ

∣∣∣
C0

) = log(λ) < 0,

so that Mλ is not nef. We set

Φλ = ddc(log(|z|2 + λ)) =
λ

2π
√
−1(|z|2 + λ)2

dz ∧ dz̄,

which gives rise to an F∞-invariant volume form on P1(C) with
∫
P1(C)
Φλ = 1.

Moreover, we set

D̂ivΦλ(P
1
Z)R =

(A, gA)

∣∣∣∣∣∣∣∣
(1) A is an R-Cartier divisor on P1

Z.
(2) gA is an F∞-invariant A-Green function of C∞-type

on P1(C) such that ddc([gA]) + δA = (deg(A))Φλ.

 ,
which is the Arakelov Chow group consisting of admissible metrics with respect
to Φλ due to Arakelov-Faltings [7]. Let us see that the set

{(A, gA) ∈ D̂ivΦλ(P
1
Z)R | (A, gA) is nef and (0, 0) ≤ (A, gA) ≤Mλ}

have only one element (0, 0).
Indeed, let A = (A, gA) be an element of the above set. Then there are constants

a, b such that 0 ≤ a ≤ 1 and A = aMλ + (0, b). Since gA ≤ ϕλ, we have b ≤ (1 − a)ϕλ.
Thus b ≤ 0 because ϕλ(∞) = 0. In addition,

d̂eg(A
∣∣∣
C0

) = a log(λ) + b ≥ 0.

In particular, b ≥ 0, so that b = 0, and hence a log(λ) ≥ 0. Thus a = 0.
This example shows that the Arakelov Chow group consisting of admissible

metrics is insufficient to get the Zariski decomposition.
Finally note that λL is not necessarily the positive part of Mλ because v̂ol(Mλ) ≥

(log(λ) + 1)/2 (cf. Theorem 6.6.1), v̂ol(λL) = λ2/2 and (log(λ) + 1)/2 > λ2/2 for
0 < 1 − λ≪ 1.
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Remark 9.4.4. Let n be a positive integer and f ∈ R[T] such that deg( f ) = 2n and
f (t) > 0 for all t ∈ R≥0. It seems to be not easy to find the positive part of(

nC0,−n log |z|2 + log f (|z|)
)

on P1
Z.
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