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Abstract
Seismic exploration and seismology has been developed to obtain the underground informa-

tion of the earth. In these studies, many of the characteristics of the seismic wave are used
to estimate the internal information of the medium. For example, seismic reflection or refrac-
tion response is employed to estimate the geological boundary and the propagating velocity.
These studies use the theoretical relation of the wavefield with the specified source and re-
ceivers. Therefore we install dense source and receiver array (active seismic acquisition) or we
observe the wavefield from naturally occurring sources (passive seismic acquisition). However,
it is not always possible to install dense source and receiver array such as in the urban area.
Furthermore, when we estimate the dynamic change of the underground, we must iteratively
perform the seismic survey, which significantly increases the observation cost.

Seismic interferometry (SI) has a potential to overcome those limitations. SI is a technique
to retrieve seismic wavefield from observed wavefield by using reciprocity theorem. SI creates
new wavefield as if the source and receiver configuration is changed. Retrieving wavefield gives
us the great advantages in the seismic acquisition. For example, since we can generate virtual
source records, the passive seismic data can be converted into the active seismic data. Further-
more, since the retrieved wavefield has a different source-receiver configuration from original
wavefield, the degree of freedom for the installation of sources is increased and the effect from
complex structure such as weathering layers can be removed.

In this thesis, we apply the SI to the wide range of the field data to expand the applicability
of SI. The field data ranges from the large scale crustal reflection, the dynamic change of the
propagating velocity and the engineering scale borehole survey. Although the SI has many
applications, it has been pointed out that the conventional crosscorrelation (CC) method has a
limitation when the assumption of a homogeneous source distribution is violated. Since the local
earthquakes used in this study violate this assumption, we must consider the improvement of the
quality of retrieved wavefield. Furthermore, the SI based on the convolution-type reciprocity
(MDD, multidimensional deconvolution) is proposed to overcome this problem. In this study,
we apply the SI to the field data and discuss the improvement of retrieved wavefield. We show
that choosing crosscorrelation traces by stationary-phase evaluation can be used to obtain high
quality wavefield from local earthquakes. Furthermore, we introduce new solution method for
the MDD method to discuss the source-receiver configuration and apply to crosswell reflection
imaging.

We applied SI to Ocean Bottom Seismogram (OBS) records observing local earthquakes. SI
is successfully applied to the teleseismic records to retrieve the large scale reflected waves such
as the Moho reflections. On the other hand, the local earthquakes which have shorter raypath are
expected to contain the higher frequency components and to detect more fine-scale structures by
SI. However, such local earthquakes are usually inhomogeneously distributed. This violates the
assumption of SI and the conventional SI processing (crosscorrelation and summation) yields
to the deteriorated subsurface images. We used the stationary-phase interpretation to obtain the
high-quality reflection imaging results under the localized source distribution. We estimated
the raypath of two reflections events which are sea-surface P-wave reflection and sea-surface
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multiple P-wave reflection. We show that choosing CC traces by stationary-phase evaluation
improves the quality of the reflection from the upper oceanic crust boundary. This processing can
be used to obtain higher-resolution reflection images under the insufficient source illumination.

We applied SI to ambient noise records. We show the feasibility for monitoring the dynamic
change of the medium without controlled sources or natural earthquakes. We showed that the
velocity of the crust changed during six months in the duration of the 2011 off the Pacific coast of
Tohoku Earthquake in Japan. We retrieve scattered wave by autocorrelating ambient noise and
track the small change of their waveform to obtain the dynamic change of the velocity in South
Tohoku region. The velocity drop was observed corresponding to the Tohoku Earthquake and
two after shocks with a large surface deformation. The change of the stress field or the change
of the rock properties by strong motion is discussed for the cause of the velocity decrease. The
spatial distribution of the velocity change shows a correlation to both the static strain change
derived from GPS records and the spatial distribution of the peak particle velocity experienced
during the earthquakes. The area which experienced compaction and strong motion showed ve-
locity decrease. This result suggests that the velocity change of this study is affected by a strong
motion at the near-surface, possibly corresponding to the damage to the near-surface rocks. On
the other hand, the crossplot shows a correlation of velocity change to the strain change. These
observations suggest that our velocity change also contains the deeper information possibly for
the release of the enormous stress associated with the earthquakes.

SI by MDD which is based on a convolution-type reciprocity is an alternative method to the
conventional CC method. Contrary to the CC method, MDD is valid for a dissipative medium
and compensates for an irregular source distribution. Therefore the MDD method has a potential
to retrieve higher-quality wavefield than the CC method. In this study , we discuss the effect
of the source-receiver configuration for the MDD method. Since the MDD method includes
inverse problem, there are several methods to achieve MDD. We first applied singular-value
decomposition (SVD) for MDD and obtain the quantities representing the characteristics of the
inverse problems. We show that the rank of kernel matrix of our inverse problem derived from
SVD depends on the source-receiver configuration. This observation is crucial when we design
the seismic experiments for MDD-based approach.

Furthermore, we applied SI by CC and MDD to the crosswell geometry. We retrieve a cross-
well wavefield from a conventional VSP (vertical seismic profiling) data which is a wavefield
in the borehole from a surface source. By starting from this source-receiver setting, we will
have the advantages over conventional VSP processing and crosswell data, (1) the effects from
the surface to the borehole receivers are removed, (2) the use of the surface sources significantly
reduces the cost for crosswell survey which requires special borehole sources, and (3) the survey
area can be expanded by using higher-energy surface sources. We introduce both SI by CC and
MDD to retrieve crosswell wavefield using numerical modeling and field data. The retrieved
images agree well with migrated data from a conventional crosswell seismic reflection survey
and with P-wave velocities from well logs. The comparison of the retrieved reflected wavefields
from the two methods with the reflected wavefields observed using borehole vibrators shows that
both the MDD and CC methods retrieve up-going reflections very well, and the MDD method
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retrieves down-going reflections with better amplitude preservation than the CC method. This
indicates that the MDD method compensates for the effect of the irregular source distribution.

This study showed that the SI can retrieve various wavefield and subsurface information at
relatively low cost. Furthermore, we discussed the practical problem for application of SI to the
field data and high quality wavefield using new formulation of SI. One of the important feature
of SI is to reduce the survey cost and the findings of the study are expected to contribute to the
future application, especially for the monitoring technique.
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要旨
石油や天然ガスなどの資源探査や地震防災などの分野では，地下構造に関する情報が必
要不可欠である．地震学や物理探査学は媒質を伝播する波動場の様々な特徴を利用して地
下構造の情報を推定する．例えば直接波や反射波，屈折波などは，地下の地質境界や伝播
速度を推定することに利用される．こうした手法では，波動場を作り出す震源と，それを
観測する受振点が必要であり，媒質の情報を推定するためにそれらの位置情報がしばしば
用いられる．そのため，波動場を利用した地下構造推定には人工震源を利用した方法と，
自然地震などの自然震源を利用した方法とに大別される．しかしながら前者は都市部など
では利用できる震源や密度に制約があり，モニタリングなどの繰り返し探査に多大なコス
トがかかる．一方後者は震源位置や発振時刻を事前に指定できないなどの制約を持つ．
地震波干渉法 (Seismic Interferometry, 以下 SI)を利用することにより，このような制約
を解決できる可能性がある．SIとは相反定理に基づいて観測波動場から新しい波動場を
抽出する手法であり，新しい波動場は新たな震源 −受振点配置をもつ．この特徴により，
例えば自然地震や常時微動などを観測するパッシヴデータはあたかも人工震源データのよ
うに扱うことができる．また，SIは震源配置が変化したデータを作り出すため，人工震源
の設置個所の自由度が増加することや，伝播経路の変化によって SIを利用しない場合に
比べて表層付近の風化層などの複雑な構造の影響を取り除くことができるなどの利点を持
つ．本研究では SIの適用範囲を広げるために，様々なフィールドデータに対して SIを適
用する．具体的には自然地震を利用した海洋地殻境界からの反射波の抽出，常時微動を利
用した地下構造のモニタリング，および 2つの坑井を利用した地下構造イメージングへ SI
を適用する．SIは既に幅広く利用されているが，しばしば SIを適用する波動場に関する
仮定が十分に満たされない場合が存在することが知られている．相互相関型相反定理に基
づく SIにおいては，元となる波動場に震源が均質に分布する必要がある．しかしながら
近地地震を利用する場合にはこの仮定が満たされないことが多く，精度よく目的の波動場
を抽出するためには SIを改良する必要がある．さらに根本的に SIを改良するために，畳
み込み積分型相反定理に基づく SI(多次元デコンボリューション,以下MDD)が新たに提案
されている．本研究では様々なフィールドデータに対して SIを適用するとともに，SIを
改良するための議論を行う．具体的には近地地震に対して停留位相の概念を利用して相互
相関を行うトレースを選択することで目的の波動場を精度よく求める．また新しい SIで
あるMDDに対して，新たな逆解析解法を導入することで震源 −受振点配置の問題を議論
し，また初めて 2つの坑井を利用した地下構造イメージングへ適用する．
まず，相互相関型の SIを，南海トラフ域で近地地震を観測した OBS(海底地震計)デー
タへ適用した．遠地地震を利用した SIはモホ面などの比較的大きな地質スケールをイメー
ジングすることに成功している．一方で，高周波成分を含む近地地震を利用することで，
より詳細な地下構造をイメージングできる可能性がある．しかしながら近地地震は OBS
配置に対して発生個所が偏在しているため，通常の処理による SIでは目的の波動場が精
度良く求まらない．そこで，相互相関型の SIを停留位相近似して得られる物理的解釈を
利用する．具体的には，近地地震記録から反射波を抽出するとき，２つのイベント（本研
究では海面反射 P 波と海面多重反射 P波）が相互相関処理する一方の受振点へ到達する
まで同一の伝播経路をもつときに限り目的の反射波を抽出することができる．震源位置か
ら 2つのイベントの伝播経路を推定することで，停留位相となることが推定される特定の
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組み合わせの相互相関トレースのみを地下構造イメージングに利用する．これにより震源
が偏在している条件のもとで，精度よく自然地震記録から反射境界構造をイメージングし
た．自然地震を模擬した数値計算と，南海トラフに設置された OBSデータを用い，海洋
地殻上面の反射境界をイメージングすることに成功した．この方法により震源偏在のもと
で SIを利用できる可能性を示した．
次に常時微動を観測したデータに対して SIを適用した．常時微動を利用することで人
工震源や自然地震を利用せずに媒質の変化をモニタリングできる．2011年 3月に東北沖
で発生したMw9.0の地震 (2011年東北地方太平洋沖地震)によって地殻の伝播速度が変化
した可能性を SIによって示した．地震に伴う媒質変化は，人工震源や自然地震を利用した
調査によって数多く研究されており，常時微動に SIを利用して地震にともなう変化を観
測する事例は既にいくつか報告されているが，今後さらに多くなると予測される．Hi-net
による振動観測網を用い，SI(自己相関)によって散乱波を抽出した．さらにその波形の時
系列変化を推定することで，東北地方南部において，2011年東北地方太平洋沖地震を含
む 6ヶ月間の媒質の伝播速度の変化を推定した．この結果，東北沖地震と，大きな地表変
動を伴う 2つの余震に対応して，地殻の速度が低下する現象が確認された．これらを説明
する理由として，地震に伴う応力変化と，地震動に伴う地表付近の地殻の速度変化（例え
ばクラックの増加）を議論した．GPSから推定した調査域の面積ひずみの変化と，Kik-net
観測網から推定した地表付近の強振粒子速度の分布を，SIによって推定した速度低下と比
較した．圧縮を受け，大きな地震動を受けた地域が速度低下を示したことから，推定され
た速度低下は地震動に伴う地表付近の岩石の変化に影響されていることが推測された．一
方で速度低下は面積ひずみ変化に対して相関を示したことから，推定された速度変化は，
地表付近の岩石の速度低下と，応力解放に伴う深部の速度変化の両者の影響を含んでいる
と考えられる．
これまで一般的だった相互相関型の SIに変わり，新たに畳み込み積分型相反定理に基
づくMDDが提案されている．MDDは従来の SIと異なり，減衰媒質で有効であり，震源
の偏りを補正する．そのため特定の条件では従来の SIよりも高精度に目的の波動場を抽
出できる可能性がある．本研究ではMDDを適用するにあたり，震源の配置がMDDにど
のように影響するか議論した．MDDは逆問題を解く手順を含むため，逆問題解法の種類
によりバリエーションが考えられる．本研究ではMDDの逆問題解法に初めて特異値分解
(SVD)を利用した．これに伴い，MDDの逆問題を評価できる量が SVDにより得られる．
本研究では SVDで得られたカーネル行列のランクが震源配置に依存することを示した．こ
れにより，MDDを利用した実験において，事前にどのような震源配置が適切であるかを
評価することができる．
さらに従来の SI，およびMDDを，2つの坑井を利用した地下構造イメージング (坑井
間反射法)へ適用した．地表震源・坑内受振のデータ (VSPデータ)を用いて坑井間の波動
場を抽出することで，(1)地表から坑内受振点までの速度構造を利用せずに坑井間の地質
構造を推定できる,(2)地表震源に高エネルギー震源を利用することで従来よりも探査範囲
(坑井間距離)を広げることができる,(3)坑内震源を利用しないので調査コストが比較的低
い,といった利点をもつ．また，特にMDDを坑井間波動場に適用した事例は本研究が初
めてである．数値計算，およびフィールドデータを用いて VSPデータから坑井間波動場
を抽出し，地下構造をイメージングした．この結果，従来の SIおよびMDDはどちらも良
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く坑井間の地下構造をイメージングした．一方で推定された坑井間波動場を比較すると，
MDDは従来の SIよりも，特に下方反射波の振幅を精度良く抽出した．これはMDDが震
源の偏在を補正する効果を持っていることを表している．
本研究では様々なフィールドデータに対して SIを適用することで，SIによって種々の
地下情報が比較的低コストで得られることを示した．また，SIを適用するにあたって伴う
問題点とその解決法の提案，および新しい SIによる波動場推定の高精度化について議論
した．SIの重要な特徴の１つは調査コストの低下であり，ここで得られた知見は今後，特
にモニタリング技術への応用が期待される．
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1 Introduction

1.1 Advantages of retrieval of seismic response
For oil/gas exploration and hazard mitigation, the underground information of the earth must

be required. Seismic exploration and seismology has been developed to achieve this purpose.
In these studies, many of the characteristics of the seismic wave are used to obtain the internal
information of the medium. For example, seismic reflection or refraction response is employed
to detect the geological boundary and estimate the propagating velocity. These studies use the
theoretical relation of the wavefield with the specified source and receivers. Therefore we install
dense source and receiver array (active seismic acquisition) or observe wavefield from naturally
occurring sources (passive seismic acquisition).

However, it is not always possible to install dense source and receiver array such as in the
urban area. Furthermore, when we estimate the dynamic change of the underground, we must
iteratively perform the seismic survey, which significantly increases the observation cost.

Seismic interferometry is a technique to retrieve seismic wavefield from observed wavefield.
Here we refer to ’retrieve’ as we create new wavefield as if we change the source and receiver
configuration based on a wave equation. For example, when we observe the wavefield using
multiple receivers from a physical source, we can create a new wavefield as if the source position
is specified at each of the receivers. We call this receiver position as ’virtual source’ position
since the wave is generated from this virtual source in the retrieved wavefield.

Retrieving wavefield gives us the great advantages in the seismic acquisition. For example,
since we can generate virtual source records, the passive seismic data can be converted into the
active seismic data. This indicates the possibility to perform the active seismic survey in the
urban area and to monitor the dynamic change of the medium without using active sources. It is
also useful for the active seismic survey. The retrieved wavefield has the different source position
from the original wavefield. The vertical seismic profiling (VSP) data from surface sources are
affected by the obstacles at near surface. By retrieving wavefield with the virtual source position
in the borehole, such effect of the obstacles can be removed without any knowledge of the near
surface and the higher resolution images are obtained. Retrieving surface wave is also employed
to estimate and remove the surface waves. Furthermore, estimating multiple reflect waves and
removing them has also similar basis of this technique.
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1.2 Seismic Interferometry and New formulation
Seismic Interferometry (SI) can be defined as a process of generating new seismic data from

the crosscorrelation of the wavefields. The possibility of this technique was first proposed by
Claerbout (1968). He introduced that the reflection response of horizontally layered media
can be retrieved from autocorrelation of the transmission responses. He called this technique
as “Acoustic Daylight Imaging”. Around the turn of the century, the literature of Interfero-
metric techniques has grown spectacularly by several authors (Wapenaar, 2004; Wapenaar and
Fokkema, 2006; Schuster et al., 2004; Snieder, 2004; Bakulin and Calvert, 2006). These theories
use a crosscorrelation of the existing records.

SI is explained by the reciprocity theorem. A reciprocity theorem formulates the reciprocal
relations between two wavefield with two independent conditions. The conventional SI by cross-
correlation (CC) uses the correlation-type reciprocity. In this SI, we assume that the medium is
lossless and the source distribution is homogeneous so that the integral is operated along the
source position after crosscorrelation operation.

Recently, SI derived from the different type of the reciprocity was proposed. It is called
multidimensional deconvolution (MDD) and uses the convolution-type reciprocity. Since we use
the different assumptions to derive SI by MDD, it has different characteristics from SI by CC. For
example, MDD compensates for the irregular source distribution and available for the dissipative
medium. SI by MDD has several successful applications, for example, virtual source method
(van der Neut et al., 2010), crosswell geometry (Minato et al., 2011), EM survey (Wapenaar
et al., 2008a) and the surface wave retrieval (Wapenaar et al., 2010).

1.3 Outline of this thesis
In this thesis, we apply the SI to the wide range of the field data to expand the applicability

of SI. The field data ranges from the large scale crustal reflection, the dynamic change of the
propagating velocity and the engineering scale borehole survey. Furthermore, we improve the
quality of the retrieved wavefield by introducing stationary phase approximation and recently
proposed MDD method. We also investigate the effect of the source-receiver configuration for
the MDD method to obtain the useful information of the survey design.

Chapter 2 gives the theory for SI. We show the two types of the reciprocity equations; correlation-
type and convolution-type reciprocity. Since the reciprocity theorem contains the wavefield for
both monopole and dipole sources, we approximate those relations so that it can be used to
the actual applications. The approximated wavefield representation of the correlation-type reci-
procity results in the SI by CC and that of the convolution-type reciprocity results in the SI by
MDD.

Chapter 3 applies SI by CC to Ocean Bottom Seismogram (OBS) record which observe local
earthquakes at Nankai trough. Retrieving reflection response from passive records has a great
advantages for the monitoring structures. We try to use local earthquakes to retrieve reflec-
tion response. Since the local earthquakes contain higher frequencies it is expected to produce
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higher-resolution images. However, insufficient illumination from sources violates the assump-
tion of SI by CC. To overcome this, we try to use a stationary phase approximation. A calculated
raypath is used to evaluate stationary phase pair of crosscorrelation traces. This procedure may
be used to obtain higher-resolution reflection images under the insufficient source illumination.

Chapter 4 applies autocorrelation analysis to monitor the velocity change due to the earth-
quakes. The another possibility for monitoring by SI is to use the ambient noise since they
are continuously observed. Retrieving scattered wave by correlating ambient noise and track-
ing the small perturbation of their waveform gives the dynamic change of the velocity of the
medium. The earthquakes may cause the velocity change due to the change of the stress field
or the change of the rock properties by strong motion. We used the Hi-net continuously record-
ing data to detect the temporal change of the velocity. We analyzed the 6-month long data and
obtained velocity change caused by the 2011 off the Pacific coast of Tohoku Earthquake and its
aftershocks.

Chapter 5 investigates the inverse problem of MDD. SI by MDD is an alternative method to
the conventional CC method. SI by MDD is superior to the CC method in several characteris-
tics and its application is expanding. The source illumination is a most important factor for the
application of SI. The source-receiver setting in the original wavefield dominates the amount of
useful information for retrieval of desired wavefield. Therefore, evaluation of source illumina-
tion is crucial for the survey design of SI. The stationary phase approximation is a useful method
for the conventional SI by CC. However, the method for SI by MDD has not been established.
Therefore, we introduced the singular-value decomposition (SVD) to achieve MDD. Introduc-
ing SVD gives us the analytic method to evaluate the source-receiver settings by using quantities
representing the characteristics of the inverse problems. We show the relation of the quantities
derived from SVD and the source-receiver configuration.

Chapter 6 applies SI to the crosswell geometry. We retrieve a crosswell wavefield from a
conventional VSP (vertical seismic profiling data) data which is the wavefield in the borehole
from surface sources. By starting from this source-receiver setting, we will have the advantages
over conventional VSP processing and crosswell data. For example, the effects from the surface
to the borehole receivers are removed and higher-resolution images are obtained, the use of
the surface sources significantly reduce the cost for crosswell survey which requires special
borehole sources, and the survey area can be expanded by using higher-energy surface sources.
We introduce both SI by CC and MDD to retrieve crosswell wavefield using numerical modeling
and field data. We compare the result from SI by CC and MDD.

Chapter 7 gives summary and conclusions of various applications of SI. It also gives future
prospects of the study.





2 Theory of Seismic Interferometry

2.1 Introduction
Seismic Interferometry (SI) refers to a series of processing to retrieve new seismic response

from observed wavefield. This theory has been proven using various basis depending on the
specific applications. In this thesis, we derive the relations for SI by a reciprocity theorem. A
reciprocity theorem formulates the reciprocal relations between two wavefield with two inde-
pendent conditions. The relation is appeared as a multiplication of two quantities in the fre-
quency domain. Therefore this is corresponding to a time-convolution or time-correlation of
the wavefield. We derive two types of the reciprocal relations from two-way wave equation,
namely correlation-type reciprocity and convolution-type reciprocity by giving different config-
urations and assumptions. A correlation-type reciprocity is a basis of SI by crosscorrelation and
a convolution-type reciprocity is a basis of SI by multidimensional deconvolution. By modi-
fying and simplifying the reciprocal relations to be adaptable for actual experiment, we obtain
the relations of SI for different formulations. We derive these relations by considering scalar
wavefield or acoustic wavefield.

2.2 Reciprocity Theorems
We consider an arbitrary inhomogeneous 3D (dissipative or lossless) acoustic media in a do-

main V whose surface is defined as S (Figure 2.1). We define two states which have different
medium quantities, source positions and boundary conditions. Integral of the “interaction quan-
tity” followed by theorem of Gauss yields to a reciprocal relation between two states. We derive
two types of reciprocity relations, correlation-type and convolution-type, by considering differ-
ent assumptions.

We start from the equation of motion and the stress-strain relation,

jωρv̂i + ∂i p̂ = f̂i, (2.1)

jωκ p̂ + ∂iv̂i = q̂, (2.2)

where Einstein’s summation convention is applied for repeated lowercase subscripts. ∂i is a
partial derivative in the xi direction. p̂ is a acoustic pressure, v̂ = (v̂1, v̂2, v̂3) a particle velocity,
ρ(x) a mass density distribution of the medium, κ(x) its compressibility, f̂ = ( f̂1, f̂2, f̂3) a external
volume force density, and q̂ a volume injection rate respectively. The subscript ˆ denotes the
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quantities are defined in the space-frequency domain. Now we define “interaction quantity” as
follows,

∂i{p̂Av̂i,B − v̂i,A p̂B}, (2.3)

where the subscripts A and B denote the two independent acoustic states which may have differ-
ent medium parameters. Integrating equation 2.3 over the boundary S with the outward pointing
normal vector n = (n1, n2, n3) yields,∮

S
{ p̂Av̂i,B − v̂i,A p̂B}nid2x =

∫
D
{ p̂Aq̂B − v̂i,A f̂i,B − q̂A p̂B + f̂i,Av̂i,B}d3x, (2.4)

where the theorem of Gauss was applied. This relation formulates the connection between two
independent states A and B by multiplication of the quantities in frequency domain. Therefore,
we call this relation as wave field reciprocity of convolution-type. If we ignore the external force
f̂ we have,∮

S
{ p̂Av̂i,B − v̂i,A p̂B}nid2x =

∫
D
{ p̂Aq̂B − q̂A p̂B}d3x. (2.5)

Secondary, we assume time-reversal invariance for lossless medium. A time-reversed function
in space-frequency domain is represented as a complex conjugated function. When the source
quantities are described as f̂ and q̂, its solutions for the equation of motion and the stress-strain
relation yield to p̂ and v̂. For time-reversal invariance, p̂∗ and −v̂∗ obey same equations with the
source quantities of f̂∗ and −q̂∗. In this case, the reciprocal relation of equation 2.4 is written as,∮

S
{ p̂∗Av̂i,B + v̂∗i,A p̂B}nid2x =

∫
D
{ p̂∗Aq̂B + v̂∗i,A f̂i,B + q̂∗A p̂B + f̂ ∗i,Av̂i,B}d3x. (2.6)

A multiplication of complex-conjugated function corresponds to a crosscorrelation in time do-
main. Therefore we call this reciprocal relation as wave field reciprocity of correlation-type.
Similar to convolution-type reciprocity, we ignore the external force and obtain,∮

S
{ p̂∗Av̂i,B + v̂∗i,A p̂B}nid2x =

∫
D
{ p̂∗Aq̂B + q̂∗A p̂B}d3x. (2.7)

Note that the convolution-type reciprocity (equation 2.4 and 2.5) holds for inhomogeneous
dissipative medium. On the other hand, the correlation-type reciprocity (equation 2.6 and 2.7)
is only valid for inhomogeneous lossless medium.

2.3 Seismic Interferometry by Crosscorrelation Method

2.3.1 Correlation-type Green’s function representation

The SI by crosscorrelation (CC) is derived from the reciprocity of correlation type (equa-
tion 2.7). We consider two different state A and B. These states are distinguished as “actual
state” and “reference state”. These two states may have different medium parameters and/or
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Figure. 2.1: An arbitrary inhomogeneous 3D (dissipative or lossless) acoustic media in a domain
V whose surface is defined as S. n is an outward pointing normal vector.

boundary conditions. Here we consider inhomogeneous lossless medium which has the identi-
cal medium parameters inside V for these two states. For both state, we put the impulsive source
at inside V.

q̂A(x, ω) = δ(x − xA), (2.8)

q̂B(x, ω) = δ(x − xB), (2.9)

where xA and xB indicate the source position for two states (Figure 2.2(a) and 2.2(b)). The
wavefield for these impulsive sources are described as follows.

p̂A(x, ω) = Ĝ(x, xA, ω), (2.10)

v̂i,A(x, ω) = − 1
jωρA(x)

∂iĜ(x, xA, ω), (2.11)

p̂B(x, ω) = ˆ̄G(x, xB, ω), (2.12)

v̂i,B(x, ω) = − 1
jωρB(x)

∂i
ˆ̄G(x, xB, ω), (2.13)

where Ĝ(x, xA(B), ω) or ˆ̄G(x, xA(B), ω) indicates the Green’s function observed at x from the
source at xA(B). We introduced the notation ˆ̄G in addition to Ĝ in order to distinguish the
wavefield for different conditions which have different medium parameters and/or boundary
conditions. We substitute equation 2.10 to equation 2.13 into the reciprocity of correlation type
(equation 2.7) and we obtain,

ˆ̄G(xB, xA, ω) + Ĝ∗(xB, xA, ω) = −
∮
S

1
jωρ(x)

(
∂i

ˆ̄G(xB, x, ω)Ĝ∗(xA, x, ω)

− ˆ̄G(xB, x, ω)∂iĜ∗(xA, x, ω)
)

nid2x, (2.14)
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where we applied the source-receiver reciprocity (see Appendix). We rewrite the density distri-
bution ρA(B)(x) as ρ(x) since they are defined to be identical inside the integral domain V and
along the surface S. Equation 2.14 indicates that integrating the products of the Green’s function
from the monopole and dipole sources over the boundary S produces causal and acausal part of
the Green’s function between xA and xB. This equation is exact in any arbitrary inhomogeneous
lossless media. This is the crosscorrelation-type Green’s function representation and starting
point for SI by crosscorrelation method.

(a)

(b)

Figure. 2.2: Configuration for Correlation-type Green’s function representation. (a) Impulsive
source at xA for actual state (state-A). (b) Impulsive source at xB for reference state (state-B). Ĝ
or ˆ̄G indicates Green’s function.
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2.3.2 Simplification of the integral

In the field experiment it is usually difficult to obtain the spatial derivatives of the Green’s
function or the Green’s function for two types of the sources. We consider the simplified form
of the integral of the correlation-type Green’s function representation (equation 2.14).

The source position x in the integrand of equation 2.14 is specified along the surface S. We
assume that the medium at and outside S is homogeneous for both state of A and B. Therefore,
there is no difference between the wavefield for state A (actual state) and state B (reference state)
and we rewrite ˆ̄G for reference state as Ĝ.

We introduce far-field approximation. We assume that the observed point xA(B) is located
within the scattering body and the source position x ∈ S is far from the scattering region. An in-
cident wave will generate scattered radiation from the scattering body which can be represented
as,

Ĝ(xB, x, ω) ≈ m(φ, θ)
e− jkr

r
, (2.15)

where k is a wave number and r is a length of vector r pointing from a point xB to the source
point x far from the scatterer such that kr � 1. m(φ, θ) is a function of the angular coordinates
only. In this case, the spatial derivatives in equation 2.14 become in the far-field approximation,∑

i

ni∂iĜ(xB, x, ω) ≈ ∂Ĝ
∂r

(2.16)

= − jkĜ − Ĝ
r

(2.17)

≈ − jkĜ. (2.18)

u Similarly, a complex-conjugated Green’s function for xA obeys,∑
i

ni∂iĜ∗(xA, x, ω) ≈ jkĜ. (2.19)

Substituting above approximations into equation 2.14 yields the far-field expression of Green’s
function representation,

Ĝ(xB, xA, ω) + Ĝ∗(xB, xA, ω) =
2k
ωρ

∮
Ssrc

Ĝ(xB, xS , ω)Ĝ∗(xA, xS , ω)d2xS . (2.20)

This is the correlation-type Green’s function representation with far-field approximation. We
rewrite the notation x to xS in order to explicitly express that we calculate integral of the cross-
correlated wavefield from the sources along the closed surface Ssrc. Equation 2.20 states that
crosscorreating and integrating wavefield from sources along the closed surface yield to the
Green’s function between the two points (Figure 2.3). Note that the integral

∮
S

can be exchanged
as
∫
S0

where S0 is a plane with the infinite length considering the sphereVwith the infinite radius
(Sommerfeld condition). This relation is used for SI by CC method and later section.
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Figure. 2.3: Configuration for SI by CC. Objective function Ĝ(xB, xA, ω) is obtained by the
integral along the source surface.

2.4 Seismic Interferometry by Multidimensional Deconvolution Method

2.4.1 Convolution-type Green’s function representation

The equation for SI by MDD is derived from the convolution-type reciprocity (Equation 2.5).
We assume arbitrary inhomogeneous dissipative/lossless medium. We modify the configura-
tion from that of the CC method so that the point source xA (state A, actual state) is located
outside S and xB inside V (Figure 2.4(a) and 2.4(b)). We substitute the wavefield quantities
(Equations 2.10 to 2.13) into the convolution-type reciprocity (Equation 2.5) and obtain,

Ĝ(xB, xA, ω) = −
∮
S

1
jωρ(x)

(
∂i

ˆ̄G(xB, x, ω)Ĝ(x, xA, ω)

− ˆ̄G(xB, x, ω)∂iĜ(x, xA, ω)
)

nid2x. (2.21)

This is the convolution-type Green’s function representation and starting point of SI by MDD
method.

2.4.2 Simplification of the integral

We approximate the two terms in the integral of equation 2.21 into single term using far-field
approximation. We introduce the assumption that the medium for state B (reference state) is
homogeneous at and outside S. This leads to the wavefield ˆ̄G(x, xB, ω) containing only outward
propagating wave from S.

ˆ̄G(x, xB, ω) = ˆ̄Gout(x, xB, ω) ≈ m(φ, θ)
e− jkr

r
, (2.22)

ni∂i
ˆ̄G ≈ − jk ˆ̄G. (2.23)
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(a)

(b)

Figure. 2.4: Configuration for Convolution-type Green’s function representation. (a) Impulsive
source at xA outside S for actual state (state-A). (b) Impulsive source at xB inside S for reference
state (state-B).
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where we applied far-field approximation and r is again a length of vector r pointing from a
point xA to x. The arbitrary inhomogeneity is assumed for state A (actual state) and we separate
wavefield Ĝ(x, xA, ω) into inward- and outward-propagating part as,

Ĝin/out ≈ min/out(φ, θ)
e∓ jkr

r
, (2.24)

We rewrite the convolution-type Green’s function representation (equation 2.21) by Ĝin/out as,

Ĝ(xB, xA, ω) = −
∮
S

1
jωρ(x)

(
∂i

ˆ̄G(Ĝin + Ĝout) − ˆ̄G∂i(Ĝin + Ĝout)
)

d2S (2.25)

= −
∮
S

1
jωρ(x)

((
∂i

ˆ̄GĜout − ˆ̄G∂iĜout
)

ni+(
∂i

ˆ̄GĜin − ˆ̄G∂iĜin
)

ni
)

d2x. (2.26)

Similar to the derivation of the CC method, the operation ni∂iĜin/out can be replaced as,

ni∂iĜin ≈ jkĜin, (2.27)

ni∂iĜout ≈ − jkĜout. (2.28)

Note that sign accounts for the opposite pointing vector between r and n. The first term of 2.26
reduces to zero and the two components of the second term have same value with opposite sign.

ni∂i
ˆ̄GĜout − ˆ̄Gni∂iĜout = (− jk ˆ̄G)Ĝout − ˆ̄G(− jkĜout) = 0 (2.29)

ni∂i
ˆ̄GĜin − ˆ̄Gni∂iĜin = (− jk ˆ̄G)Ĝin − ˆ̄G(− jkĜin) = −2 jk ˆ̄GĜin (2.30)

We obtain the convolution-type Green’s function representation assuming constant ρ along S as,

Ĝ(xB, xA, ω) = − 1
jωρ

∮
S
(−2 jk ˆ̄G(xB, x, ω))Ĝin(x, xA, ω)d2x, (2.31)

Rewriting xA as xS indicating source position, S as Srec and we obtain,

Ĝ(xB, xS , ω) =
∮
Srec

ˆ̄Gd(xB, x, ω)Ĝin(x, xS )d2x. (2.32)

ˆ̄Gd(xB, x, ω) corresponds to the wavefield in the reference state (state B) as,

ˆ̄Gd(xB, x, ω) = − 2
jωρ

(− jk ˆ̄G(xB, x, ω)) (2.33)

= − 2
jωρ

ni∂i
ˆ̄G(xB, x, ω). (2.34)

Equation 2.32 is the convolution-type Green’s function representation with the far-field approxi-
mation. It states that the multiplication of inward-propagating wavefield in the actual state (state
A) and the wavefield in the reference state (state B) and integrating along the receiver position
in the actual state yield to the wavefield at xB in the actual wavefield (Figure 2.5). Note that
the position xB was assumed to be inside V and xS outside V .

∮
S

can be exchanged as
∫
S0

considering Sommerfeld condition.
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Contrary to the correlation-type Green’s function representation (equation 2.20), the convolution-
type Green’s function representation (equation 2.32) is valid for the dissipative medium. Fur-
thermore, it includes the reference wavefield (desired wavefield we want to estimate) in the
integral along the closed surface. Therefore, we need to inversely solve the relation. The detail
of the method to solve this relation is discussed in the Chapter 5 and Chapter 6. Note that the
convolution-type Green’s function representation can be derived using the one-way wavefield
reciprocity (see Appendix). We used the relation derived from one-way wavefield reciprocity in
Chapter 6. However, the form of the equation is identical to equation 2.32.

Figure. 2.5: Configuration for SI by MDD. Objective function ˆ̄Gd(xB, x, ω) is formulated as a
integral along the receiver surface.





3 Extracting reflected waves from upper oceanic crust
boundary at Nankai Trough area by crosscorrelating
stationary-phase records

3.1 Introduction
Seismic Interferometry (SI) retrieves Green’s function between receivers by crosscorrelating

wavefield. This theory requires the physical sources homogeneously distributed along the en-
closed surface which surrounds the receivers (Wapenaar and Fokkema, 2006). SI is successfully
applied to the teleseismic records (Tonegawa et al., 2009) to retrieve the large scale reflected
waves such as the Moho reflections. The teleseismic events are suitable to SI processing since
the most earthquakes are generated at the numerous plate boundaries in the world and conse-
quently the teleseismic records contain the earthquakes propagating from the various directions.
This can enable us to assume their source distribution is homogeneous. The teleseismic events
usually have long propagating path and lose their higher frequency components. Consequently
only the large scale structure can be detected. On the other hand, the local earthquakes which
have shorter raypath are expected to contain the higher frequency components and to detect more
fine-scale structures by SI. However, such local earthquakes are usually inhomogeneously dis-
tributed. This violates the assumption of SI and the conventional SI processing (crosscorrelation
and summation) yields to the deteriorated subsurface images.

The physical interpretation of the condition to be posed on the SI can be explained by the
stationary phase approximation (Schuster et al., 2004; Schuster, 2009). In this approximation, it
explains that the dominant contribution of the retrieval of the Green’s function comes from the
crosscorrelation of the records from the physical source located at the stationary phase position
(stationary phase source). In other words, when the stationary phase source does not exist in the
localized distribution, the objective Green’s function cannot be retrieved.

We usually have receiver array to observe wavefield from physical sources. Therefore, the
number of combination of crosscorrelation is dependent on the number of receivers. Due to the
above explanation, in the localized source distribution, only a part of the crosscorrelation pairs
whose sources are the stationary phase sources have physical meaning. The other crosscorrela-
tion traces will produce noise and deteriorate the quality of the imaging results.

We use the stationary phase interpretation to obtain high-quality imaging results in the local-
ized source distribution. The important characteristic of the stationary phase sources is that it
produces the same raypath between two receivers to be crosscorrelated. Therefore we identify
the events which produce objective wavefield and estimate their raypath by ray-theory. Fur-
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thermore, we choose the crosscorrelation traces which is produced by stationary phase sources
using estimated raypath. We show the numerical modeling result to check the validity of this
method. Furthermore, we use Ocean Bottom Seismogram (OBS) records which observe local
earthquakes.

We use the OBS records as the field data. These OBS are installed at the Nankai trough area to
detect the local earthquakes. We show the possibility to image the upper oceanic crust boundary
by using locally distributed earthquakes. This processing has a possibility to monitor the Nankai
trough area without using the active sources and to obtain the higher resolution images than
using the teleseismic records.

3.2 Estimation of stationary-phase records using raypath calcula-
tion

3.2.1 Stationary phase approximation of Seismic interferometry

Seismic interferometry by crosscorrelation is written as,

Ĝ(xB, xA, ω) + Ĝ∗(xB, xA, ω) =
2k
ωρ

∮
Ssrc

Ĝ(xB, xS , ω)Ĝ∗(xA, xS , ω)d2xS . (3.1)

where Ĝ(xA, xS , ω) and Ĝ(xB, xS , ω) are the observed wavefield from the sources xS along the
closed surface. Ĝ(xA, xB, ω) is a Green’s function between two receiver positions.

We assume that we retrieve the primary reflection by crosscorrelating a direct wave and a
specular reflection from the physical sources (Figure 3.1(a)).

Ĝ(xA, xS , ω) = eiωτS A , (3.2)

Ĝ(xB, xS , ω) = eiωτS yB (3.3)

where τS A denotes a travel time of a direct wave from xS to xA. τS yB denotes a travel time of
a specular reflection from the source position xS to the receiver position xB through specular
reflection point y. Note that the amplitudes of these wave are assumed to be normalized in equa-
tion 3.3. Substituting these waves into equation 3.1 and applying stationary phase approximation
yields,

2<Ĝ(xB, xA, ω) ≈ eiωτAy0B

∮
S

eiω(τS yB−τS A−τAy0B)d2xS (3.4)

≈ αeiωτAy0B (3.5)

where τAy0B denotes a travel time of the specular reflection between two receiver position through
its specular reflection point. α denotes a coefficient for stationary phase approximation. The in-
tegral of equation 3.5 has a stationary point at xS = x∗S and the objective primary reflection is
retrieved (Schuster, 2009). Furthermore in this stationary point, following relation is satisfied.

τS ∗yB − τS ∗A − τAy0B = 0 (3.6)
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This relation states that for the stationary phase source position, the two events (direct wave and
reflected wave in this case) have same raypath from the source position to the receiver position
(Figure 3.1(b)). This corresponds to the fact that the crosscorrelation processing subtracts the
travel times, cancels the common raypath and produces the traveltime of the objective reflection
event between receivers.

Note that the amplitudes resulted from the crosscorrelation of the non stationary phase sources
are cancelled after the summation of the homogeneously distributed sources along the enclosed
surface. In the case of the local source distribution, the cancellation is insufficient and the
unwanted amplitudes remain.

(a)

(b)

Figure. 3.1: (a) Receiver xA observe direct wave with the travel time τS A and xB observe reflected
wave with τS yB. The specular reflect position y(xS ) varies with the source position xS . (b)
When the source position xS satisfies the stationary phase position x∗S , two events have common
raypath between xS and xA.
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3.2.2 Selection of receivers by stationary-phase evaluation

When the physical sources widely distribute, the stationary phase sources effectively produce
the objective reflection events. On the other hand, when the source distribution is localized,
only the reflection events which have the stationary phase sources are retrieved. Therefore, we
evaluate the crosscorrelation traces for the existence of the stationary phase source and remove
those which do not have the stationary phase sources. We assume that we can estimate the
raypath propagating from the source position to the two receivers. When these two raypaths
have common pathway, we define that the crosscorrelated trace using these receivers contains
objective reflections.

In order to evaluate the existence of the stationary phase sources, the raypaths for the direct
waves and the arbitrary multiple reflected waves are needed to be estimated. We adapted the
method developed by Tamagawa et al. (1997). This method geometrically calculates the ray-
path for arbitrary multiple reflections with given 3 dimensionally deviated structures assuming
straight raypath (Figure 3.2). When we have two reflector plane, the method calculates the mir-
ror point of the source position for the reflector planes (M1 → M2 → M3 in Figure 3.2). The
arbitrary multiple reflection raypath can be derived by connecting those mirror points to the re-
ceive position (R3 → R2 → R1 in Figure 3.2). This method is simple and fast to calculate. We
evaluate the stationary phase using these raypath. For example, we assume that the receiver xA

observe direct wave and two different receivers xB, x′B observe reflected wave (Figure 3.3). The
candidate for crosscorrelation processing is xA − xB and xA − x′B. Stationary phase evaluation
using raypath can give us the information that only the crosscorrelation of xA − xB has a station-
ary phase source and contain the objective reflection event. By evaluating this procedure for all
source position and receiver combination, we remove the crosscorrelation traces which do not
have stationary sources for objective reflections.

Reflector1

Reflector2

R1

R2

R3

M1

M2

M3

Figure. 3.2: Raypath calculation for multiple reflections.
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‘

Figure. 3.3: Source xS is a stationary source for the crosscorrelation pair xA − xB.

3.3 Numerical modeling results
We numerically simulate the wavefield with localized source distribution and evaluate the

processing described above. We consider that we observe the local earthquakes with Ocean
Bottom Seismogram (OBS) installed at the sea floor. The objective reflection events are assumed
to be those generated from the upper oceanic crust boundary. We consider the only one physical
source which is the most localized source distribution. The velocity model is a three-layer
structure including sea water (Figure 3.4). The dipping structure is simulated as a upper oceanic
crust boundary in Nankai trough area.

We define the two events which produce the objective reflection event for the stationary phase
evaluation. In our source-receiver configuration, the source is located in the subsurface and
the sea surface (modeled as a free-surface) expects to produce the strong down-propagating re-
flections. Therefore we assume that the sea-surface P-wave reflections (denoted as pP) and the
sea-surface multiple P-wave reflections (pPp) produce the reflection events from upper oceanic
crust boundary after crosscorrelation. There are other events to contribute to produce the ob-
jective reflection event, for example, the crosscorrelation of the direct P-wave and the multiple
P-wave reflections. In this study we consider the crosscorrelation of these two event (pP and
pPp) since they propagate with high energy and are easy to be separated from S-waves.

We numerically modeled the seismic wavefield with the one subsurface source. We used the 2
dimensional staggered grid method (Virieux, 1986). The subsurface source is installed at the 30
km depth. We simulate the earthquake by giving horizontal stress as a source and using a ricker
wavelet with the central frequency of 5 Hz. The receiver array is installed at the sea floor. The
length of receiver array is 50 km with 200 m intervals.

We show the calculated wavefield at the receiver array in Figure 3.5. The Figure 3.5 shows
the vertical component of the wavefield. One can see that the sea-surface reflections (pP) and
the sea-surface multiple reflections (pPp) are observed as well as the direct P-wave and direct
S-wave. Since we consider only P-waves, we muted the amplitude below the travel time of the
direct S-wave and apply crosscorrelation. We have 251 receivers and the total number of the
crosscorrelation traces is 251C2. We used all crosscorrelation traces for imaging (Figure 3.6).
The figure 3.6 shows the result of PSDM. The dipping structure was appeared on the image.
However, the signal-to-noise ratio at the near offset is low and the artifact dipping events are
appeared. These artifacts are caused by the crosscorrelation traces which do not have a stationary
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phase source for objective reflections.
We evaluate the stationary phase source to remove the unwanted crosscorrelation traces. We

estimate the raypath of pP and pPp and compare their raypaths. We fix the receiver which
observe pP (denoted as RpP)and calculate the raypath of pPp for all receivers Ri

pPp. We calculate
the horizontal distance of the receiver RpP and the point where pPp passes through the seafloor to
a downward direction. We refer to the distance as an interferometric distance (Figure 3.4). The
interferometric distance of zero indicates that the two events have the common raypath between
the buried source to the receiver RpP. Due to the receiver spacing, the interference distance of
zero does not always exist (Figure 3.7). Therefore we define the threshold for the interferometric
distance. The receivers Ri

pPp with the interferometric distance less than the threshold value are
assumed to have the common raypath. This threshold could also compensate for the ambiguity
of the raypath due to the curved raypath and the uncertainty of the given structure by stacking the
coherent amplitudes with the scale of the wavelength in the case of the application to the field
data. We iterate this procedure by changing the fixed receiver RpP and evaluate all combination
of crosscorrelation traces.

We removed the crosscorrelation traces which do not have a stationary phase source for ob-
jective reflections and apply PSDM. We used 2489 traces for PSDM. Figure shows the result
of PSDM. One can see that the S/N at the near offset improved and the artifact events are sup-
pressed. We conclude that evaluating stationary phase by raypath and removing unwanted cross-
correlation traces improve reflection images.
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Figure. 3.4: Velocity model for the numerical modeling. pP and pPp denote the sea surface
reflection and the sea surface multiple reflection respectively.

3.4 Extracting reflected waves of upper crust boundary from OBS
records at Nankai Trough area

We apply this procedure to the field data. The field data consists of the OBS records installed
at Nankai trough area to observe local earthquakes. This dataset was originally obtained by
JAMSTEC for the earthquake observation in subduction zone (Obana et al., 2004, 2005). The
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Figure. 3.5: Vertical component of the modeled seismic wavefield. Arrows show the dominated
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Figure. 3.6: PSDM imaging result using all CC traces. Arrows show the artifact events.
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receiver RpPp with the interferometric distance less than the threshold value is defined as the
stationary phase pair.
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Figure. 3.8: PSDM imaging result using selected CC traces by stationary phase evaluation.

28 OBS are 3 dimensionally installed at the approximately 100km squared area for 12 days in
March 2005 (Figure 3.9(a)). We extract the reflection events generated at the upper oceanic
crust boundary using crosscorrelation. The 653 local earthquakes are detected. Within those
earthquakes, we consider 6 earthquakes whose magnitudes are larger than 3.0 and their depth
are larger than 20 km (Figure 3.9(b)). We expected that these earthquakes contain large energy,
the P-wave energy is dominated in the vertical component of the records and the arrival time
of S-waves are late enough to be separated from P-waves. One can see these earthquakes are
localized at south-west of the survey area.

We show the 168 traces from the 6 events aligned by the epicentral distance and corrected
origin time as the time of the earthquakes (Figure 3.10). The dominant frequency was 5Hz.
One can see two events appearing with different propagating velocity. Since the first arrival is
dominated in the vertical component, we assumed them as the P-waves and the second arrivals
as the direct S-waves. We muted the amplitude at the travel time below second arrival to consider
only P-wave events.

Figure 3.11(a) shows the reflection profile from the 3D multi-channel seismic survey (Moore
et al., 2009). The red line (line IL) of Figure 3.9(a) shows its 2D crossline. The crossline runs
approximately perpendicular to the trough axis. The upper oceanic crust boundary in this area
is located 7 km below sea floor dipping toward north direction (Figure 3.11(a)). We assumed
the northward-dipping structure with the angle of 5.5 degree from this figure. We extended this
structure perpendicular to the 2D crossline in Figure 3.9(a) and obtain the 3D dipping structure
used for raypath calculation (Figure 3.11(b)).

We estimated the raypahs of the sea-surface reflection (pP) and the sea-surface multiple reflec-
tion (pPp). To account for the difference of each elevation of OBS, we defined the interference
distance as the distance between the receiver RpP and the point where pPp passes through the
horizontal plane constructed by the receiver RpP to a downward direction. We defined the thresh-
old of the interference distance as 5 km. We removed the crosscorrelation traces which do not
have the stationary phase sources and obtained 55 crosscorrelation traces. Since we calculated
the raypath, we can estimate the reflection point at the given structure (Figure 3.12). One can
see that due to the source localization, only a part of combination of the receivers are selected.

We applied the 3D PSDM to the crosscorrelation traces. We extended the tomographic veloc-
ity by Nakanishi et al. (2002) perpendicular to its survey line (KR9806) and used it as a velocity
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Figure. 3.9: (a) Survey area at Nankai trough. Three survey lines, KR9806, IL and S3 indi-
cate those from Nakanishi et al. (2002), Moore et al. (2009), and Park et al. (2004) respec-
tively.(b)The depth of OBS and earthquakes projected to the line KR9806. Background velocity
contour is from refraction tomography (Nakanishi et al., 2002).



24 3. Extracting reflected wave using stationary-phase records

(a)

(b)

Figure. 3.10: Data of the 168 traces from the 6 events aligned by the epicentral distance after
correcting the origin time as the time of the earthquakes. (a) Vertical component. (b) Horizontal
component.
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model for PSDM. The expected reflection points are sparsely distributed in the 3D region (Fig-
ure 3.12). Therefore, we spatially stacked the 3D imaging result and obtained the pseudo-2D
profile.

We show the pseudo-2D profile stacked perpendicular to the line KR9806 in Figure 3.13(a).
Furthermore, we overwraped the reflection profile (Moore et al., 2009). We only focus on the
upper oceanic crust boundary and the result shows that the boundary at the same depth appeared
in the section IL is imaged (arrows in Figure 3.13(a)). We show the pseudo-2D profile stacked
perpendicular to the line S3 (Park et al., 2004). in Figure 3.13(b). This pseudo-2D profile runs
parallel to the trough axis. We converted the depth axis of our imaging result to the time axis
using the migration velocity model and overwraped by the reflection profile of line S3. One can
see that it shows the dominated amplitudes at the same two-way time of upper oceanic crust
boundary in the line S3 and also shows the local bulge of the upper oceanic crust boundary
(arrows in Figure 3.13(b)). For a comparison, we show the PSDM result using all CC traces
stacked perpendicular to the trough axis (Figure 3.13(c)). One can see that it is difficult to detect
the upper oceanic crust boundary and stationary phase evaluation improves the quality of the
imaging result.
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Figure. 3.11: (a)2D reflection profile (Moore et al., 2009). Dots show the angle of 5.5 degree.
(b) Constructed 3D dipping structure for the raypath calculation.
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Figure. 3.12: Reflection points estimated by a raypath calculation (Black dots).

3.5 Conclusion
We use the stationary phase interpretation to obtain high-quality imaging results in the local-

ized source distribution. We estimate the raypath of two reflection event which are sea-surface
P-wave reflection and sea-surface multiple P-wave reflection. We choose the crosscorrelation
traces which is expected to produce objective reflections due to the stationary phase sources us-
ing the estimated raypath. We show the numerical modeling result to check the validity of this
method. Furthermore, we use Ocean Bottom Seismogram (OBS) records which observe local
earthquakes. The OBS records contains 6 localized earthquakes. We show that choosing the CC
traces by stationary-phase evaluation improves the quality of the imaged reflection boundary of
the upper oceanic crust. This processing has a possibility to monitor the Nankai trough area
without the active sources and higher resolution than using teleseismic records.
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Figure. 3.13: PSDM imaging results. (a) Stacked perpendicular to Line KR9806. The seismic
profile from Moore et al. (2009) is overwraped. Arrows show the imaged upper oceanic crust
boundary. (b) Stacked perpendicular to Line S3. The seismic profile from Park et al. (2004) is
overwraped.(c) Stacked perpendicular to Line KR9806 using all CC traces.





4 Monitoring seismic velocity change caused by The
2011 off the Pacific coast of Tohoku Earthquake from
ambient noise records

4.1 Introduction
In order to observe the dynamic change of the medium, the repeatedly-produced impulse

response or the Green’s function is required. The classical method assumes that the signal
from the earthquakes or the wavefield generated by the artificial sources is a bandpass filtered
impulse response (e.g., Poupinet et al., 1984; Nishimura et al., 2000). These studies, however,
have the limited applicability since the former study has the difficulty to repeatedly obtain the
earthquakes at the similar position and focal mechanism with the fine time coordinate, and the
latter is rather expensive and limited penetration. The seismic interferometry (SI) or reverse-time
acoustics is employed to overcome these problems (e.g., Derode et al., 2003; Roux et al., 2005;
Wapenaar and Fokkema, 2006; Larose et al., 2006). The SI retrieves the impulse response using
crosscorrelation of the wavefield and it has gained popularity to obtain the impulse response
using seismic ambient noise.

Using ambient noise to retrieve seismic response is suitable to monitor the dynamic change
since they are continuously observed. There are successful applications of the SI using the
ambient noise to retrieve the surface wave and estimate the group velocity distribution (Shapiro
et al., 2005) or to retrieve the reflection response (Draganov et al., 2009). Furthermore, retrieving
scattered wave is alternatively employed to detect the small change of the propagating velocity
(Sens-Schönfelder and Wegler, 2006; Brenguier et al., 2008; Meier et al., 2010). The method
is called ’passive image interferometry’. The autocorrelation of the ambient noise is interpreted
as the source-receiver collocated seismic response (zero-offset response). Wegler and Sens-
Schönfelder (2007) and Ohmi et al. (2008) used the autocorrelation function (ACF) to monitor
the temporal change of the impulse response triggered by the earthquakes.

It became a well known phenomena that the earthquakes cause the velocity change of the
crustal rocks by the several mechanism. There are widely studied researches that the velocity
shows dependency to the static stress condition (e.g., Toksöz et al., 1976; Christensen and Wang,
1985; Tsuji et al., 2008). Several studies claim that the velocity change associated with the stress
change due to the earthquakes are observed by using multiplet earthquakes (e.g., Poupinet et al.,
1984) or controlled source experiments (e.g., Nishimura et al., 2000; Niu et al., 2008). The
another possibility which causes the velocity change is known as a non-linear fast dynamics
(NFD) and slow dynamics (SD) where the elastic properties evolve when the stress-strain con-
ditions are beyond the assumption of the linear elasticity (e.g., Lyakhovsky et al., 1997; TenCate
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et al., 2000; Johnson and Sutin, 2005). Recently it has been reported that the velocity change
associated with those effects due to the strong ground motion of the earthquakes is observed
using multiplet earthquakes (Schaff and Beroza, 2004; Rubinstein and Beroza, 2004; Peng and
Ben-Zion, 2006) or controlled source experiments (Vidale and Li, 2003). There are few studies
using passive image interferometry which detected the velocity change, possibly reflecting the
effects for both the stress change and near surface damaging due to the strong shaking (e.g.,
Wegler and Sens-Schönfelder, 2007; Brenguier et al., 2008).

On 11 March, 2011 an Mw 9.0 earthquake occurred off the pacific coast of Tohoku region,
Japan (Figure 4.1(a)). The GPS network observation revealed that the coseismic displacement
shows eastward movement of up to 5.3 m and subsidence by up to 1.2m in the eastern Japanese
island arc (Ozawa et al., 2011). The large displacement due to the Tohoku Earthquake caused
enormous strain change in the Tohoku region (Takahashi, 2011). Furthermore, the strong ground
motion due to the seismic wave was observed. Therefore, these phenomena may widely cause
the change of the propagating velocity. We analyzed the continuously recorded seismic data to
monitor the velocity change at the South Tohoku region.

4.2 Method
We analyzed the ambient seismic records from Hi-net in Japan. Seismic response can be

retrieved using crosscorrelation of the wavefield (Wapenaar and Fokkema, 2006).

Ĝ(xB, xA, ω) + Ĝ∗(xB, xA, ω) =
2k
ωρ

∮
Ssrc

Ĝ(xB, xS , ω)Ĝ∗(xA, xS , ω)d2xS . (4.1)

If the observed wavefield can be described as the simultaneous acting noise source,

p̂obs(xA, ω) =
∮
Ssrc

Ĝ(xA, xS , ω)N̂(xS , ω)d2xS , (4.2)

p̂obs(xB, ω) =
∮
Ssrc

Ĝ(xB, x
′
S , ω)N̂(x

′
S , ω)d2x

′
S . (4.3)

where p̂obs(x, ω) denotes the observed seismic wavefield in the frequency domain. Autocorrela-
tion of the ambient noise records yields to the seismic response with the coincident source and
receiver position.

< p̂obs∗(xA, ω) p̂obs(xA, ω) > =

∮
Ssrc

Ĝ(xA, xS , ω)Ĝ∗(xA, xS , ω)d2xS (4.4)

= 2<Ĝ(xA, xA, ω)Ŝ (ω), (4.5)

where we substitute xB = xA since we only focus on the autocorrelation. The bracket <>
stands for the ensemble averaging. This relation assumes the noise source N̂(xS , ω) is mutually
uncorrelated for the different source position as,

< N̂∗(xS , ω)N̂(x
′
S , ω) >= δ(xS − x

′
S )Ŝ (ω). (4.6)
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Thus, the phase of the noise source should be random. The earthquakes with the deterministic
phases are unwanted event. We apply the running absolute amplitude normalization (Bensen
et al., 2007) to suppress those earthquakes.

pnorm
i = pi/wi, (4.7)

wi =
1

2N + 1

i+N∑
j=i−N

|p j|. (4.8)

where pi and wi denote the i-th sampling value of the observed records and the weight function
in the time domain. The window size (2N +1) affects the weighting range to suppress the strong
amplitudes. We found that the value of the window size significantly affects the travel time of
the coherent events in the autocorrelation function (ACF). We carefully investigate the values
and determined to use the window length of 25 s. Furthermore, we apply zero-phase amplitude
whitening to balance the frequency component (Bensen et al., 2007; Meier et al., 2010). We use
the moving averaged amplitude around the considering frequency for the amplitude whitening
and the 5% of the maximum amplitude for the damping factor to stabilize the whitening.

In order to estimate the velocity perturbation due to the earthquakes, we apply the stretching
interpolation technique (e.g., Sens-Schönfelder and Wegler, 2006; Hadziioannou et al., 2009).
The produced ACF represents the zero-offset seismic response and contains the scattered wave
with the traveltime perturbation evolving each day. The method elongates and interpolates the
time axis of the calculated trace and searches for the best parameter which produces the similar
waveform to the reference trace.

f cur
ε (t) = f cur(t(1 + ε)), (4.9)

C(ε) =

∫
f cur
ε (t) f re f (t)dt(∫

( f cur
ε (t))2 dt

∫ (
f re f (t)

)2 dt
) 1

2

(4.10)

where ε is a stretching parameter. f re f and f cur represent the reference trace and the current
trace respectively. C(ε) is a correlation coefficient between the reference trace and elongated
trace. We search for ε which has the maximum value of C by equation 4.10. We adopted a grid
search algorithm. Since a part of data suffers from the local maxima, we manually picked the
local maxima which smoothly transitions to each day for such data. ε corresponds to a travel
time perturbation of dominant event and we assume it relates to a velocity perturbation,

ε =
∆t
t
= −∆v

v
(4.11)

Note that in this analysis we assume that (1) autocorrelated trace is dominated by the scattered
wave generated from the subsurface and (2) the travel time perturbation directly corresponds
to the velocity perturbation, which indicate the velocity perturbation is homogeneous in the
medium, or is homogeneous at least in the region where the scattered waves propagate within
the specified time window. Note that there is another method to estimate the small change
of the velocity. The method calculates the phase difference between traces in the frequency
domain with moving window. The velocity perturbation is estimated by the slopes of the phase
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difference with various lapse time (e.g., Fréchet et al., 1989; Snieder et al., 2002). Hadziioannou
et al. (2009) discussed their advantages and drawbacks.

4.3 Result

4.3.1 Survey area and Data

We show the survey area in Figure 4.1(b). We use the vertical component of the 58 Hi-net
stations with the 6-month long continuous records from 9 January 2011 to 30 June 2011 which
result in total 173 days. The sampling frequency is 100 Hz. These Hi-net stations are operated
by NIED (National Research Institute for Earth Science and Disaster Prevention). Although
the maximum depth of station is 3500 m, the most stations are distributed from 100m to 200m
depth (Figure 4.1(b)). Survey area includes Fukushima and Ibaraki prefectures. In this duration,
the survey area has experienced at least two aftershocks with a large surface deformation de-
tected by the satellite observation (InSAR, Interferometric synthetic aperture radar) operated by
Geospatial Information Authority of Japan (GSI, http://www.gsi.go.jp). They are (1) at North
Ibaraki on 19 March with Mw 5.8 (10km depth) and (2) at South Fukushima on 11 April with
Mw 6.7 (10km depth) respectively (Figure 4.1(b)).

We show the preprocessed vertical component of the data at station N.YBKH for 600 second
at 20 January (Figure 4.2). These ambient noises are autocorrelated and produce the zero-offset
seismic response.

4.3.2 ACF and temporal variation of the velocity perturbation

We autocorrelated each 1 day-long seismic data and obtained 173 autocorrelation function
(ACF). We show the ACF at the station N.YBKH (Figure 4.3). The data for 2s-10s was shown
after bandpass filtering between 2Hz to 5Hz. Since the data for the duration of 13-14 March was
not available, the amplitudes of these traces are zero. One can see the coherent event appeared
in the ACF (Figure 4.3) and its characteristics was changed after 11 March.

We show the temporal change of the velocity (travel time) perturbation (ε) at station N.YBKH
in Figure 4.4. We stacked all ACF to obtain the reference trace for equation 4.9 and as a calculate
trace we used each 1-day ACF after applying the 5-day long centering moving average window.
We calculated C(ε) for a range of −10% ≤ ε ≤ 10% with ∆ε = 0.1% and picked the maximum
values after spline interpolation. Here we use the ACF for a period of 2s-10s. Since the averaged
waveform was defined as the zero percentage perturbation, ε starts from around -0.5%. The
positive ε indicates that travel time was longer in the current trace than in the averaged trace,
or that the velocity was slower. One can clearly see that the sudden change of ε at 11 March
(The Tohoku Earthquake) and the velocity dropped 2%. Furthermore, the gradual healing of
the velocity (e.g. Peng and Ben-Zion, 2006; Vidale and Li, 2003; Schaff and Beroza, 2004;
Rubinstein and Beroza, 2004) was observed after the Tohoku Earthquake. We fit the logarithmic
line as ε(d) = a log10(d) + b where d is a collapsed day and we obtain the healing rate of 0.53
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(white line in Figure 4.4). The coseismic velocity perturbation remained around 1% at 100 days
after the Tohoku Earthquake. This observation coincides to the earlier study focusing on the
velocity change at the near surface due to the Tohoku Earthquake (Nakata and Snieder, 2011).

The stretching interpolation technique (Equation 4.9) assumes the homogeneous velocity
change within the time window. However, the scattering events at the different travel time may
propagate different region of the medium and consequently they may contain the information of
the different depth. Therefore we conducted the stretch interpolation technique (equation 4.9)
with the different time window. Figure 4.5 shows the calculated velocity perturbation with the
time window of 2s-10s, 2s-6s and 6s-10s respectively. One can see that the coseismic jump at
11 March with the window of 2s-6s (approximately 3%) is larger than that with the window
of 6s-10s (approximately 0.5%). This may indicate that the coherent events with longer travel
time propagate carrying the information of deeper structures and the shallower subsurface ex-
perienced larger velocity reduction than deeper subsurface. The window size of 2s-10s shows
averaged values for the other two time windows.

Figure 4.6 shows the temporal variation of the velocity change at station N.TWAH which
locates far from the hypocenter of the Tohoku Earthquake than N.YBKH. One can see the same
trend that the velocity jumps at 11 March and is gradually healed. However the degree of the
change around 11 March is smaller than that of the station N.YBKH.

Figure 4.7 shows the result of the station N.THGH. This station is near the earthquake fault of
the aftershock at North Ibaraki on 19 March with Mw 5.8 (Figure 4.1(b)). One can see that the
day of the maximum velocity change is shifted rightward compared to Figure 4.4 and it shows
the stepwise transition of the velocity caused by two earthquakes: the earthquake at 11 March
caused 0.8% perturbation and that at 19 March caused further 1%. Interestingly, the velocity
change at 11 March was smaller than that estimated in N.YBKH and the total change after 19
March show the almost same value to N.YBKH.

Figure 4.8(a) shows the result of the ACF at the station N.IWWH which is near the earthquake
fault of the aftershock at South Fukushima on 11 April with Mw 6.8 (Figure 4.1(b)). Since
the waveform in the preseismic duration (9 January - 11 March) are much different from the
postseismic duration (12 March - 30 June), the correlation coefficient in the stretch analysis show
lower values in the pre-seismic duration (Figure 4.8(b)). Consequently the velocity perturbation
did not show the jump at 11 March (Figure 4.8(b)). This could be due to the effect of the strong
near-surface deformation, the change of the seismicity which are insufficiently removed before
autocorrelation and the change of the source characteristics of the ambient noise. Therefore
we focused on the dominant event appeared around 2s-2.8s in Figure 4.8(a) and calculate ε
using this small time window (blue line in Figure 4.8(b)). We could track these events for the
duration of 20 February to 30 June. It shows the less stabilized values than the longer time
window, however, it shows the velocity drop at 11 March and has the very similar values in the
post-seismic duration to the result of the long time window (Figure 4.8(b)). The result clearly
show the gradual evolution of the velocity reduction caused by two earthquakes: the Tohoku
Earthquake at 11 March and South Fukushima at 11 April.
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4.3.3 Spatial variation of the velocity change

The velocity change just after 11 March tends to be very large and the some of the stations
stopped observation due to the strong shaking. Furthermore, the velocity is gradually healed as
shown in Figure 4.4. In order to show the spatial distribution of the velocity change, therefore,
we calculated the difference between the averaged velocity change of two different durations.
Figure 4.10 shows the difference of the averaged velocity change for preseismic duration (9
January - 10 March) and postseismic duration (11 March - 30 June). Figure 4.10 is produced
after a kriging interpolation. Figure 4.10 shows the trend that the eastern area close to the coast
line has the larger velocity reduction than those in the western area. The maximum velocity
change are approximately 1.5% in the eastern area. Almost all region show the velocity decrease.
Although some area show small velocity increase, we believe these are within the uncertainties.

4.4 Discussion
We estimated the velocity change during 6 month in the duration of the Tohoku Earthquake

using the scattered wave retrieved by autocorrelation of ambient noise. The earthquakes produce
the enormous change of the stress field. The rock physics model predicts the velocity change
depending on the change of the effective pressure due to the opening or closing of the crack
(e.g., Toksöz et al., 1976). On the other hand, the strong motion of the seismic wave produced
by earthquakes may cause the non-linear behaviour of the elastic properties (e.g., Beresnev and
Wen, 1996; Vidale and Li, 2003; Schaff and Beroza, 2004; Peng and Ben-Zion, 2006). We
discuss these two reasons for the velocity change estimated in this study.

We compare the estimated temporal change of the velocity to the displacement observed by
GPS. The GPS network (GEONET) is operated by the Geospatial Information Authority of
Japan (GSI). The displacement by GPS reflects the low frequency change of the stress field.
We calculated the surface displacement at 3 GPS stations (Tamaki, Iwaki4 and Satomi, Fig-
ure 4.1(b)). The displacement is calculated for each day using 3 component of GPS records
from GEONET F3 daily coordinate as the displacement from the reference position at 1 Jan-
uary, 2011. Figure 4.9(a) shows the surface displacement as a length of a displacement vector at
Tamakawa. We also show the estimated velocity change at N.YBKH. The displacement shows a
sudden change of 150 cm at 11 March and shows postseismic deformation. The time of the sud-
den displacement well corresponds to the change of the velocity at N.YBKH. If we assume the
velocity change is produced by the change of the stress field, the gradual healing of the velocity
after 11 March may be interpreted as the relaxation of the stress field after earthquakes (Bren-
guier et al., 2008). We show the displacement at Iwaki4 and Satomi in Figures 4.9(b) and 4.9(c).
Figure 4.9(b) clearly shows the surface displacement by 2 earthquakes at 11 March (160cm)
and 11 April (20 cm). They are corresponding to the stepwise transition of the velocity change
observed at N.IWWH. The displacement at 19 March was very small (∼3cm,Figure 4.9(c)),
however, it also corresponds to the stepwise velocity change at N.THGH.

We calculate the static strain change for the survey duration using GPS records. The static
strain is derived assuming the constant strain triangle element (e.g., Terada and Miyabe, 1929).
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We calculate the strain using the horizontal displacement from the GPS. We show the estimated
area strain change derived from the coordinate difference of 1 January 2011 and 29 June 2011
(Figure 4.11). Due to the Tohoku Earthquake, the almost whole survey region experienced
dilatation (positive area strain change). The large dilatation are distributed close to the coast line.
This is corresponding to the velocity change estimated by the ambient noise (Figure 4.10). The
abnormal large dilatation area in Figure 4.11 is a result of the fault activities of two aftershocks
at North Ibaraki (19 March) and South Fukushima (11 April). The velocity reduction also show
the large value in this area (Figure 4.10).

We compare the estimated velocity change to the spatial distribution of the peak particle ve-
locity recorded during the 3 earthquakes (Figure 4.12). The Kik-net operated by NIED is a
strong-motion seismogram network with a vertical array. Almost all Hi-net stations have corre-
sponding Kik-net station at the same depth (Figure 4.12). Since the maximum strain estimated
from the acceleration is dependent to a frequency (Beresnev and Wen, 1996), we used the parti-
cle velocity as a measure of the maximum strain received during a strong motion of the seismic
wave. Therefore, it may show the relative damage to the near-surface rocks due to the strong
motion. The distribution of the peak particle particle velocity is obtained from the subsurface
receivers of Kik-net after bandpass filtered by 0.1Hz to 10Hz. Figure 4.12 shows the cumulative
value of the peak particle velocity recorded at 11 March, 19 March and 11 April in order to
compare the averaged velocity change due to these earthquakes.

The spatial distribution of cumulative particle velocity (Figure 4.12) shows similar trend to
both of the velocity change (Figure 4.10) and the area strain change (Figure 4.11); the large
particle velocity are distributed near the coastline.

We show the crossplot of the averaged velocity change and the estimated area strain change
at the near triangle element for the each Hi-net stations (Figure 4.13(a)). Similarly, we show
the crossplot of the the velocity change and the observed cumulative peak particle velocity (Fig-
ure 4.13(b)). Note that the velocity healing is expected to be non-linear and some of the stations
showed the unstabilized values of ε for few days after earthquakes. Therefore the comparison
with the averaged velocity change including healing process might produce rather scattered dis-
tribution on the crossplot (4.13(b)). To compensate this, we choose the stations which showed
the clear and stabilized velocity decrease for only the Tohoku Earthquake and compare picked ε
and peak particle velocity at 11 March (Red dots in Figure 4.13(b)). Both figures (Figure 4.13(a)
and 4.13(b)) show clear positive correlation of the velocity decrease (positive epsilon). The
abnormal station (N.THGH, arrow in Figure 4.13(a)) show the velocity decrease even though
these area experienced compaction (negative strain change). The compaction is a result of the
fault activity of two aftershocks (Figure 4.11). On the other hand, the area near the station
N.THGH experienced large particle velocity and it is distributed in the normal trend (arrow in
Figure 4.13(b)).

This observation suggests that the velocity change estimated in this study is affected by the
strong motion at the near-surface, possibly corresponding to the damage received at the near-
surface rocks around 200m depth. However, the velocity change in this study is smaller than that
from Nakata and Snieder (2011) who estimate the shear-surface velocity decrease (∼ 5%) for
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few hundred meter depth by crosscorrelating earthquakes observed at the vertical array of Kik-
net. Furthermore, we show that the later arrival events has smaller velocity change (Figure 4.5)
and the strain change shows a correlation to velocity change (Figure 4.13(b)). The fact that we
focus on the scattered wave with the travel time of 2 s to 10 s indicates that the maximum raypath
of scattered wave is approximately 25km considering the average P-wave velocity as 5000 m/s.
These results, therefore, support that our velocity change contains the deeper information and
the those due to the release of the enormous stress at the deep underground.

4.5 Conclusion
We estimated the velocity change during 6 month in the duration of the 2011 off the Pacific

coast of Tohoku Earthquake (the Tohoku Earthquake) in Japan using scattered wave retrieved
by autocorrelation. The survey area includes the Fukushima and Ibaraki prefectures where two
large aftershocks with surface deformation are observed.

We produced autocorrelation function (ACF) of the noise data at 58 stations and estimate the
velocity change. The estimated velocity decrease was up to 2% in the Fukushima prefecture
where is close to the hypocenter of the Tohoku Earthquake. The estimated temporal change
of the velocity shows the logarithmic healing after earthquake. The result correlates well to the
temporal changes of the displacement by GPS network for two aftershocks as well as the Tohoku
Earthquake. The spatial distribution of the velocity change shows a correlation to both the static
strain change derived from GPS records and the spatial distribution of the peak particle velocity
experienced during the earthquakes.

The area which experienced compaction and strong motion showed velocity decrease. This
result suggests that the velocity change of this study is affected by a strong motion at the near-
surface, possibly corresponding to the damage to the near-surface rocks. Our velocity change
is smaller than those from the another study focusing on the near-surface, the later arrival event
has smaller velocity change, and the crossplot shows a correlation of velocity change to the
strain change. These observations suggest that our velocity change also contains the deeper
information possibly for the release of the enormous stress associated with the earthquakes.
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Figure. 4.1: (a) Eastern Japan and hypocenter of the Tohoku Earthquake on 11 March 2011. (b)
Survey area. 58 Hi-net stations are distributed. Color of station shows the station depth clipped
by 500m. Three GPS stations for the comparison with the surface deformation are indicated.
Two aftershocks with surface deformation occurred at North Ibaraki (Mw 5.8, 19 March) and
South Fukushima (Mw 6.7, 11 April).
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Figure. 4.2: Preprocessed vertical component of the data at the station N.YBKH.
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Figure. 4.3: ACF at the station N.YBKH after bandpass filtered for 2Hz-5Hz.
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Figure. 4.4: Temporal variation of the velocity change (ε) and the correlation coefficient of
stretching interpolation technique at the station N.YBKH.
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Figure. 4.6: Temporal variation of the velocity change (ε) and the correlation coefficient of
stretching interpolation technique at the station N.TWAH.
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stretching interpolation technique at the station N.THGH.
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Figure. 4.9: Comparison of the velocity change and the displacement derived from GPS. (a)
GPS at Tamakawa and Hi-net station N.YBKH. (b)GPS at Iwaki4 and Hi-net station N.IWWH.
(c) GPS at Satomi and Hi-net station N.THGH.
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Figure. 4.10: Averaged spatial distribution of the velocity change between the pre-seismic (9
January to 10 March) and post-seismic (11 March to 30 June) duration.
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44 4. Ambient noise interferometry to detect velocity change

139˚ 140˚ 141˚ 142˚

36˚

37˚

38˚

100 km

0

10

20

30

40

50

60

cm/s

Kik-net station

Figure. 4.12: Spatial distribution of the cumulative peak particle velocity observed for three
earthquakes (11 March, 19 March and 11 April) by Kik-net seismic network.
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Figure. 4.13: (a) Crossplot for the averaged velocity change and the area strain change.
(b)Crossplot for the averaged velocity change and the cumulative peak particle velocity recorded
at three earthquakes. Red dots show the comparison of picked velocity change and the peak par-
ticle velocity for the Tohoku Earthquake. Arrows show station N.THGH. The standard deviation
is calculated from the velocity change for pre-seismic and post-seismic duration.





5 Interpretation of the effect of source-receiver
configuration for Seismic interferometry by
Multidimensional deconvolution using singular-value
decomposition

5.1 Introduction
Seismic interferometry (SI) retrieves new seismic wavefield from the crosscorrelation (CC) of

observed wavefields (e.g. Curtis et al., 2006; Schuster, 2009). The source and receiver positions
of retrieved wavefield are specified from receiver positions of observed wavefield. The multidi-
mensional deconvolution (MDD) method (e.g. Wapenaar et al., 2011) is an alternative approach
to CC method and is based on the convolution-type reciprocity. The MDD method is developed
to overcome the limitations of CC method and is valid for dissipative medium, compensates
for the difference of source spectrums and is valid for irregular source distributions. The MDD
method is applied e.g., to the retrieval of surface waves (Wapenaar et al., 2010), electromagnetic
surveys (Wapenaar et al., 2008a), and Virtual Source method (van der Neut et al., 2010). The
MDD method contains the inverse problem which is represented by the convolution relation.
We adopted singular-value decomposition (SVD) to stabilize the solution of inverse problems
and successfully retrieved crosswell wavefield from VSP data observed at the two vertical wells
(Minato et al., 2011). The source distribution becomes the most important factor for applica-
tions of SI and dominates the amount of useful information for retrieval of the new wavefield
by SI in the observed data. Therefore, the evaluation of source distribution is crucial when we
design the experiments. Here, we show that introducing SVD into MDD enables us to evaluate
source-receiver distribution of the MDD using the quantity which represents the characteristics
of inverse problems.

5.2 MDD using Singular-value decompition
The SI by MDD retrieves wavefield by solving inverse problems represented by convolution-

type reciprocity. The convolution relation (Wapenaar and van der Neut, 2010) we used is repre-
sented as follows after Fourier transformation,

Ĝ(xR, xS , ω) =
∫
S0

ˆ̄Gd(xR, x, ω)Ĝin(x, xS )d2x. (5.1)
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where Ĝ is a scalar Green’ function. The left hand side of equation 5.1 indicates the response at
xR from the physical source at xS . The integrand of the right hand side is a multiplication of an
objective wavefield ˆ̄Gd(xR, x, ω) and actual wavefield Ĝin(x, xS ) in the frequency domain. Virtual
sources of the objective wavefield ˆ̄Gd(xR, x, ω) are along in the integration domain S0. Note that
equation 5.1 is derived after several assumptions such as, Sommerfeld condition (the domain S0

has an infinite length), far-field assumption, and Ĝin represents only inward-propagating waves
from sources (Wapenaar and van der Neut, 2010). The objective function has dipole source re-
sponses as ˆ̄Gd ≈ n∇̇ ˆ̄G. The equation 5.1 for the objective function ˆ̄Gd is hold for the different
source positions xS . We consider multiple source positions and replace the integral by a sum-
mation over the regularly distributed receivers along S0 of the finite length. We obtain following
matrix relation,

pA = PBG (5.2)

where pA is a column vector containing observed wavefield Ĝ at xR from multiple sources xS .
A matrix PB contains observed wavefield Ĝin at receivers on the integral surface S0 from multiple
sources. A column vector g contains objective wavefield ˆ̄Gd. The PB matrix is formed by the
observed wavefield and we call this matrix as the Incident Field Matrix (IFM). We estimate
objective wavefield g by solving inverse problems represented in equation 5.2. Equation 5.2
implies that the stable and unique estimation of g requires observation from the sources that are
sufficiently widely distributed. However for practical application, the number of sources and
their distribution are limited. Therefore equation 5.2 becomes an ill-posed problem. In order to
overcome these problems, we adopt Moore-Penrose pseudo-inverse (Golub and van Loan, 1983)
as follows,

gest = P+BpA (5.3)

= V
 ∆−1

r 0
0 0

U∗. (5.4)

The matrix P+B indicates Moore-Penrose pseudo-inverse of IFM, and matrices V, U and ∆ can
be obtained by applying SVD to IFM as,

PB = U
 ∆r 0

0 0

V∗, (5.5)

where r indicates the number of rank of IFM.
The data resolution matrix and model resolution matrix (Menke, 1989) can be represented

using SVD matrices as,

N = UU∗, (5.6)

R = VV∗ (5.7)



49 5. Interpretation of MDD using SVD

5.3 Numerical modeling results

5.3.1 Source distribution and Rank of IFM

We numerically simulate wavefield and investigate the relation between the source distribu-
tion and rank of IFM. For brevity we consider two dimensional problems with homogeneous
medium. The inverse problems of MDD are constructed at each frequency. Therefore we con-
sider monochromatic response. The Green’s function is given as,

G(d) = (8πkd)−0.5ei(kd+π/4) (5.8)

where d indicates the distance from source and k = ω/c. Hereafter we calculate the response
at 50 Hz with 1500 m/s propagating velocity.

We install 101 sources xS regularly distributed along horizontal line with the length of 400m
at Z=0 (Figure 5.1(a)). We assume integral surface S0 as a line parallel to x-axis, and install
41 receivers regularly distributed along S0 with the length of 400m at Z=300m. These receiver
positions will be VS positions after SI. Furthermore we install other 21 receivers xR along ver-
tical line with the length of 100m at X=0m. Note that installing multiple receivers xR replaces
the vectors appeared in equation 5.2 by the matrices whose columns correspond to the different
receiver positions of xR. However this does not change the IFM. After constructing IFM, we
apply SVD (complex value SVD in this case) and determine the rank of IFM from obtained
singular-values. We defined the rank of IFM as the number of singular-values i that corresponds
to 99% cumulative contribution as,

S i =

∑i
j λ j∑
j λ j
∗ 100, (5.9)

where λ j indicates j-th singular-value. Estimated rank of IFM using equation 5.9 was 16 (Fig-
ure 5.2). We retrieve objective wavefield using equation 5.4. Figure 5.3 shows the comparison
between true and retrieved wavefield (only phases are shown). One can see that the phases from
the virtual sources near the center of S0 are better retrieved than the virtual sources at the edge
of S0 (the domain enclosed by dashed white line in Figure 5.3(b)). This can indicate that in
our source distribution, the receivers located around the center of S0 contain much raypath that
correspond to the desired wavefield (gray hatched area in Figure 5.1(a)).

The fact that estimated rank of IFM was not full rank implies that the IFM constructed by
the observed records can be represented using less number of data by basis conversion. In other
words, the observed records at S0 contain redundant records. We investigate the density of
source distribution assuming it as one of the reason of this data redundancy. We numerically
model again using less number of sources.

We install the sources at the same spatial range of Figure 5.1(a) but reduce the number of
sources to 18. We show the singular-values obtained from IFM that is constructed using this
sparse source distribution (Figure 5.4(a)). Since the total energy in the observation system de-
creased, the absolute value of singular-values also decreased from that in the dense source case.
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Furthermore, the maximum rank of IFM is 18 because of r ≤ min(m, n) where m and n indi-
cate the number of sources and the number of receivers respectively. However, the structure
of singular-values and estimated rank are almost identical to those of the dense source distri-
bution. Furthermore, the retrieved wavefield (Figure 5.4(b)) does not change from the dense
source distribution (Figure 5.3(b)). Therefore, the dense (101) sources can be replaced by the
sparse (18) sources, suggesting that the more effective source distribution can be determined by
investigating the rank of IFM using SVD.

Here, we choose the reduced number as 18 by calculating several source distribution as we
keep the same length of the source array and change the increment of source position. When we
reduced the number of sources as less than 15, the IFM is full rank matrix but retrieves inferior
wavefield since the rank is less than 16. This result suggests that to retrieve better wavefield
we find the source distribution for specified source length which shows maximum rank. These
sources will be installed so that the receivers are well illuminated.

5.4 Effect of presence of scatterers
We use the observation system which has localized source distribution (Figure 5.1(b)). We in-

stall the 101 sources that are regularly distributed along the horizontal line of the length of 200m
at Z=0m. The singular-values obtained from IFM (Figure 5.5(a)) show that the rank determined
by the criteria of equation 5.9 is reduced from the wider source distribution (Figure 5.2). Further-
more, the wavefield retrieved by MDD (Figure 5.5(b)) show that only the domain enclosed by
dashed white line in Figure 5.5(b) retrieves true response. These can be related to the narrower
illuminated area from sources (gray hatched area in Figure 5.1(b)) as in the case of previous
section.

We use same source distribution but now install the 301 point scatterers randomly distributed
in the area at the right side of the model (dots in Figure 5.1(b)). These scatterers are located
in the box of 100m x 100m. Since our wavelength is 30m, these scatterers produce strong
reflection and are expected to increase the illumination of receivers from right side of the model.
Here we simulate the wavefield as the summation of direct wave with background velocity and
primary scattering wave without considering the interaction between scatterers. The result of
MDD shows that the rank of IFM slightly increase (Figure 5.6(a)), and better retrieve wavefield
indicated by white dashed line in Figure 5.6(b) than those without scatterers (Figure 5.5(b)). This
indicates that the presence of scatterers improve the illumination of receivers and also improve
the rank of IFM.

5.4.1 Evaluation of retrieved wavefield by SVD matrices

We consider the matrices obtained by SVD of IFM. The model resolution matrix which is the
weight matrix applied to the true model is related to the SVD matrices (equation 5.7). If we have
a sufficient observation which uniquely retrieves true wavefield gtrue, the estimated wavefield gest

conforms as gtrue. Therefore the model resolution matrix R is close to an identity matrix when
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the estimated wavefield is close to the true wavefield. This can be inferred from the fact that the
representation of the model resolution matrix is identical to the projection matrix between the
data(pA)-space and the model(g)-space (Lawson and Hansen, 1974).

We use the observation system which has localized source distribution (Figure 5.1(b)) with-
out scatterers. Figure 5.7(a) shows absolute values of model-resolution matrix R calculated from
equation 5.7. Figure 5.7(a) shows the sharpness around the diagonal component is smooth in the
higher model number. This indicates that the wavefields whose virtual sources at the right side
in Figure 5.1(b) are blurred. This also corresponds to the result that the estimated wavefield does
not retrieve the virtual source located at the right side or higher model number (Figure 5.5(b)).
Furthermore, the diagonal components of R (Figure 5.7(b)) show how much the true model is
involved in the estimated model. This also shows the higher model number have lower contribu-
tion of true model. Note that the both ends in Figure 5.7(b) show large value, however, adequacy
for the model at the both ends cannot be discussed because we assumed the finite length of S0.

5.5 Conclusion
We show that introducing SVD into MDD gives us the analytic method using the quantity

which represents the characteristics of inverse problems such as the rank and resolution matrix.
We numerically simulate two dimensional scalar wavefield and investigate the relation between
the rank of the observation matrix (IFM) and the density of source distribution. The result shows
that the sparse source distribution does not change the rank of IFM and also does not change the
reliability of retrieved wavefield by MDD when the spatial length of the source array is identical.
Therefore, the more effective source distribution can be determined by investigating the rank of
IFM. We evaluate the projection matrix constructed by the matrices from SVD (model resolution
matrix) using the data whose sources are spatially localized. The ambiguity of the model inferred
from model resolution matrix showed the same trend with the discrepancy of the estimated
wavefield from true wavefield. Therefore the evaluation of the reliability of the estimated model
could be possible by evaluating matrices obtained from SVD. This information becomes crucial
when we design the seismic experiments for MDD-based approach.
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Figure. 5.1: (a) The source-receiver configuration for numerical modeling. (b) Localized source
distribution. Dots show the point scatterers.
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Figure. 5.2: Singular-values of IFM, cumulative contribution and determined rank.
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Figure. 5.3: The phase from (a) true wavefield (b) retrieved wavefield by MDD. The row and
the column indicate (virtual) source number and the receiver number respectively. The dashed
white line indicates the area that the MDD better retrieved true phase.
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Figure. 5.4: (a) The singular-values, cumulative contribution and determined rank using sparse
source distribution. (b) Estimated wavefield (phase) by MDD using sparse source distribution.
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Figure. 5.5: (a) The results using localized source distribution without scatterers in Figure 5.1(b).
(b) Estimated wavefield (phase) by MDD.
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Figure. 5.6: (a) The results using localized source distribution with scatterers. (b) Estimated
wavefield (phase) by MDD.
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Figure. 5.7: (a) The absolute value of model resolution matrix VV∗. (b) Its diagonal components.
Model number corresponds to the numbered receiver positions at integral domain in Figure 5.1.





6 Seismic interferometry using multidimensional
deconvolution and crosscorrelation for crosswell
seismic reflection data without borehole sources

6.1 Introduction
Seismic interferometry (SI) can be used to retrieve pseudo seismic data between receivers.

This is typically achieved by crosscorrelating observed wavefields. The concept of SI finds
its origin in a paper from Claerbout (1968). He showed that for a horizontally layered earth,
the autocorrelation of passive seismic data from a buried plane-wave source produces a plane-
wave reflection response at the free-surface. Since the work of Claerbout, the understanding
of this technique has grown remarkably. In the exploration community, Schuster (2001) and
Schuster et al. (2004) showed that SI can be applicable not only for buried noise sources, but
also for controlled sources. Snieder (2004) also discusses the details of SI by the stationary phase
method for a scattering medium. Wapenaar et al. (2002) and Wapenaar (2004) use reciprocity
theorems to prove that the crosscorrelation and summation yields the Green’s function in 3D
inhomogeneous media. Curtis et al. (2006), Larose et al. (2006) and Schuster (2009) give recent
overviews of different applications of SI in both exploration and global seismology.

An important advantage of the application of interferometry to seismic exploration is that
it allows flexibility of source and receiver configurations. To use SI for exploration, seismic
receivers are placed in the vicinity of the exploration target and the wavefields generated by
artificial or naturally occurring seismic sources are recorded. When these recorded data are
crosscorrelated, one obtains new recordings at the receivers as if originating from one of the
receivers that was turned into a virtual source. Since a few years, SI with naturally occurring
noise sources has become a standard technique in the global and regional seismology. For ex-
ample, Shapiro et al. (2005) retrieve surface waves from ambient seismic noise recorded by the
USArray network in California and estimate their group velocity. In exploration seismology,
where reflection information is desired, application of SI with noise sources has proven more
difficult. Only recently, Draganov et al. (2009) retrieved reflection arrivals from ambient seismic
noise in Libya and used the retrieved reflections to obtain a pseudo-3D image of the subsurface.
SI with active sources has gained much popularity in exploration seismology. An example is the
application for the retrieval of direct or scattered surface waves for their subsequent elimination
from controlled-source reflection records (Dong et al., 2006; Halliday et al., 2007, 2010). As
another example, applications to borehole seismic exploration methods, such as vertical seismic
profiling (VSP), are studied (Yu and Schuster, 2006; Jiang, 2006) as well as inverse VSP data
(Shiraishi et al., 2008). Furthermore, Bakulin and Calvert (2006) develop a technique to obtain
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virtual wavefields whose virtual sources are inside a single deviated borehole by crosscorre-
lating wavefield observations from controlled sources on the ground surface. They show that
this technique removes the effect of the overburden, for example, scattering noise generated in
weathered layers. It has been shown that using this approach boundaries of salt domes can be
imaged (Willis et al., 2006; Xiao et al., 2006; Hornby and Yu, 2007), and structures underlying
complex overburden can be imaged with higher resolution (Bakulin and Calvert, 2006). Mehta
et al. (2007) show that the results from this technique can be improved if the crosscorrelation is
applied to separated up- and down-going fields.

SI has also been applied to crosswell seismic data for simulation case study (Shiraishi and
Matsuoka, 2005; Shiraishi, 2007), laboratory experiment (Torii et al., 2006) and field experi-
ment (Minato et al., 2007; Mehta et al., 2008a, 2010). The conventional crosswell seismic re-
flection method can produce high-resolution images of subsurface structures between two bore-
holes when both the seismic sources and receivers are installed in the boreholes (e.g., Harris
et al., 1995). The advantages of crosswell seismic surveys over surface seismic surveys are that
they provide higher resolution of the target structures, the data are free of surface waves, and
the results are affected less by shallow, low-velocity weathered layers. However, conventional
crosswell surveys require special downhole vibrator sources that do not damage the borehole
walls, and because these borehole sources produce less energy, the width of the survey spread
is restricted. SI allows subsurface structures to be imaged from two boreholes without using
borehole sources.

Minato et al. (2007) place receiver arrays in two vertical boreholes and use observations of
the wavefield generated by surface energy sources to image subsurface structures. In that study,
they consider only active sources on the ground surface, as used for conventional VSP surveys.
By installing surface sources, the recorded wavefields in the boreholes are dominated by the
up-going reflections which are usually used for VSP reflection imaging (Oristaglio, 1985). In
the following, we use surface sources because evaluation of the application of crosswell in-
terferometry is simpler if controlled surface sources with known physical properties are used.
Furthermore, the use of surface energy sources gives us operational advantages over conven-
tional crosswell surveys. In particular, this method significantly reduces the cost of time-lapse
crosswell surveys. Furthermore, the restriction of spread width (distance between boreholes) for
the conventional crosswell reflection method using downhole sources can be overcome by using
high-energy sources at the surface. There is a large range of potential applications of this tech-
nique for long-distance crosswell reflection surveys over vast areas. Nevertheless, the usage of
surface sources would bring its inherited limitations, as discussed above, due to the extra propa-
gation of the surface signals to the observation boreholes, especially when a strongly weathered
layer is present.

Underlying assumptions for the retrieval of responses between two receivers using crosscor-
relation are those of a lossless medium and a homogeneous illumination of the receivers. To
overcome these restrictions, it was proposed to use crossconvolution instead of crosscorrelation
(Slob et al., 2007; Halliday and Curtis, 2009) or trace deconvolution (Vasconcelos and Snieder,
2008a,b). Wapenaar et al. (2008b) propose a new approach to seismic interferometry that is
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based on multidimensional deconvolution (MDD) instead of the conventional crosscorrelation
(CC). Wapenaar et al. (2008a) demonstrate that this method is also useful for application to elec-
tromagnetic data. The differences between the CC and MDD methods are: (1) MDD is valid
in dissipative media, (2) MDD compensates for the source spectrum, (3) MDD could compen-
sate for irregular source arrays, and (4) MDD accounts for the effects of one-sided illumination.
Because MDD compensates for the spectrum of the source wavelets, it could potentially result
in higher-resolution images than the CC method. Even though the results from the CC method
are normally deconvolved for the source spectra after correlation and summation, this deconvo-
lution might not be trivial. Furthermore, when source arrays are irregular, wave amplitudes and
traveltimes retrieved by the MDD method better represent the true wavefield than those from
the CC method: the amplitudes of the wavefield retrieved by the CC method differ from the
true wavefield and the integration of the crosscorrelation results from the irregular source ar-
ray would result in lower signal-to-noise ratio of the retrieved results (e.g., Snieder et al., 2006;
Mehta et al., 2008b; Wapenaar et al., 2008b). On the other hand, the MDD method has also
several constraints: (1) MDD requires receiver arrays and therefore MDD cannot be applied to
a single receiver configuration, (2) MDD tends to be more CPU intensive than the CC method
by array operation, and (3) MDD is possibly unstable because the inversion problem may be
ill-conditioned.

Here, we describe the theory of crosswell seismic interferometry by CC and MDD. This is the
first application of MDD for crosswell seismic data. Furthermore, we introduce singular-value
decomposition (SVD) to stabilize the MDD solution because the source-receiver configuration
introduces an ill-posed problem for solving the MDD relationship. Introducing SVD inversion
for MDD is a different approach from the damped-least-squares inversion for electromagnetic
data (Wapenaar et al., 2008a) and that for seismic data with a surface receiver array (Wapenaar
et al., 2008b). We apply the methods to both numerically modeled and field data. The reflection
profiles that we retrieve show that the imaged reflection boundaries from CC and MDD agree
well with the velocity model.

Seismic Interferometry

6.1.1 Seismic interferometry by crosscorrelation

The governing equation of SI by the CC method is derived from two-way wavefield reciprocity
and the principle of time-reversal invariance (Wapenaar and Fokkema, 2006). It is described in
the space-frequency domain as

2<{Ĝ(xA, xB, ω)} ≈ 2
ρc

∮
∂D

Ĝ(xA, x, ω)Ĝ∗(xB, x, ω)d2x, (6.1)

where x = (x1, x2, x3) is a position vector in Cartesian coordinates, Ĝ(xA, xB, ω) represents the
Green’s function for a signal of angular frequency ω at receiver xA from a source at xB and
Ĝ(xB, x, ω) represents the Green’s function at receiver xB from a monopole source at x. The
asterisk superscript indicates complex conjugation. Multiple sources x are distributed along an
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arbitrarily shaped closed surface ∂D and integration along this boundary is evaluated. The multi-
plication of the complex-conjugated Green’s function at xB with the Green’s function at xA in the
frequency domain, corresponds to a crosscorrelation in the time domain. Therefore, Ĝ(xA, xB, ω)
can be retrieved by integrating crosscorrelations of the wavefield observed at receivers xA and xB

along the closed surface ∂D where sources exist. Note that the interferometric relation 6.1 was
obtained from an exact relation after several approximations. Firstly, it was assumed that the
medium along and outside ∂D is homogeneous. Secondly, a far-field approximation was applied
to exchange dipole sources in the exact representation with monopole ones. In practical appli-
cations, these approximations might lead to (possibly significant) amplitude errors and spurious
events.

For application of interferometry to crosswell seismic data, the energy sources that generate
the wavefield can be either artificial active sources or natural passive sources. In this study, we
consider only active sources on the ground surface, as used for conventional VSP surveys. The
use of high-energy surface sources allows the crosswell reflection method to be used for widely
separated boreholes. Furthermore, evaluation of the application of crosswell interferometry is
simpler if controlled surface sources with known physical properties are used.

For our application of crosswell SI (equation 6.1), we use sources on the ground surface and
receivers in the boreholes (Torii et al., 2006; Minato et al., 2007; Mehta et al., 2008a, 2010)
as shown in Figure 6.1. Multiple surface sources are sequentially excited and the resultant
wavefields are observed at all borehole receivers (Figure 6.1). Here, the Green’s function on the
left-hand side of equation 6.1 represents the virtual wavefield at well-1, assuming virtual sources
at well-2; this is represented by ĜL(xA, x, ω) in Figure 6.1. The two Green’s functions on the
right-hand side of equation 1 represent the observed wavefields at the boreholes. However, in
the field we do not measure the Green’s function, but measure the pressure field. Therefore,
the two Green’s functions on the right-hand side of equation 6.1 are changed to pressure fields p̂
including the Fourier transform of the wavelet Ŝ (ω) of the surface sources (in field measurements
this wavelet should also account for the instrument response of the receivers) as

p̂(xA, x, ω) = Ŝ (ω)Ĝ(xA, x, ω), (6.2)

p̂(xB, x, ω) = Ŝ (ω)Ĝ(xB, x, ω). (6.3)

Consequently, we retrieve a response that is convolved with the autocorrelation of the surface
source wavelet. Therefore, the Green’s function on the left-hand side of equation 6.1 is ex-
changed for Ĉ representing a Green’s function multiplied by the power spectrum of the surface
source wavelet (i.e.,the Fourier transform of the autocorrelation):

2<{Ĉ(xA, xB, ω)} ≈ 2
ρc
|Ŝ (ω)|2

∮
∂D

Ĝ(xA, x, ω)Ĝ∗(xB, x, ω)d2x. (6.4)

In our case of crosswell geometry, the integration boundary of equation 6.4 does not take the
form of a closed surface because the source distribution is localized only on the earth’s surface.

The computation procedure can be described as follows. The wavefield Ĉ(xA, x, ω) , which
propagates from one receiver in well-2 (x) to another receiver in well-1 (xA), can be retrieved
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from

Ĉ(xA, x, ω) ≈
N∑

k=1

p̂(xA, x(k)
S , ω)p̂∗(x, x(k)

S , ω), (6.5)

where p̂∗(x, x(k)
S , ω) is the complex-conjugated wavefield observed at x from the k-th surface

source, and p̂(xA, x(k)
S , ω) is the wavefield at xA from the k-th surface source. Note that we

changed the notations in equation 6.1 from the source position x in the integral to x(k)
S , and

the receiver position xB to x. We also skipped the factor 2/ρc. To account for the integral of
equation 6.4, the correlation products are stacked over the interval of the surface source array
with the maximum number of elements N. In the examples that we are showing, we look only
at the causal part of Ĉ in equation 6.5 because, due to the horizontally layered subsurface and
ignoring back-scattering, the acausal part of Ĉ would be retrieved from surface sources to the
left of well-1, which we do not have. Equation 6.5 is similar to the virtual source method
of Bakulin and Calvert (2006), but in their work, they implement the crosscorrelation of the
gated direct field in x with the full wavefield at xA in order to improve the retrieved up-going
events. Similarly, Mehta et al. (2007) show that correlation of separated down-going waves
in x with separated up- or down-going waves at xA improves the retrieval of events. Gating
and/or separating wavefields before crosscorrelation can be regarded as an optional processing
of equation 6.5 which is a crosscorrelation between total wavefields.

6.1.2 Seismic interferometry by multidimensional deconvolution

Seismic interferometry by the MDD method is based on one-way reciprocity theory (Wape-
naar et al., 2008a). One-way reciprocity refers to the relationship between wavefields or dif-
fusion fields that can be separated into up-going and down-going components. In this study,
we consider one-way reciprocity of scalar fields p̂+ and p̂−, which represent down-going and
up-going acoustic wavefields, respectively. The one-way reciprocity theorem of the convolution
type is represented in the space-frequency domain as follows:∫

∂D2

{ p̂+A p̂−B − p̂−A p̂+B}d2x =
∫
∂D1

{ p̂+A p̂−B − p̂−A p̂+B}d2x, (6.6)

where ∂D2 and ∂D1 represent horizontal boundaries of infinite extent (∂D1 lies below ∂D2).
Subscripts A and B in equation 6.6 indicate two independent states, i.e., state A and B could
have different source positions and medium parameters. Two assumptions are required for equa-
tion 6.6: no sources should be located between the boundaries ∂D2 and ∂D1, and the physical
parameters of the transmitting medium enclosed by the two boundaries should be identical for
states A and B. Substituting the observed wavefield from the actual source-receiver configura-
tion into one of these states, and the desired wavefield (as the unknown function) for the virtual
source-receiver configuration into the other state, leads to a relationship that is solved in the
MDD method.

For the crosswell geometry, the derivation of the MDD relationship can be accomplished
by imagining the configuration described above as rotated over 90◦. In this situation, the up-
going and down-going waves can be regarded as right-going and left-going waves, respectively.
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Furthermore, ∂D2 and ∂D1 in equation 6.6 become vertical boundaries. We then substitute the
observed acoustic wavefield ( p̂+B and p̂−B, or p̂L

B and p̂R
B in the new configuration) from the surface

sources into state B of equation 6.6, and the acoustic wavefield ( p̂+A and p̂−A, or p̂L
A and p̂R

A in the
new configuration) of the desired crosswell wavefield into state A. Here, we place two receiver
borehole positions to correspond with the vertical boundaries ∂D2 and ∂D1 (Figure 6.1). Thus,
we obtain the following convolution relationship between the observed wavefields from surface
sources and the crosswell wavefield that we want to estimate (see Appendix for detail):

p̂L(xA, xS , ω) =
∫
∂D2

ĜL(xA, x, ω)p̂L(x, xS , ω)d2x, (6.7)

where p̂L(xA, xS , ω) is the acoustic wavefield observed at receiver position xA in well-1 from a
physical source at the surface at xS . Similarly, p̂L(x, xS , ω) is the acoustic wavefield observed at
receiver position x in well-2 from the same physical source at xS (see Figure 6.1). The super-
script L indicates decomposed leftword-propagating wavefields. ĜL(xA, x, ω) is the function to
be retrieved and represents the crosswell Green’s function at receiver position xA in well-1, as-
suming that receiver x in well-2 is the virtual source position. Note that ∂D2 of equation 6.7 is a
2D surface; however, in practice, our borehole represents 1D boundary in the vertical direction.
Therefore we approximate ∂D2 as a 1D line in the vertical direction at the borehole positions.

MDD processing is usually done in the frequency domain, and an integral is evaluated along
all receiver positions in well-2 (equation 6.7). Equation 6.7 states that integrating the product
(in the frequency domain) of crosswell Green’s functions and observed records at well-2 for
all receiver positions (∂D2) gives the observed records at well-1. This relationship is exact
(assuming a 2D configuration) when the following three conditions are satisfied: (1) ∂D2 (length
of the borehole array at well-2) is of infinite extent, (2) the space to the left of well-1 is non-
reflecting (i.e., no wavefields, such as reflections, originate from left of well-1), and (3) the
physical source xS is located to the right of well-2 (see Appendix for detail). Contrary to the
CC method (equation 6.5), MDD needs integration not over sources, but over receivers. This
implies that the MDD method has the potential to be applied even for complex irregular source
distributions.

Resolving ĜL(xA, x, ω) from equation 6.7 requires MDD. If we consider one receiver position
in well-1 (xA) and multiple source positions (xS ) and if we replace the integral by a summation
over the receivers of well-2 (∂D2), equation 6.7 can be written in a matrix-vector notation as(

p̂L
(
xA, x(1)

S

)
. . . p̂L

(
xA, x(N)

S

))
=

(
ĜL (xA, x1) · · · ĜL (xA, xM)

) 
p̂L
(
x1, x(1)

S

)
. . . p̂L

(
x1, x(N)

S

)
...

. . .
...

p̂L
(
xM , x(1)

S

)
. . . p̂L

(
xM , x(N)

S

)
 , (6.8)

where we made use of Berkhout (1982) matrix-vector notation and the frequency dependency
was omitted for brevity. We can rewrite this equation as

p̂L
A = ĝLP̂L

B. (6.9)
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For N sources on the ground surface and M receivers in well-2, P̂L
B forms an M×N matrix whose

columns contain p̂L (x, xS , ω) for a fixed source position (xS ) and variable receiver positions (x)
in well-2 (i.e., this becomes a shot gather), and whose rows contain p̂L (x, xS , ω) for a fixed
receiver position (x) and variable source positions (xS ) (i.e., a receiver gather). Hereafter, we
call the P̂L

B matrix the incident field matrix. On the other hand, p̂L
A is a 1×N row vector containing

p̂L (xA, xS , ω) for a fixed receiver position (xA) and variable source positions (xS ). Similarly, ĝL

is a 1 × M row vector containing ĜL (xA, x, ω) for a fixed receiver position (xA) and variable
borehole source positions (x), which is the Green’s function that we wish to retrieve.

To estimate the unknown wavefield ĝL from equation 6.9, we use matrix inversion so that

ĝL = p̂L
A

(
P̂L

B

)−1
, (6.10)

where
(
P̂L

B

)−1
is the generalized inverse of P̂L

B (Menke, 1989). Equation 6.10 shows that if
surface sources have different wavelets at different positions, e.g.,

p̂L(xA, x(k)
S , ω) = Ŝ (x(k)

S , ω)ĜL(xA, x(k)
S , ω), (6.11)

MDD implicitly accounts for them and retrieves the Green’s function. Equation 6.7 implies that
stable estimation of ĜL (xA, x, ω) requires observation of p̂L (xA, xS , ω) and p̂L (x, xS , ω) from
sources that are sufficiently widely spread. However, for practical application the number of
sources is finite and their distribution is limited, so equation 6.10 could become an ill-posed
problem and make it difficult to estimate ĝL uniquely. Therefore, Wapenaar et al. (2008b) stabi-
lize the generalized inverse

(
P̂L

B

)−1
by using damped-least-squares inversion as follows:

(
P̂L

B

)−1
=
(
P̂L

B

)† [
P̂L

B

(
P̂L

B

)†
+ ε2I

]−1
, (6.12)

where ε is Tikhonov’s regularization parameter (Morozov et al., 1984), which stabilizes the in-
verse matrix on the right-hand side of equation 6.12, and I is a unit matrix. The dagger symbol
† indicates Hermitian conjugation. Because equation 6.12 is evaluated for all frequencies, the
appropriate value of ε will be frequency dependent. When ε is too small, the solution of equa-
tion 6.12 is unstable and gives rise to artifacts. When ε is too large, the solution of equation 6.12
is over-damped and its resolution is low. Therefore, to obtain a high-quality Green’s wavefield,
it is essential to estimate a suitable value of ε at every frequency. Because ε may depend on both
source-receiver configurations and data acquisition noise, it is difficult to specify an optimal
value. Here, we propose a different approach, as discussed below.

To obtain a stable solution for equation 6.9, we adopt a singular-value decomposition (SVD)
scheme. SVD is a powerful tool for the solution of ill-posed linear inverse problems (Klema
and Laub, 1980). Because the least-squares method using SVD requires the division of singular
values, it is easy to evaluate how the retrieved wavefield ĝL will be unstably estimated. When the
rank of the incident field matrix P̂L

B is r = rank(P̂L
B) ≤ min(N,M), we can use SVD to decompose

P̂L
B as follows:

P̂L
B = Vr∆rU†r , (6.13)
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where ∆r is an r × r diagonal matrix whose diagonal components are non-zero singular values.
Vr is an M × r matrix, the columns of which are composed of the r- eigenvectors of P̂L

B(P̂L
B)†

having non-zero eigenvalues. Ur is an N × r matrix, the columns of which are composed of the
r- eigenvectors of ˆ(PL

B)†P̂L
B having non-zero eigenvalues. Now that we have the pseudoinverse

of P̂L
B as(

P̂L
B

)−1
= Ur∆

−1
r V†r (6.14)

and the solution of equation 6.9 becomes

ĝL
est = p̂L

AUr∆
−1
r V†r . (6.15)

By evaluating equation 6.15 for all frequencies, we retrieve new spectra of the crosswell Green’s
function ĜL (xA, x, ω) as a common-receiver gather.

An incident field matrix is constructed for each frequency, and the maximum singular values
differ for each frequency. The magnitude of the singular value corresponds to the energy of
the system and the maximum singular value at each frequency is assumed to be proportional to
the magnitude of the energy of the observed data. As previously mentioned, MDD commonly
becomes an ill-posed problem when applied to field data, but this is also the case for synthetic
data, so the incident field matrix P̂L

B will not be a full-rank matrix. Hence, several singular values
that are zero or very small compared to the maximum value are typically excluded (e.g., Klema
and Laub, 1980; Ursin and Zheng, 1985; Freire and Ulrych, 1988). Also, for MDD it is better to
exclude singular values that are small compared to the maximum value for all frequencies.

6.2 Application to modeled data

6.2.1 Model description

We apply the CC method (equation 6.5) and the MDD method (equation 6.15) to modeled data
and compare the results. The velocity model we use to model the data is based on the logged
P-wave velocity of the field data discussed in the following section. Two vertical boreholes are
used, each with 72 receivers installed at intervals of 2 m between 28 m and 170 m depth. These
receiver arrays are used to record wavefields from surface energy sources. With interferometry
we retrieve crosswell wavefields whose virtual sources are chosen to be in well-2. The distribu-
tion of surface sources is important for both the CC and MDD methods. We use the same surface
source distribution for the CC and MDD methods to facilitate comparison of the two methods.

As we aim at retrieval of responses at well-1 from virtual sources in well-2 using the MDD
method, we place our surface sources only to the right of well-2 (Figure 6.1). Since the velocity
model is 1D in the vertical direction, all wavefields recorded in the boreholes from surface
sources, lying to the right of well-2, are left propagating. Therefore, we do not need to apply
wavefield separation and we can use the total wavefield for MDD. Note that for conventional
VSP or crosswell processing, the up-down wavefield separation is performed, while left-right
separation is not common. It would be difficult to see prominent left- or right-propagating
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waves unless a prominent vertical or steeply dipping reflector is present. Nevertheless, a layered
subsurface without strong changes of the seismic parameters in the horizontal direction would
effectively give rise to left- or right-propagating fields from a smart choice of surface sources;
this would be very beneficial for the application of SI by MDD.

The appropriateness of this one-sided source distribution for the CC method can be explained
as follows. Stationary-phase theory for the CC method (e.g. Schuster et al., 2004; Snieder, 2004;
Snieder et al., 2006) allows us to consider a hypothetical reflection raypath that propagates from
the receiver position in well-2 to the receiver position in well-1. If this hypothetical raypath
originates at a surface source, then it can be said that this source lies at the stationary-phase point
(is a stationary source) with respect to the retrieval of crosswell reflections. In our velocity model
(1D in the vertical direction, Figure 6.1) the stationary sources that produce causal crosswell
reflections are all to the right of well-2. Therefore, it is reasonable to install surface sources
at the right side of well-2. Surface sources lying to the left of well-1 would produce acausal
reflections. Sources lying between the boreholes would contribute to the destructive interference
of crosscorrelations (Snieder et al., 2006; Mehta et al., 2008b; Schuster, 2009).

We model 51 surface sources placed at 2 m intervals in a line starting 1 m from well-2 and
extending 101 m to the right. Wavefields are modeled using an acoustic finite-difference time
domain (FDTD) method (Virieux, 1986). The modeled record length is 0.4 s and the sample
interval is 0.2 ms. The source wavelet is a Ricker wavelet with a central frequency of 80 Hz.
Gaussian noise is added to the modeled data. The modeled shot gather recorded at well-1 from
the surface source 1 m from well-2 (Figure 6.2) shows that there are both direct waves and
reflections that originate from subsurface layers.

6.2.2 Characteristic of the rank of the incident field matrix

We construct the matrix and vectors in equation 6.9 for the numerically modeled data by
Fourier transformation and apply SVD to the incident field matrix P̂L

B for all frequencies (Fig-
ure 6.3(a)). For each frequency, r = rank(P̂L

B) ≤ min(N,M) , so Figure 6.3(a) shows 51 singular
values, which is the number of sources (N = 51). The magnitudes of the singular values shown
in Figure 6.3(a) are the diagonal components of ∆r ordered in descending magnitude. The fre-
quency interval for this calculation is 2.5 Hz and the Nyquist frequency is 2500 Hz. However,
the singular values are evaluated only up to a frequency of 300 Hz because we consider there
would be very little signal above 300 Hz as can be expected for a 80Hz of Ricker wavelet.
Therefore, the data at frequencies above 300 Hz are not used for the MDD calculation.

The singular values at 100 Hz (Figure 6.3(b)) show that they decay approximately linearly,
but with two different slopes. At the beginning, from first singular value to seventh singular
value the slope is steep and these singular values rapidly diminish in amplitude. After about the
44 singular values, the slope is less steep, but the amplitudes are already too low in comparison
to the maximum amplitude. This indicates that our problem is ill-posed and the incident field
matrix is not a full-rank matrix.

If the wavefield sources were both at the surface and in the subsurface, the available rank
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of P̂L
B would increase. To confirm this, we model wavefield data from subsurface sources and

apply SVD to these data. For this modeling, we use the same receiver configuration as for the
surface-source simulation (Figure 6.1) and place 51 sources at 2 m depth intervals from 0 to
100 m in a vertical well 50 m to the right of well-2. The presence of the free-surface would
effectively mean a doubling of the source aperture in the direction above the sources due to
the interpretation of the free-surface reflections as wavefields from mirrored sources. Because
the recording times, though, are still kept the same, 0.4 s, the aperture would not increase so
dramatically. We calculate wavefields for this source-receiver configuration and add the same
Gaussian noise as that used for the surface-source simulation. Hereafter, we refer to this dataset
as the subsurface-source record. We calculate the singular values of the incident field matrix for
this subsurface-source record (Figure 6.4(a)). Even though the sources are in the subsurface, the
incident field matrix is still not full rank, possibly because of the sparse distribution of sources.
However, the subsurface-source record (Figure 6.4(a)) has a higher number of singular values
with an amplitude of 5% or more of the global maximum singular value than is the case for the
surface-source record (Figure 6.3(a)).

For the subsurface-source record, the singular values at 100 Hz (Figure 6.4(b)) do not reduce
linearly, as they do for the surface-source record (Figure 6.3(b)), and the first 11 singular values
are larger than those of the surface-source record (Figure 6.3(b)). Therefore, the contributions
of these singular values to the pseudoinverse calculation are larger than for the surface-source
record because the strength of the correlation of the incident field matrix is decreased by the
source distribution.

That P̂L
B is not a full-rank matrix can be confirmed from the crosscorrelation matrices P̂L

B(P̂L
B)†

and (P̂L
B)†P̂L

B. High values of these crosscorrelations in the off-diagonal elements indicate linear
dependence of the rows or columns of the P̂L

B matrix, which reduces the rank of P̂L
B. Because

the P̂L
B matrix is formed from observed data, the two crosscorrelation matrices P̂L

B(P̂L
B)† and

(P̂L
B)†P̂L

B provide measures of the correlation between receiver gathers and between shot gathers,
respectively. Therefore, the strength of the correlation of P̂L

B (and the rank of P̂L
B) may depend

on the source or receiver distributions. In other words, the lower rank of the matrix means that
the available sources do not illuminate sufficiently the receiver array.

To determine the strength of the correlation of the column components of the incident field
matrix (crosscorrelation between shot gathers in well-2 from different sources) we calculate the
crosscorrelation matrix (P̂L

B)†P̂L
B and scale it to represent the crosscorrelation coefficient as,

R(i, j) =
V(i, j)√

V(i, i)V( j, j)
, (6.16)

where V is a variance-covariance matrix of shot gathers (variance and covariance of the column
components of P̂L

B) and R represents the coherence matrix, which is a crosscorrelation coefficient
matrix scaled by the standard deviations of each shot gather. The ith-row and jth-column com-
ponents of Figure 6.5(a) indicate the absolute values of the coherence (R(i, j)) for shot gathers
in well-2 whose (surface or subsurface) sources are at x(i)

S and x( j)
S . Therefore, the diagonal com-

ponents of the crosscorrelations (Figure 6.5(a)) are all equal to 1. If there are many components
with large coherence in the off-diagonal elements, the observed data resemble each other and



69 6. Crosswell Interferometry by MDD and CC without borehole sources

the available rank of the incident field matrix is low. The coherence of the incident field matrix
for the surface-source record (Figure 6.5(a)) show a strong correlation along the vicinity of the
diagonal components (warm colored area). This indicates that the shot gathers from adjacent
surface sources correlate well, possibly because of the simple velocity model we used. We also
show the coherence matrix of the incident field matrix for the subsurface-source record (Fig-
ure 6.5(b)). Here, the gridded structure appearing in Figure 6.5(b) comes from the interference
of events reflected with positive and negative reflection coefficients. The strongest contributor to
this structure is the free-surface, whose reflection coefficient is -1. In Figure 6.5(a) this gridding
is not visible because the sources are located at the free-surface in this situation. The coher-
ence matrix of the incident field matrix for the subsurface-source record (Figure 6.5(b)) show
a narrower diagonal correlated area than that of the surface-source record (Figure 6.5(a)). This
indicates that the shot gathers from vertically adjacent sources are less well correlated. There
are 401 components of the surface-source record with coherence that exceed 0.9, whereas only
119 components of the subsurface-source record are in that category (Figure 6.5(a) and 6.5(b),
respectively).

The above observations confirm that subsurface sources provide a higher-ranked incident field
matrix than surface sources, and thus provide a larger amount of data that contributes to retrieved
crosswell wavefields. The simple horizontally layered velocity structure we use in this study
contributes to the strong correlation of the surface-source record. The strength of the correlation
of observed data would be dependent on the velocity model. Therefore, for a more complex ve-
locity model, the rank of the incident field matrix would increase because the strength of the cor-
relations between data is reduced by the complex raypaths that result from surface sources. The
multiple scattering from the subsurface complexities would increase the receivers’ illumination
from different directions and effectively would add extra secondary sources in the subsurface.
However, for a more complex velocity model, separation of the left-going wavefield, which is a
condition for MDD, might be required. Furthermore, complexity might introduce common sta-
tionary noise, e.g., scattering from a point-like scatterer (in relation to the dominant wavelength)
would introduce energy that illuminates the receivers from the same direction irrespective of the
position of the surface sources. Such case, though, would not be frequent.

6.2.3 Imaging results from crosscorrelation and multidimensional deconvolution

We retrieve crosswell reflection wavefields from surface source records using the CC and
MDD methods. We use as surface source records the acoustically modeled data inside two
boreholes, each with 72 receivers installed at intervals of 2 m between 28 m and 170m depth.
We model 51 surface sources placed at 2 m intervals in a line starting 1 m from well-2 and
extending 101 m to the right. For our retrieval using the MDD algorithm, the rank of the incident
field matrix P̂L

B is determined taking into account only those values that are larger than 5% of
the maximum value (Figure 6.3(a)). We estimate the crosswell Green’s function ĜL (xA, x, ω)
as a receiver gather from equation 6.15. Figure 6.6(a) shows the crosswell common-receiver
gather retrieved by MDD in the time domain for the receiver at 106 m depth in well-1. For
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comparison, we also retrieve the crosswell common-receiver gather by using the CC method
(Figure 6.6(b)) with equation 6.5. The receiver gather retrieved by the CC method (Figure 6.6(b))
is wavelet-deconvolved after crosscorrelation and summation (equation 6.5). We also directly
model a wavefield for a receiver placed at 106 m depth in well-1 and sources placed at 2 m
depth intervals from 28 m to 170 m in well-2 (Figure 6.6(c)). The responses in Figure 6.6(c) are
also wavelet-deconvolved. Each of the three receiver gathers shows a free-surface reflection (r1,
down-going reflection), a reflection from the boundary at 160 m depth (r2, up-going reflection),
and a reflection from the boundary at 40 m depth (r3, down-going reflection). Here, by up-going
(or down-going) reflections we mean reflected waves that propagate upward (or downward) from
the acoustic impedance boundary that causes their reflection. The direct arrivals below around
100m were not retrieved in either the MDD (Figure 6.6(a)) or CC (Figure 6.6(b)) results. This
is because there are no up-going waves contributing to the retrieval of those direct arrivals.

The CC result is dominated by up-going waves, whereas the MDD result contains both (up and
down) events with better relative amplitudes. For example, the down-going waves (r1 and r3) are
appearing in the MDD results with better amplitudes than in the CC results. Since the CC result
is dominated by up-going waves, r3 is covered by down-going events and can not be recognized
in Figure 6.6(b). The up-going events (r2) are retrieved well in both the MDD and CC results.
The MDD result (Figure 6.6(a)) and CC result (Figure 6.6(b)) exhibit comparable resolution
because MDD directly retrieves Green’s functions, whereas the CC result is deconvolved by a
wavelet that is the autocorrelation of the original wavelet of the surface sources.

The fact that we use sources only at the surface means that we create a preferred direction of
illumination at the receiver arrays from above, that is, for up-going reflections. For the retrieval
of down-going reflections, we rely on contributions from waves that have reflected at subsurface
layers, and thus act as secondary Huygens sources, before being recorded by the receivers in
well-2. Such waves are at least second-order reflections of relatively low energy. Furthermore,
equation 6.1 is obtained after a far-field approximation. For secondary sources close to the re-
ceivers this approximation is not valid anymore and might result in significant amplitude errors.
The above reasons could explain why the CC result in Figure 6.6(b) exhibits mainly up-going
retrieved events. On the other hand, the MDD method would treat the amplitudes of both up-
(r2) and down-going reflections (r1 and r3) more accurately and would give better results (Fig-
ure 6.6(a)). This happens because the MDD method is more robust with respect to the source
distribution than the CC method as shown in Wapenaar et al. (2008b).

We image the subsurface structure using retrieved crosswell wavefields. We retrieve all the
crosswell wavefields (i.e., all crosswell receiver gathers). Because there are 72 receivers in
well-1, we apply MDD (equation 6.15) 72 times. The total crosswell wavefields retrieved from
MDD contain 72×72 traces. For imaging, retrieved crosswell data are decomposed into up- and
down-going reflections. Up-going reflections are used for imaging of the deep structures and
down-going reflections are used for imaging of the shallow structures (Lazaratos et al., 1993).
We decompose the crosswell wavefield using an f − k filter and apply Kirchhoff prestack depth
migration (Figure 6.7). In the direct modeling result (Figure 6.7(c)), the images from 0 m to 90 m
are produced from down-going reflections while the images below 90 m are produced from up-
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going reflections. In the SI results (Figures 6.7(a) and 6.7(b)), we change this cut-off depth to 55
m because it produced better signal-to-noise ratio (S/N). This possibly comes from the fact that
in the SI the effective propagation direction is dominated by up-going waves. The amplitudes of
these images are normalized with the amplitude at 40 m depth for the shallow structure (from
down-going reflections) and with the amplitude at 160 m depth for the deep structures (from
up-going reflections). The MDD and CC results (Figures 6.7(a) and 6.7(b)) agree well with
the direct modeling result (Figure 6.7(c)) and the velocity model (Figure 6.7(d)). However, the
images from 0 m to 55 m (from down-going reflections) are relatively noisy. We show the
migrated signals halfway between the two boreholes in Figure 6.8. The MDD and CC results
(Figures 6.8(a) and 6.8(b)) are noisier than the direct modeling result (Figure 6.8(c)). However,
the peak amplitudes below 55 m compare well with the direct modeling result (Figure 6.8(c)) and
the reflection coefficients (Figure 6.8(d)). The amplitudes from 0 m to 55 m show the correct
amplitude peaks around 20 m and 40 m depth, however, the phases between 20 m and 40 m
are not correctly imaged. This is possibly caused by the insufficient retrieval of down-going
reflections and the smearing effects of migration. Comparing the two SI results with the direct
modeling result, we can also see that for the shallow reflectors the MDD result in Figure 6.8(a)
is better resolved than the CC result in Figure 6.8(b) and resembles more the direct modeling
result in Figure 6.8(c). This could be because the MDD method treats the amplitude of down-
going wave better than the CC method. For the deeper layers, both the MDD and CC methods
resolved subsurface layers very well.

6.3 Application to field data

6.3.1 Field data acquisition

We compare the results of seismic interferometry applied to field data by the CC (equation 6.5)
and the MDD (equation 6.15) methods. The field data are recorded in Aomori Prefecture, north-
east Japan. The upper 200 m of the survey area is composed mainly of horizontal alternating
layers of sandstone and tuff. The distance between the two boreholes and the receiver configu-
ration are identical to those of the numerical modeling (Figure 6.1). We use two boreholes, each
with 72 borehole hydrophones installed between 28 m and 170 m depth with an interval of 2
m. The horizontal distance between the boreholes is 50 m. Also, we install explosive surface
sources to the right of well-2. Because the area available for this experiment is limited, only
13 sources are placed (at 5 m intervals) on the right side of well-2. A 24-channel hydrophone
(2 m interval) cable is used 3 times in the borehole to provide coverage from 28 m to 170 m
depth. The temporal recording length is 0.4 s at a sampling rate of 0.25 ms, as is the case for the
modeled data. To verify the crosswell wavefields retrieved from surface-source records, we also
acquire crosswell wavefields using a downhole non-explosive OYO Wappa source (OWS; OYO
Corporation, Tsukuba, Japan) (Takahashi et al., 2001; Ogura et al., 1992) and 3-component
geophones. OWS is a borehole source that generates compressional waves in a fluid with a
bandwidth of up to several thousand Hertz. We install 72 subsurface sources from 28 m to 170
m depth at 2 m intervals. Note that for the field experiment (a 3D configuration), the source
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boundary for CC (∂D in equation 6.4) and the receiver boundary for MDD (∂D2 in equation 6.7)
should be a 2D surface. However, we still approximate them as 1D lines, as was the case for the
numerical modeling, assuming that there are no significant velocity changes along the crossline
direction for the boreholes.

To isolate the P-waves in the surface-source record, we remove S-waves and tube-waves by
using an f − k filter. The so-obtained P-waves are normalized to rms amplitudes (Figure 6.9).
Both reflected waves and direct waves can be seen in Figure 6.9. Horizontal geological layers
are predominant in this area, so we regarded the observed wavefields as leftward propagating
and did not need to isolate them from right-propagating wavefields before MDD.

6.3.2 Results

We evaluate singular values of the incident field matrix P̂L
B at all frequencies (Figure 6.10(a)).

The frequency interval for this calculation is 2.5 Hz and the Nyquist frequency is 2000 Hz. We
consider that signals are within the range from 0 to 400 Hz, and calculate the singular values
up to 400 Hz. At 100 Hz, singular values beyond the 8th-largest value are much smaller than
the maximum singular value (Figure 6.10(b)). Small singular values indicate that the incident
field matrix is not full rank as was the case for the numerical modeling, so these small singular
values must be truncated. We use singular values which exceed 5% of the maximum singular
value (Figure 6.10(a)).

We apply the MDD method to retrieve the crosswell wavefield as a receiver gather (Fig-
ure 6.11(a)). We also retrieve the equivalent receiver gather using the CC method (Figure 6.11(b)).
The result by the CC method (Figure 6.11(b)) is wavelet-deconvolved after crosscorrelation and
summation (equation 6.5). The direct arrivals below approximately 100m were not retrieved in
either the MDD (Figure 6.11(a)) or CC (Figure 6.11(b)) results because of the location of the
sources. Comparison of these wavefields reveals that the resolution of the MDD method and
the CC method is almost the same. However, the MDD result for the field data contains both
down-going and up-going events, as was also demonstrated with the modeled data. In contrast,
the CC result is dominated by up-going events. For comparison, the receiver-gather data for
the downhole source is also shown (Figure 6.11(c)). Here, the horizontal displacements of the
3-component geophone records are shown. Because the interferometric results (Figures 6.11(a)
and 6.11(b)) are shown as acoustic hydrophone wavefield, they differ both in phase and ampli-
tude from the wavefields recorded by the geophone. For our comparison, therefore, we focus on
the traveltimes of the retrieved reflections. We can see that the traveltimes of several reflections
in the wavefields retrieved by interferometry are the same as those recorded from downhole
sources (Figure 6.11(c)).

We apply prestack depth migration to the total crosswell wavefields (72×72 traces) derived by
MDD (Figure 6.12(a)), by CC (Figure 6.12(b)), and from a downhole source (Figure 6.12(c)).
The images from 0 m to 90 m depth are produced from down-going reflections and the images
below 90 m depth are produced from up-going reflections. The amplitudes are normalized by
that of 25 m depth for shallow structures (from down-going reflections) and by that of 180 m
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depth for deep structures (from up-going reflections). The dominant frequency of the wavefields
generated by the OWS downhole source is much higher than that for the borehole records from
surface sources (Figure 6.13). Further, the resolution of the reflection boundaries using the
downhole sources (Figure 6.12(c)) is higher than the resolution obtained from interferometry.
This can be explained by the very different bandwidths of the OWS and surface sources. The
resolution of the wavefield retrieved from interferometry could be improved by using large-
bandwidth surface sources. Nevertheless, the reflection boundaries, for example at 25 m, 100
m and 180 m depth (arrows in Figure 6.12) are imaged in both the MDD and the CC result.
Furthermore, these images agree well with the P-wave velocity log from well-2 (Figure 6.12(d)).

6.4 Discussion
We show that application of SI by MDD and by CC to crosswell data from impulsive sources

at the surface can retrieve the reflection response between the two boreholes as if there were
sources in one of the boreholes. Comparing the retrieved results in Figures 6.6(a), 6.6(b) and
Figures 6.11(a), 6.11(b) to results from an actual source in borehole well-2 (Figures 6.6(c) and
6.11(c), respectively), we can interpret several retrieved reflections. On the other hand, in the
Figures 6(a,b) and 11(a,b) we can also see different arrivals that are not present in Figures 6.6(c)
and 6.11(c). For example, in Figures 6(a,b) there are arrivals close in time to r2 that are parallel
to this reflection or which even cross it. Such arrivals are not present in Figure 6.6(c). These are
non-physical (ghost) arrivals that appear in the retrieved results due to insufficient illumination
by the active sources.

We show that the MDD and CC methods, applied to surface-source records, retrieve up-going
reflection wavefields very well. Furthermore, the MDD method retrieves down-going reflections
with more accurate amplitudes than the CC method. However, the MDD problem for surface-
source records is ill-posed, so the rank of the incident field matrix must be determined with care
in this case. Because the CC method does not need a rank determination, it is simpler to achieve
stable results than with the MDD method.

In order to compare the computational costs of the CC method and the MDD method, we
measure the computation time to retrieve 72 crosswell receiver gathers using the dataset of the
numerical-modeling section. The computation time for the CC method is 30 s whereas that
for the MDD method is 68 s using Intel Core i7 (2.93GHz) with 12GB memory. The MDD
method takes longer time than the CC method because the MDD method requires SVD and a
construction of the pseudoinverse matrices.

We assume a horizontally layered structure to avoid left-right decomposition for the MDD
method. If the subsurface structure is more complex, the rank of the incident field matrix may
be improved because the degree of correlation of the data is reduced by the complex reflection
raypaths generated by surface sources. For this case, however, complexity might introduce
stationary noise and, most importantly, also it would be necessary to separate the wavefields
before the application of MDD into left- and right-propagating wavefields.

In our field experiment, the bandwidth and resolution of the crosswell wavefield observed
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when using a downhole source are superior to those of the wavefields retrieved by interferome-
try. This is because the bandwidth of the actual wavefield is much larger than that of the surface-
source record (Figure 6.13). Note further that the radiation pattern of the retrieved downhole
virtual sources is limited by the surface-source aperture and cannot match the radiation pattern
of the actual downhole sources, which emits in all directions. The results from the CC method
are more sensitive to the surface-source wavelet because the dependence on the wavelet needs
to be eliminated with wavelet deconvolution after the crosscorrelation. In this way, differences
in the wavelets from the different surface sources and from different receiver responses might
not be optimally accounted for. Contrary to this, the MDD method accounts implicitly for dif-
ferences in the source wavelets during the retrieval process and this might in other applications
result in a better retrieval of the higher frequencies within the band of the energy emitted by the
surface sources. On the other hand, for the MDD method, we do not use the high-frequency com-
ponents of the seismic signal because their amplitudes are too low and get lost within the noise.
Therefore, the bandwidth for our MDD results is narrow and lacks high-frequency components.
One of the reasons the wavefields recorded with the OWS downhole sources in our field survey
have a larger bandwidth than the surface-source records is that the OWS sources have a larger
bandwidth than the surface sources. In another application, Mehta et al. (2008a, 2010) show
that the conventional crosswell data contains much higher frequencies than the virtual crosswell
data because the source-type of the virtual crosswell data is a vibroseis whereas for conventional
crosswell data the source is a downhole high-frequency exciter. Another important reason for the
relatively narrow bandwidth is that the high-frequency components of the crosswell wavefields
generated by downhole sources are likely to be attenuated less than those generated by the sur-
face sources because the former have shorter raypaths. For the source-receiver configuration we
use, the raypaths for surface-source records will always be longer than the crosswell raypaths.
Therefore, even if both the surface and the downhole sources were to have identical bandwidth,
the bandwidth of a crosswell wavefield retrieved by interferometry would be lower than that of
a wavefield generated by a downhole source because of additional attenuation along the longer
raypaths. The bandwidth of the retrieved wavefield can possibly be improved by using surface
sources with larger bandwidth. However, the fact that the crosswell SI contains lower frequen-
cies than the conventional crosswell method suggests that the combination of these two methods
would give us a larger bandwidth than that from each method alone.

The source-receiver configuration of our crosswell SI is identical to the conventional VSP sur-
vey but with two boreholes. The advantage of crosswell SI over VSP imaging is that crosswell
SI does not require the velocity of the weathered near-surface layers to image deep structures.
This has the potential to image the detailed structures below a complex overburden or obstacles.
Furthermore, by using crosswell SI, down-going reflections can be easily utilized for imaging
because the down-going multiple reflections in VSP data are transformed into down-going pri-
mary reflections in the retrieved crosswell data.
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6.5 Conclusions
We compare the application of the multidimensional deconvolution (MDD) and crosscorre-

lation (CC) seismic interferometry methods to numerically modeled and field data to retrieve
crosswell seismic reflection wavefields. Our results demonstrate the feasibility of obtaining
crosswell seismic reflection data by using widely separated boreholes without using downhole
energy sources. Because MDD solutions require stabilization, we use a singular value decom-
position (SVD) pseudoinverse solution to achieve MDD.

Our numerical modeling shows that because the data recorded from surface sources are cor-
related, the incident field matrix is not of full rank and the MDD problem is therefore ill-posed.
Furthermore, the numerical modeling shows that the use of subsurface sources improves the
rank of the incident field matrix, which indicates that a wider source distribution could be used
to increase the amount of data that contributes to the retrieval of crosswell wavefields.

We apply the CC and the MDD methods to field data to retrieve the crosswell wavefields
and then migrate the retrieved reflections. The retrieved images agree well with migrated data
from a conventional crosswell seismic reflection survey and with P-wave velocities from well
logs. The comparison of the retrieved reflected wavefields from the two methods with the re-
flected wavefields observed using borehole vibrators shows that both the MDD and CC methods
retrieve up-going reflections very well, and the MDD method retrieves down-going reflections
with better amplitude preservation than the CC method.
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2

Figure. 6.1: Velocity model and source-receiver configuration used for numerical modeling.
There are 72 receivers at 2 m interval in each borehole and 51 sources (x(1)

S to x(51)
S ) at the surface.

x(k)
S , x, and xA represent the source and the two observation locations as used in equations 6.5 and

6.7, while ∂D1 and ∂D2 indicate the chosen position of the boundaries from equation 6.6.
p̂L(xA, x(k)

S , ω) is the acoustic wavefield observed at receiver position xA in well-1 from a physical
source at the surface at x(k)

S . p̂L(x, x(k)
S , ω) is the acoustic wavefield observed at receiver position

x in well-2 from the same physical source at x(k)
S . ĜL(xA, x, ω) represents the crosswell Green’s

function at receiver position xA in well-1, assuming that receiver x in well-2 is the virtual source
position.
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Figure. 6.2: Example of data modeled using a finite-difference time domain method. The data
for this shot gather are recorded in well-1 from the first surface source to the right of well-2.
Gaussian noise is added to the modeled data after normalization to rms amplitude. The signal-
to-noise ratio is set to 40.
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Figure. 6.3: Singular values ∆ii of the incident field matrix P̂L
B from surface-source data. (a)

Singular values of P̂L
B at each frequency. The solid white line shows the rank determined from

the 5% criteria of the global maximum. (b) Singular values of P̂L
B at 100 Hz as indicated by the

dashed line in (a).
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Figure. 6.4: Singular values ∆ii of the incident field matrix P̂L
B from subsurface-source data. (a)

Singular values of P̂L
B at each frequency. The white solid line shows the rank determined from

the 5% criteria of the global maximum. (b) Singular values of P̂L
B at 100 Hz as indicated by the

dashed line in (a).
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(a)

 

(b)

Figure. 6.5: Absolute value of the coherence matrix of the incident field matrix. Scaled (P̂L
B)†P̂L

B
for 100 Hz from (a) surface-source data and (b) subsurface-source data. The indices i and j
indicate the coherence of the observed shot gather from the sources at positions x(i)

S and x( j)
S for

100 Hz.
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(a) (b) (c)

(d)

Figure. 6.8: Migrated signals (after amplitude normalization) for the trace at the middle of
the boreholes in Figure 6.7 from (a) multidimensional deconvolution, (b) wavelet-deconvolved
crosscorrelation and (c) wavelet-deconvolved direct modeling. (d) The refection coefficients
calculated from Figure 6.7(d).
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Figure. 6.9: Example of the recorded field data after preprocessing: a shot record in well-1 from
the surface source at 5m distance from well-2. The pink dotted line indicates a reflection signal
from a subsurface boundary.
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Figure. 6.10: Singular values of the incident field matrix P̂L
B for the field data. Because r =

rank(P̂L
B) ≤ min(N,M) , where N and M are the number of sources and receivers, there are 13

singular values for each frequency. (a) Singular values of P̂L
B at each frequency. The solid white

line shows the rank determined from the 5% criteria. (b) Singular values of P̂L
B at 100 Hz as

indicated by the dashed line in (a).
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Figure. 6.13: Average frequency spectra from input data for seismic interferometry using explo-
sive surface sources (solid line) and crosswell data using downhole sources (dashed line).



7 Conclusions

7.1 Summary of study
In this thesis it is shown that the Seismic Interferometry (SI) retrieves Green’s function based

on the reciprocity theorem. We showed that the SI has a potential to be applied to a wide range
of the field data in order to monitor the dynamic change of the properties or to reduce the survey
cost.

We applied SI to Ocean Bottom Seismogram (OBS) records observing local earthquakes.
We used the stationary-phase interpretation to obtain the high-quality reflection imaging results
under the localized source distribution. We estimated the raypath of two reflection events which
are sea-surface P-wave reflection and sea-surface multiple P-wave reflection. We show that
choosing CC traces by stationary-phase evaluation improves the quality of the reflection from the
upper oceanic crust boundary. This processing can be used to obtain higher-resolution reflection
images under the insufficient source illumination.

We applied SI to ambient noise records. We estimated the velocity change during six months
at South Tohoku region in the duration of the 2011 off the Pacific coast of Tohoku Earthquake
in Japan using scattered wave from autocorrelation analysis. The estimated velocity drop was
around 2% in Fukushima prefecture. The spatial distribution of velocity change shows the cor-
relation for both static strain change derived from GPS and the peak particle velocity during
earthquake. Therefore, the velocity change may be associated with (1) the enormous stress
change due to the earthquake and (2) near-surface damaging due to the strong motion of seismic
wave.

In order to enhance the quality of the retrieval of the wavefield, we implemented singular-
value decomposition for Multidimensional deconvolution (MDD) interferometry. We investi-
gated the source illumination for SI by MDD using the quantities derived from SVD represent-
ing the characteristics of the inverse problems. We found that the MDD is ill-posed problem
and showed that the rank of the Incident field matrix (IFM) which is the kernel matrix of MDD,
reflects the amount of the source illumination. This observation is crucial when we design the
seismic experiments for MDD-based approach.

We applied SI by CC and MDD to the borehole data. We retrieved a crosswell wavefield from
a conventional VSP data, which has a potential to remove the effect of near-surface, to expand
survey area using higher-energy sources and to reduce the survey cost significantly. The retrieved
images agree well with migrated data from a conventional crosswell seismic reflection survey
and with P-wave velocities from well logs. The comparison of the retrieved reflected wavefields
from the two methods with the reflected wavefields observed using borehole vibrators shows that
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both the MDD and CC methods retrieve up-going reflections very well, and the MDD method
retrieves down-going reflections with better amplitude preservation than the CC method.

7.2 Future prospects
A principle of Seismic Interferometry has already been used for many studies. Now, SI is at

the stage of practical use. One of the important feature of SI is to reduce the survey cost. It is
suitable for a survey in the urban area or disaster area where it is difficult to install a controlled
source. Furthermore, the SI is expected to be developed into the application of monitoring tech-
nique. For example, it was shown that the crosswell reflection imaging can be achieved without
borehole sources. This shows a feasibility of monitoring of e.g. carbon sequestration using high-
resolution wavefield by installing permanent receivers into the downhole. On the other hand, it
has been pointed out that the conventional CC method has a limitation when the assumption
of a homogeneous source distribution is violated. Since the MDD method has a potential to
overcome this problem, future applications are expected. In the stage of experimental design,
an appropriate source-receiver configuration must be required. Furthermore, evaluation for a re-
liability of retrieved wavefield also must be required. A stationary-phase approximation for the
CC method and the quantities derived from SVD for the MDD method is expected to contribute
to those purposes.



AppendixA

A.1 Source-reciever reciprocity
We derive the source-receiver reciprocity. We start from convolution-type reciprocity.∮

S
{ p̂Av̂i,B − v̂i,A p̂B}nid2x =

∫
D
{ p̂Aq̂B − q̂A p̂B}d3x. (A.1)

We introduce two impulse source at xA and xB inside the volume V. We define the medium
parameter for state A and B is identical. Then we obtain following wavefields,

p̂A(x, ω) = Ĝ(x, xA, ω), (A.2)

v̂i,A(x, ω) = − 1
jωρA(x)

∂iĜ(x, xA, ω), (A.3)

p̂B(x, ω) = Ĝ(x, xB, ω), (A.4)

v̂i,B(x, ω) = − 1
jωρB(x)

∂iĜ(x, xB, ω), (A.5)

where Ĝ(x, xA(B), ω) indicates the Green’s function observed at x from the source at xA(B). Sub-
stituting these equations into A.1 yields,

Ĝ(xB, xA, ω) − Ĝ(xA, xB, ω) =
∮
S

−1
jωρA(x)

[
Ĝ(x, xA, ω)∂iĜ(x, xB, ω)

−Ĝ(x, xB, ω)∂iĜ(x, xA, ω)
]
. (A.6)

The right-hand side of equation A.6 vanishes when the radius of the integral surface S is
choosen as infinite. Since S is arbitral as long as the points xA and xB are inside of V, the right-
hand side of equatoin A.6 can be always zero. Therefore, we obtain source-receiver reciprocity
as,

Ĝ(xB, xA, ω) = Ĝ(xA, xB, ω). (A.7)

Note that the source-receiver reciprocity holds in the dissipative media since the lossless as-
sumption is not introduced in the convolution-type reciprocity.
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A.2 Derivation of the MDD relationship for crosswell geometry
We derive the MDD convolution relationship for crosswell geometry (equation 6.7) from one-

way wavefield reciprocity. Our derivation of equation 6.7 is almost identical to that of Wapenaar
et al. (2008a) except that we consider the transmission response instead of the reflection re-
sponse.

In an arbitrarily heterogeneous 3D acoustic medium, one-way wavefield reciprocity is written
as ∫

∂D2

{ p̂+A p̂−B − p̂−A p̂+B}d2x =
∫
∂D1

{ p̂+A p̂−B − p̂−A p̂+B}d2x, (A.8)

where x = (x1, x2, x3) is a position vector in Cartesian coordinates, p̂ denotes acoustic wavefield
in the space-frequency domain, and the superscripts + and − denote the down-going and up-
going acoustic waves, respectively. ∂D1 and ∂D2 denote horizontal boundaries of infinite extent
above and below the domain D (Figure A.1). The subscripts A and B denote two states that
have identical medium parameters inside the 3D domain D (this is the domain enclosed by the
boundaries ∂D1 and ∂D2). Equation A.8 shows the relationship between the surface integrals of
the convolution products of the decomposed wavefields for the two states A and B. As we are
interested in a crosswell geometry, we can rotate the geometry from Figure A.1 90◦ clockwise
(Figure A.2). Here, note that we redefine the x3-axis as the vertical coordinate in Figure A.2.
Consequently, equation A.8 can be rewritten as∫

∂D2

{ p̂L
A p̂R

B − p̂R
A p̂L

B}d2x =
∫
∂D1

{ p̂L
A p̂R

B − p̂R
A p̂L

B}d2x, (A.9)

where the superscripts L and R denote the left-propagating and right-propagating waves, re-
spectively. The boundaries ∂D1 and ∂D2 are then vertical boundaries of infinite extent. In the
following derivation, these two boundaries correspond to the borehole positions.

Let us consider two independent states A and B of the domain D that have identical medium
parameters in D. State A represents the desired crosswell wavefields (Figure A.2(a)). For this
state, we assume homogeneity for the space outside domain D. A point source is placed at
xA, which is immediately left of ∂D1. To evaluate equation A.9, we need the acoustic wave-
fields along ∂D2 and ∂D1. The wavefields observed at ∂D2 are right-propagating because of the
homogeneity of the right half-space. Therefore, the wavefields along ∂D2 can be written to be

x ∈ ∂D2,

 p̂L
A = 0

p̂R
A = ĜR(x, xA, ω)Ŝ A(ω)

, (A.10)

where ĜR denotes the transmission response (or Green’s function) from xA to x, and Ŝ A denotes
the source spectrum of the point source at xA. On the other hand, the wavefields along ∂D1 are
both right-propagating, caused by the point source, and left-propagating, caused by scattering
inside D. These wavefields are written

x ∈ ∂D1,

 p̂L
A = ĜL(x, xA, ω)Ŝ A(ω)

p̂R
A = δ(xV − xV,A)Ŝ A(ω)

, (A.11)
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where the subscript V denotes the vertical coordinate; hence, xV = (x2, x3) and xV,A = (x2,A, x3,A).
The latter denotes the vertical coordinate of xA.

For state B, we consider an actual measurement condition. The right half-space from ∂D2 can
be arbitrarily inhomogeneous (Figure A.2(b)). A point source (a physical source) is placed at
xS , which is to the right of ∂D2. The receiver arrays that are placed at ∂D2 and ∂D1 observe
wavefields from this point source. In a way similar to that for state A, the wavefields observed
at ∂D2 can be represented as

x ∈ ∂D2,

 p̂L
B = p̂L(x, xS , ω)

p̂R
B = p̂R(x, xS , ω)

. (A.12)

Accordingly, the wavefields at ∂D1 are represented as

x ∈ ∂D1,

 p̂L
B = p̂L(x, xS , ω)

p̂R
B = 0

, (A.13)

where p̂R
B = 0 because we assume that the half-space left of ∂D1 is homogeneous. This condition

seems to be unpractical for crosswell surveys in the field, but in reality it can be relaxed to a
layered (horizontal or inclined) half-space, in which there are no reflected waves that propagate
back to ∂D1 from the half-space left of ∂D1.

Substituting equations A.10 to A.13 into equation A.9 yields the convolution relationship

p̂L(xA, xS , ω) =
∫
∂D2

ĜL(xA, x, ω)p̂L(x, xS , ω)d2x, (A.14)

where we applied source-receiver reciprocity (ĜR(x, xA, ω) = ĜL(xA, x, ω)). Note that this one-
way source-receiver reciprocity relation is valid only if one used flux-normalized decomposition
of the two-way wavefields into one-way wavefields (Wapenaar, 1998). Equation A.14 shows
the relationship between the crosswell wavefield ĜL(xA, x, ω) and the actual measurements of
the responses at the borehole receiver arrays from the surface source at xS . This equation can
be solved when the left-going waves p̂L(xA, xS , ω) and p̂L(x, xS , ω) are available for a sufficient
range of the source position xS . The integration of equation A.14 should be taken for the 2D
surface of ∂D2. However, our borehole is 1D along the x3-direction. Therefore in practice the
integration is taken only along the vertical direction of ∂D2 with fixed borehole position x2.



94 Appendix

2

Figure. A.1: Domain D between horizontal boundaries ∂D2 and ∂D1.

2

(a)

2

(b)

Figure. A.2: (a) Desired crosswell wavefield for state A. D is a volume enclosed by the two
boreholes (vertical boundaries ∂D1 and ∂D2) of infinite extent. ĜR(x, xA, ω) denotes the trans-
mission response (or Green’s function) from xA to x. (b) Actual wavefield for state B. p̂L and
p̂R represent left- and right-propagating wavefields from the source at xS . The areas shaded in
gray represent heterogeneous space.
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Toksöz, M. N., C. H. Cheng, and A. Timur, 1976, Velocities of seismic waves in porous rocks:
Geophysics, 41, 621–645.

Tonegawa, T., K. Nishida, T. Watanabe, and K. Shiomi, 2009, Seismic interferometry of tele-
seicmic S-wave coda for retrieval of body waves: an application to the Philippine Sea slab
underneath the Japanese Islands: Geophysical Journal International, 178, 1574–1586.

Torii, K., K. Shiraishi, K. Onishi, T. Kimura, S. Ito, T. Aizawa, K. Tsukada, and T. Matsuoka,
2006, Cross-Hole Tomography Using Seismic Interferometry: EAGE Conference and Tech-
nical Exhibition, 68, A044.

Tsuji, T., H. Tokuyama, P. Pisani, and G. Moore, 2008, Effective stress and pore pressure in
the nankai accretionary prism off the muroto peninsula, southwestern japan: J. geophys. Res,
113.

Ursin, B., and Y. Zheng, 1985, Identification of seismic reflections using singular value decom-
position: Geophysical Prospecting, 33, 773–799.

van der Neut, J., K. Mehta, J. Thorbecke, and K. Wapenaar, 2010, Controlled-source elastic
interferometric imaging by multi-dimensional deconvolution with downhole receivers below
a complex overburden: SEG Technical Program Expanded Abstracts, 29, 3979–3985.

Vasconcelos, I., and R. Snieder, 2008a, Interferometry by deconvolution, part 1— theory for
acoustic waves and numerical examples: Geophysics, 73, S115–S128.

——–, 2008b, Interferometry by deconvolution: Part 2 — theory for elastic waves and applica-
tion to drill-bit seismic imaging: Geophysics, 73, S129–S141.

Vidale, J., and Y. Li, 2003, Damage to the shallow landers fault from the nearby hector mine
earthquake: Nature, 421, 524–526.

Virieux, J., 1986, P-sv wave propagation in heterogeneous media: Velocity-stress finite-
difference method: Geophysics, 51, 889–901.

Wapenaar, K., 1998, Reciprocity properties of one-way propagators: Geophysics, 63, 1795–
1798.

——–, 2004, Retrieving the elastodynamic green’s function of an arbitrary inhomogeneous
medium by cross correlation: Phys. Rev. Lett., 93, 254301.

Wapenaar, K., D. Draganov, J. Thorbecke, and J. Fokkema, 2002, Theory of acoustic daylight
imaging revisited: SEG Technical Program Expanded Abstracts, 21, 2269–2272.

Wapenaar, K., and J. Fokkema, 2006, Green’s function representations for seismic interferome-
try: Geophysics, 71, SI33–SI46.

Wapenaar, K., E. Ruigrok, J. van der Neut, and D. Draganov, 2010, Improved surface-wave



100 References

retrieval from ambient seismic noise by multi-dimensional deconvolution: Geophys. Res.
Lett., 38.

Wapenaar, K., E. Slob, and R. Snieder, 2008a, Seismic and electromagnetic controlled-source
interferometry in dissipative media: Geophysical Prospecting, 56, 419–434.

Wapenaar, K., and J. van der Neut, 2010, A representation for green’s function retrieval by
multidimensional deconvolution: The Journal of the Acoustical Society of America, 128,
EL366–EL371.

Wapenaar, K., J. van der Neut, and E. Ruigrok, 2008b, Passive seismic interferometry by multi-
dimensional deconvolution: Geophysics, 73, A51–A56.

Wapenaar, K., J. van der Neut, E. Ruigrok, D. Draganov, J. Hunziker, E. Slob, J. Thorbecke,
and R. Snieder, 2011, Seismic interferometry by crosscorrelation and by multidimensional
deconvolution: a systematic comparison: Geophysical Journal International, no–no.

Wegler, U., and C. Sens-Schönfelder, 2007, Fault zone monitoring with passive image interfer-
ometry: Geophysical Journal International, 168, 1029–1033.

Willis, M. E., R. Lu, X. Campman, M. N. Toksöz, Y. Zhang, and M. V. de Hoop, 2006, A novel
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