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Abstract 

In this research, a method of pose and motion estimation from ocellus image is proposed for 
human body. 

It is widely demanded to observe human body with a ocellus camera and to estimate the 
pose and the motion of the human body at the fields of construction for man-machine interface, 
tele-operation, computer graphics manufacture, construction of absorbed virtual space and 
higher dimension video compression . 

We first propose a method of pose and motion estimation by using an articulated model 
for one silhouette image. 

This method of pose estimation is a fundamental technology throughout this research. It 
considers geometrical information which is extracted only from one silhouette image. 

The articulated model which corresponds to a target object is constructed beforehand in 
the computer. The pose of the human body is provided by joint angle parameters of this 
articulated model. Although the matching evaluation function can be defined in consideration 
of all the variables about the entire human body, analysis of the function is difficult and 
consumes much calculation cost. Therefore , the method of achieving the pose and motion 
estimation of the entire human body on an image plane was proposed in this thesis by doing 
the matching evaluation between silhouette region and the projection region of the metamere 
in each metamere node of the articulated model. 

The metamere node is evaluated only once and its joint angle is determined by our method 
which achieves the pose and motion estimation. We introduce a pose decision tree in the ar­
ticulated model to determined order of the evaluation of the metamere node. 

However, this partial evaluation with the pose decision tree occasionally cause miss-match 
according to relationship between location of the root node of the articulated model and a 
pose of the articulated object in the image. 

This can be detected by comparing the estimated pose of the articulated model with entire 
silhouette region. Hence, we realize an accurate pose estimation method by backtracking in 
the pose decision tree when the miss-match is found by the detection done at the end of 
the pose estimation procedure so as to avoid falling into local optimal solution. 

A silhouette region is an image feature that can provide shape of the human body without 
knowledge of the human body. However, it is enumerated not to be able to detect self-occlusion 
in the silhouette region as a defect of using it. Therefore, at the time of the processing of a 
certain pose estimation, we propose to exclude projection region from the evaluation, which 
corresponded to metamere nodes of which the joint angle have been determined already. We 
call this excluded region an gnawed region . It is shown to avoid falling easily into local solution 
of the joint angle according to the pose decision tree, and to obtain better solution with our 
method by the experimental result. 

When we take a picture of motion of human body by having fixed the camera, the image 
sequence which contains silhouette image by the background difference at each frame is called 
a motion silhouette. We realize motion estimation of human body by estimating pose of the 
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hurnan body for silhouette region at each frame. A characteristic of our method is to assume 
the moment of inertia to each metamere. As a result , a metamere in the silhouette region can 
be tracked even if it is under self-occlusion in the hu1nan body. If the transition of the joint 
angle parameter is linear in the motion under the self-occlusion, the location of the 1netamere 
can be forecasted by the moment of inertia. Moreover, the range of the range of the joint angle 
parameter is forecasted based on an assumption that a physical limitation exists at addition 
and subtraction speed of the rotation movement. We can reduce the calculation cost by this 
forecast of the movable range of the joint angle parameters. 

In the motion silhouette, it is possible to evaluate which part of the human body is moving 
and which part is fixed according to observation for movement of the silhouette region in 
the frame . Hence we expand the motion estimation rnethod previously proposed and propose 
to estimate only the metamere nodes which correspond to the parts of the hurnan body. 
This method reduces the calculation cost for match evaluation because it doesn't process the 
metamere nodes of fixed parts. We introduce double difference method to extract moving 
image region from a continuous frame in the motion silhouette and the match evaluation only 
of the metamere node which can be projected to the detected area is done. 

Th~ugh this thesis, we present pose and motion estimation method with a three dimensional 
articul~ted model for human body observed by ocellus camera. We first discussed the matching 
methoc\1. for one picture with pose decision tree, and then expanded the method to motion 
silhouette on introducing moment of inertia and double difference region. 
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Chapter 1 

Introduction 

In this research, a method of pose and motion estimation from ocellus image is proposed for 
human body. The pose and motion estimation of human body is a difficult problem because 
it may change its pose in contrast with solid objects. 

It is widely demanded to observe human body with ocellus camera and to recognize pose 
and motion of the human body in the many social fields such as construction of man-Inachine 
interface, tele-operation, computer graphics manufacture , and immersive virtual space and the 
high level video compression like Mpeg-4. Various vision based researches have been done to 
apply these social situations [1] [2] [3] [4] . Although good pose and motion estimation results 
can be obtained with multiple cameras [5] [6] [7], it may not be expected to set multiple 
cameras in common situations where pose and motion estimation are needed. 

In the researches by which the pose is estimated for human body, the pose is estimated by 
describing the human body by an articulated model though the shape of the human body is 
not specified in many cases or they use the incomplete functional human model [8]. Because 
they don't give explicit definition of pose for human body in their researches, a quantitative 
evaluation to each technique is not obtained. 

For example, some researches aim to understand human motion at symbol level directly 
from image sequences [9] (10] (11] (12] (13] [14], or from image sequences with simple motion 
model [15] [16]. These are useful if the final purpose is to understand symbolic motion like 
"shaking head right and left" or "waving hand" , but these approaches cannot be applied to 
three dimensional motion understanding. In some social applications, it is strongly required 
to process pose and motion estimation in video-rate [17] [18] (19] (20], hence they degrade 
articulated model representation and as a result they cannot recover the motion precisely in 
the three dimensional space. 

On the contrary, we introduce an articulated model by which the shape can be spatially 
reproduced and propose the pose and motion estimation method which uses it. 

In this research, we have to obtain a solution that adjusts the articulated model which 
involves three dimensional information to an image which involves two dimensional information 
under geometrical condition of the camera projection . In that case, silhouette region is used as 
an image feature because it can be extracted easily even if light condition varies and without 
knowledge concerning the human body. 

We discuss what pose and motion estimation means by describing deformation of the human 
body that our articulated model can represent in the following section. Moreover, we define 
silhouette image used as an i1nage feature in our method. 
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6 CHAPTER 1. INTRODUCTION 

1.1 Human Pose and Motion with Articulated Model 

Let us consider 3D characteristics of our human body in PoseAndMotion. Our body anatom­
ically consists of several different kinds of organs. They are bones, muscles, skins, internal 
organs, fat, and so on. When we change our pose, we make various joints change their status 
~y activating muscles. The three dimensional shape of our body against our bones is geomet­
ncally deformed everywhere at pose change in the sense that the muscles are involved in our 
body under the skin and over the bones. The shape change of muscles is the motive power of 
our shape deformation. However, this deformation is generally quite small at many persons 
and so from now on we put it out of consideration. 

Considering about shape deformation with the bones, it is thought that the relation of the 
bones provides human pose and motion. Bone relationships are classified into three types and 
all the three types can approximate a kind of rotation relation. 

From the other aspect, deformable objects not limited from a geometrical viewpoint to 
human body are to be defined that a point is see1ned to be moved from another point on the 
object when it is being deformed. In other words, a deformable object is an object which 
changes the location of the points on the object in the local coordinate system of the object 
respectively in its deformation. 

In addition, deformable objects are often classified into two kinds. One is a free deformation 
object in which the movement of the points is all independent on deformation. The other is 
functional deformation object surface of which can be expressed by certain function which 
expresses pose by its control parameters. For example, super-quadric function expression is 
classified into this kind. An articulated object is also classified into the latter kind as its 
special form. In the articulated object its three di1nensional shape is uniquely decided by 
using several number of parameters which control deformation. Considering about the human 
body, the function rotates the parts of the human body according to its control parameters. 
These parameters are called joint angle parameters. One of the features of the articulated 
object is that it is very hard to analyze the function that defines the overall shape such as 
differentiating, forecasting its behaviour, and so on. 

In this research, our articulated model is expressed by the graph structure that the metamere 
nodes are arranged on tree structure. It is considered that pose is estimated if all the joint an­
gles between metamere nodes are determined uniquely. In general, this research can be caught 
as a case of the problem to obtain optimum value of this tens of the joint angles because hun1an 
body is provided by over ten metamere nodes and tens of joint angle parameters. 

1.2 Cam era P rojection and Silhouette Image 

As image feature and camera model are strongly related to each other, the camera model is 
discussed at first in this section before explaining what silhouette is. 

vVe assume orthographic projection on taking a picture of human body by ocellus camera 
in this research. 

Generally most of the cameras are to be modeled by perspective projection. however, 
difference between the perspective projection and orthographic projection become obvious only 
when the target object comes closer to the camera focus and so we don't reduce generality of 
our research even if we reject such situations. 

An object contour shape is used as an image feature in ocellus image in this research. 
Fundamental image features like pixel brightness, its color can be obtained from an image, 

and also, edges and regions can be extracted from the fundamental image features . Several 
researches have been done to extract image features especially for human beings [21] [22] [23] 
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[24] [25) [26) [27) [28), but they don 't consider robust ness against light environment variation 
and unlimited pose change of the human body. 

A projection region of the human body is observed on the itnage when taking a picture of 
the human body. The image features which can be extracted from the projection region are 
brightness information in the region, edge information in the region, and its object contour 
shape. 

It is difficult to state brightness information is commonly useful on considering various 
environments of pose and motion estimation because the brightness could be shifted or changed 
according to the light condition, reflection rate distribution of the human surface, CCD color 
characteristic of the camera and all these conditions should be estimated or controlled in order 
to reconstruct the shape of the object only from brightness information. Edge information 
is expected to be robust against the light condition and is useful to specify the border-lines 
between the metameres, but is also difficult to be extracted because false edges are found 
in the projection region by textures on the human surface. It is difficult to achieve a high 
reliability on edge extraction even if rejection of the false edges is theoretically possible by 
tracking the transition of of the brightness information and analyzing texture throughout the 
change of the human body. On the contrary, the object contour can be obtained only if the 
camera projection model is specified and location relation between the camera and the object is 
fixed. The object contour can be easily extracted by acquiring background image beforehand. 
In other words, the knowledge for the human body is not needed in extracting the object 
contour. This means that the object contour shape can be used as an absolute constraint 
in pose and motion estimation. Strictly speaking, there is possibility that the precise object 
contour cannot be obtained due to the color resembleness between the human body and the 
background scene. However, it is easy to evade such situations. 

Therefore, weak perspective projection is assumed as camera model and the object contour 
of the projection region is used as an image feature in this research. This object contour shape 
is called a silhouette in this text. 

One of the focus points of this research is that how much pose and motion estimation can 
be done with the articulated model from only silhouette information. Our proposed method 
arranges the articulated model which has high flexibility in three dimensional space to the 
silhouette which is robustly obtained but gives limited clue to the pose of the human body. 

Researches that adopt three dimensional articulated model have been proposed [29) [30), 
but those are intended to estimate only two dimensional movement with input images. Some 
other researches [31] [32] [33] [34] [35] [36] [37] [38] [39) achieved to estimate pose and motion 
with three dimensional articulated model. However, the models they prepared have only joint 
angle information and don't have explicit shape information. Therefore, it is hard to evaluate 
pose correspondence in three dimensional measurement against input data. 

The rest of this thesis is as follows: In Chapter 2, the basic pose estimation method for 
one silhouette image is presented. Strategies for traversing data structure in an articulated 
model are also discussed in the chapter. In Chapter 3, a region based estimation method on 
determining the pose of the model is proposed. Improved traversing rules are also shown in 
this chapter. In Chapter 4 we integrate both region and edge image features for estimating 
the pose of the human body. In Chapter 5, the proposed pose estimation method is expanded 
to apply motion estimation for silhouette image sequences by introducing inertia of the human 
body into the model. In Chapter 6, it is shown that motion estimation can be executed with 
less computation cost by using more precise motion region information which is extracted by 
double-difference image processing. This paper is su1nmarized in Chapter 7. 
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Chapter 2 

Pose Estimation Based on Overlapped 
Region Evaluation 

In this chapter, we propose new model matching algorithms to estimate the pose of an articu­
lated object from only one silhouette image and reveal the relationship between the silhouette 
and the ability of our algorithms. 

In order to generalize the machine vision system much more, it is necessary to cover the 
variety of the objects existing in our 3D real world. Therefore, we take up the articulated 
objects which are an assembly of solid parts and whose deformations are fully controlled by 
their joints. We propose Pose Decision Tree to describe the the model of the articulated object 
and make the system easy to handle the deformation of the model. 

In the matching process , an important problem is to select the kinds of image clues. Though 
many researches have applied edges as the image clue , they might not be stable because the 
statistical characteristics of the input image vary largely. So far we utilize the silhouette 
information instead of edges. 

On taking up the silhouette as the input information and utilizing the model expressed 
by the Pose Decision Tree, we propose two matching algorithms, Order Independent Strategy 
(OIS) and Order Independent Strategy (ODS), ~o estimate the pose of the articulated object. 
The former one has the ability of partially parallel processing and the latter one gives a good 
estimated pose similar to the original one. 

vVe have applied these two algorithms for a real human hand and human body. The 
resultant poses are quite similar to the original ones. Since the experiments for the real 
object involves various factors and it is difficult to know the pure performance of our proposed 
algorithms, we also have experimented on the computer-generated silhouette images for the 
hand and have shown that the average difference between the region projected by the estimated 
pose and the original silhouette region becomes 1090.39mm2 in OIS and 855.96mm2 in ODS. 

It is an interesting question whether the silhouette image is . sufficient to estimate the 
complete 3D pose of the object or not. If not, to what extent would the model matching 
algorithm be able to estimate the pose with only one silhouette? We also discuss this issue and 
indicate the relationship between the ability of the algorithm and the silhouette information. 
We believe this would be a useful guide to other researchers. 

2 .1 Introduction 

3D model-based vision is one of the most important paradigms in computer vision. This is 
because there is a lot of needs to extract various information such as its location and its pose 
from a image in a situation where the object itself is already known. Especially, the pose 
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estimation of articulated objects such as a human hand and a hu1nan body is a funda1nental 
technique to convey a person 's will to computers, because human beings usually use fingers or 
a gesture to express it. 

Though there are 1nany non solid objects in our real 3D world, most of the researches have 
intended to estimate a rotation or a location of an solid object in 3D world. Hence a more 
flexible framework which covers a wide variety of objects is needed. 

Most of non solid objects are articulated objects [40] [41] [42] . The articulated objects 
consist of several solid parts and the parts are connected each other at joints. Examples are 
human bodies and most of animals . As human bodies commonly play a i1nportant role in the 
domain of man machine communication, it is worth estimating their pose. 

There are two important points in this paper. One is to show how to 1nake a 1nodel for the 
articulated objects and estimate a pose of the model from one silhouette i1nage. The other is 
to show the limitation of using only one silhouette image in 3D model-matching. We assume 
only one image is given to our system. 

On using a model that is suitable to an articulated object, we should pay attention to the 
point that a primary difference between solid objects and articulated ones is deformability. The 
deformation is fully specified by the motion of the joints that follow some object-dependent 
formulas. Therefore , the pose of the model in our system should be controlled by parameters 
in the same way as the articulated object. 

There are many fundamental methods to extract a shape from an image shape from shading, 
contour, texture, and so on. Hence our research situates in the domain of man machine 
interface, we could control the environment in taking an input image. In this occasion, amongst 
these clues a contour is thought to be easiest to extract and none the less most stable against 
noise and variation of light conditions. We use only a silhouette of the object and a silhouette 
keeps less information than a gray-scaled image, therefore the other purpos of this paper is to 
evaluate whether or not the silhouette has enough information to reconstruct 3D information 
with 3D model-based vision system. Some researches [43] [44] (45] have been done for the 
same purpose, but their models are in two dimensional representation and hence are not able 
to represent three dimensional pose. 

We make clear the background of this paper in section 2.2. Section 2.3 provides a definition 
and a description of the articulated objects and shows an algorithm to estimate a pose of 
the articulated object by determining the values of model's parameters. In section 2.4, two 
applications are shown. We choose a human hand and a human body as real objects. Discussion 
about limitation of using a silhouette is given in section 2.5. At last, in section 2.6, we give 
the conclusions of this paper and mention related future works. 

2.2 Related Works 

There have been many researches on the model matching processing in the field of machine 
vision. However, these researches have too much constraints. One of them is that the objects 
are solid and furthermore that they are represented by cylinders (46) or are constructed by 
some straight segments (47, 48). Though some of the researches have accomplished to reduce 
the constraints in model-based vision (49, 50), they still have the constraint that the object 
cannot change their shape. 

There are many objects that are not solid in the real 3D world, and in some cases, they 
play an important role in our society. Examples are human hands or human bodies. Because 
a man usually shows his intention by hands or gestures, it might be useful for a computer 
to recognize the pose of them. These objects are an assembly of solid parts and are called_ 
"articulated objects. ' 
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In this situation, it is important for the system to estimate its 3D pose rather than its 
location. Some of the parts may be occluded by the other parts (we call this state "self 
occlusion"), which makes the pose estimation much more difficult. Horowitz and Pentland 
applied the Kalman filter and extracted the shape of each part shown in the image, but they 
did not consider the possibility of self occlusions [51]. Shakunaga used straight seg1nents on 
the surface of an object to estimate the poses of the parts. His algorithm works well when the 
segment is seen in the image, but it has the same weakness in the case of self occlusions [52]. 

Some researches are restricted to deal with the human body [53, 54, 55 , 56) or the hand[57, 
58, 59]. They impose the peculiar constraints, such that each part must be represented by a 
cylinder so that they can use "ribbons" in the matching process, or that self occlusions are 
restricted or have been solved previously. Due to this, the generality of the studies is considered 
more or less lost. 

So, there seems to exist a need of the new model matching algorithm that can cope with the 
self occlusions and estimate the pose of the articulated object without any special constraints. 
From this point, we propose the new algorithms which can cover the various kinds of articulated 
objects. We also propose the Pose Decision Tree description to describe the articulated objects 
in our system. 

In the previous researches, it is also noted that most of them use the edge information on 
their model matching processing. Though the edges are easy to use for the system, the system 
does not extract them in a stable way because the results of the extracted edges depend on 
the parameters in the edge extraction algorithm and it is difficult to optimize the parameters 
with the given image. Instead, our proposed model-based vision system handle the silhouette 
image . As the silhouette image depends on only the camera parameters and could be extracted 
stably, it is a good clue to the pose estimation. 

2.3 3D Shape Estimation with Pose Decision Tree 

For the pose estimation of the articulated object, we take a silhouette as input information 
because it is relatively accessible in our constraints (introduced in 2.3.1) and stable against 
noise. One of the purposes of this paper is to estimate a pose of the articulated object from 
only one silhouette. 

In this section, we first introduce the constraints, then describe the way of modeling the 
articulated objects using what we call "Form Decision Tree." The last part includes a pose 
estimation algorithm for the articulated objects. 

2.3.1 Constraints 

The constraints introduced in our research are derived from the demands that we want to 
achieve our purpose straight forward without bad influences - such as the identification of the 
1nodel or the estimation of the can1era parameters - which are not related with the purpose. 
The constraints are classified into three groups, one for the articulated objects, one for the 
image acquisition environment, and the one for the input data to the system. 

At first, we must make clear the kind of the articulated objects we handle. The constraints 
about the articulated objects are shown below: 

• The articulated objects have several solid parts and their parts are connected at the 
joints, as we have mentioned before. 

• They change their shape under certain formulas. A deformation of the articulated object 
is fully controlled by the status of its joints, i.e. the values of the parameters which are 
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attached to the joint. 

• The solid parts can be represented by a tree graph, that means they do not form a loop. 
At most one joint exists between two solid parts. 

• Regarding joints, we only consider rotation joints and not sliding joints, so they have at 
most three parameters for each. 

These constraints don 't reduce the generality of our model because the real articulated objects 
seldom have their solid parts form a loop and have sliding joints. For example, animals such 
as human beings and robot hands satisfy these constraints. 

Our 3D model-based vision system estimates a pose of the articulated object from only one 
silhouette. In the silhouette image, the target object must appears completely. Self occlusions 
are not allowed. As Our research does not intend to recognize the target object frmn a scene, 
no other objects must not be in the image. 

At last, the constraints about input information are presented here. The system knows 
the shape information of its solid parts and the information about its joints in advance. The 
information about the joints includes the relationship between parts, number of freedoms and 
the ranges of angle to rotate. Camera parameters specified on taking an original image are 
also known in advance. The system then accepts a silhouette and estimate a pose of the target 
articulated object. 

2.3.2 Modeling with Pose Decision Tree (PDT) 
The model for the articulated object consists of the solid parts and the joints between them. As 
the solid parts do not change their shape, values of the joint parameters affect the deformation 
of the model, in other words, the joint parameters control the pose of the model completely. 

In the 3D 1nodel-matching vision system, one of the important problems is how to describe 
a model in a computer, which is convenient to the model matching. As the articulated object 
can change its shape in various and complicated way, its description for model-matching should 
be hierarchical in order to proceed with the process step by step[60]. Fortunately, most of th 
structures of the articulated objects are modeled in a tree graph, so we describe the model 
using a tree structure. We call this model description "Pose Decision Tree (PDT)." 

In the tree, each node represents a solid part and has its identification number. Each arc 
represents a joint and also has its identification number. A link's identification number is the 
same as the identification number of the descendent node in the PDT. 

Because a node in PDT represents a solid part of the model, it holds static attributes. 
They are: 

< Node Attributes> 

1. Identification number of this node. 

2. Identification number of the descendent link. This is the sa1ne as the nun1ber of this 
node's identification number. (See Figure 2.1 for explanation.) 

3. Geometric shape information of the solid part represented in this node's local right- hand 
coordinate system. The actual point of the joint toward ancestors is set to be at the 
origin of this coordinate system. We call this point a "connection point." In Figure 2.2, 
we show an example of node i. 

4. The coordinate values of the connection point in the ancestor node's coordinate system. 
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Exceptionally, the root node doesn't have Attribute no.2 and no.4. The root node has special 
attributes that are used to determine the location and the pose of the root node in the 3D real 
world. 

Figure 2.1: Example of PDT 

To a descendant 

"·····-····-············ ... 
.. 
··.\ 

z 

y 
To a descendant 

Connection point 
of node 

( To the ancestor 

~ 

Figure 2.2: Attributes of node i in PDT 

Each arc in PDT represents a joint of the model. In addition to the static attributes, it 
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has dynamic attributes that reflect a deformation of the model. As mentioned before, only 
rotation joints are allowed and their values determine the deformation. Rotation axes are 
X-axis , Y-axis, and Z-axis. 

< Arc Attributes> 

1. Static : Angles of a priori rotation that express distortion between two successive solid 
parts. 

2. Static : Selection of the axes. This determines which axis is to be used. 

3. Static : Order of the rotation axes. This is necessary because the pose that is formed 
by turning around X-axis first and then around Y-axis is generally different from a pose 
that is formed by turning first around Y-axis and then X-axis. 

4. Static : Ranges of the rotation angles which specify the lower and upper bound of rotation 
at each axis. 

5. Dynatnic : Current rotation angles of joint parameters. Only the parameters in use is 
allowed to exist. 

From the viewpoint of kinematics of the model, its deformation process using the PDT 
proceeds as follows. The world coordinate system represents the 3D real world and let 
Xw = (xw, Yw, Zw, 1)t as the notation of a position in the world. A position in the local 
coordinate system of the node i is denoted by Xi, where i is the identification number of 
the node. A matrix Trt(i) ,i is derived from the attribute no.4 of the node i where each Xi, Yi, z i 

means the replacement along each axis and the function rt( i) returns the identification number 
of the ancestral node i. 

Trt(i),i = ( ~ 
0 
1 
0 
0 

0 
0 
1 
0 

Xi ) 
Yi 

z· I 
1 

(2.1) 

Another four by four matrix Rrt(i),i is derived from Attribute no.l. Applying this matrix to 
the coordinates in the node i is to apply the distorted rotations between the solid parts in the 
beginning. 

A matrix Vr~(i),i is derived from Attribute no.3 and no.5 of the arc i. Vr~~):i n1eans the 
rotation transformation around the X-axis in the local coordinate system of node no.i and 
. '} l VR(y) d VR(z) d 1 1 Y . d Z . . s1m1 ar y, rt(i),i an rt(i) ,i are aroun oca -ax1s an -ax1s respectively. From now on we 

call these parameters "joint parameters." Their values represent a pose of the model. On 
1 1 t . vn th d f 1 . VR(x) vR(y) VR(z) . 11 . ca cu a 1ng rt(') . , e or er o app y1ng t( .) ., t( ') ., t( ') . 1s contro ed by Attnbute no.3 of I 11 T I 11 T I 11 T I 11 

arc i. For example, if the order of the arc i is specified by the rotation around X-axis followed 
by the rotation around Z-axis and Y -axis, V Rt( .) . is : r 1 ,1 

v R - VR(y) vR(z) vR(x) 
rt(i),i - rt(i),i rt(i),i rt(i),i (2.2) 

Concerning to the special attributes in the root node r, let vr and vn be the transformation w ,r w ,r 
matrices for the placement and rotation of the root node against the world coordinate system 
respectively. 

Suppose we take a node i and assume the root node r. (See Figure 2.3 .) In this PDT, 
the arc between node j and j - 1 is numbered as j. A position Xi is converted into Xi in a. 
following manner: 
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1. Let k ~ i. 

2. Obtain Xrt(k) from Equation (2.3). 

(2.3) 

3. Change k +-- rt(k) . Go to step 2 if k =I r. 

4. Finally Xw is obtained from Equation (2.4). 

(2.4) 

To change the pose of the model, apply the process to every node in the PDT. The nodes 
which are close to the root node must be estimated earlier than the farther ones. 

. 
l 

Root node r 

Figure 2.3: Model deformation in PDT 

2.3.3 Estimation Algorithm 

The 3D model- based vision system for the articulated object should solve two problems. One 
is to solve the location of the object in the 3D real world and the other is to solve the pose of 
the object. Solving the former one is equal to find the best values for the special attributes of 
the root node and the latter one is equal to determine the values for the joint parameters that 
make the projected region of the model best matching to the image. 

Based on the constraints and the model described in the PDT, we describe how to estimate 
a pose of the articulated object from only one silhouette image. 

This algorithm consists of two parts. First, to determine a pose of the solid part corre­
sponding to the root node in a model-dependent way. Second, to determine the poses of the 
other parts sequentially in a certain order. We propose two algorithms one of which is possible 
to proceed partially in parallel. 
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Step 1 : Model Matching On Root Node 

In the first step of the algorithm, the system determines the location and the pose of the solid 
part corresponding to the root node in the PDT. The location and the pose is specified through 
the special attributes VJ,,. and Vw~r of the root node k. 

To execute this step, the information of the image plane on which the silhouette exists in 
the 3D real world is required. It can be taken from the constraints mentioned in Section 2.3.1. 
As we have not determined any joint parameters at this step , the system should calculate 
VJ,r and Vw~r with only one solid part which represents the root node in PDT. It analyzes the 
difference between the projected image of the solid part and the silhouette previously given, 
and modifies VJr and V!r until they become well matched. 

' ' Because the algorithm of this step depends on the target real object, details are discussed 
in section 2.4.1 and 2.4.2. 

Step 2 : Model Matching On Other Nodes 

Here we propose two algorithms which determine all the poses of the rernaining solid parts 
other than the root solid part one by one with overlap information between the silhouette and 
the projected area of the parts. 

In the 3D model- based vision system, it is important how to lead the matching process so 
that the system prevents the process from failing in local minima and reduces calculation cost. 
For these purposes, matching indicators play an important role. As for a solid object, only 
location and rotation parameters in 3D real world, actually there are six parameters, are enough 
to be taken as matching indicators because the specification of these values directly identifies 
the model's pose. But in case of an articulated object, there are many joint parameters in the 
model. In addition, only one silhouette image is given to the system. Therefore we define a 
new matching indicator E. This indicator means the amount of Exclusive-OR area between 
the silhouette and the projected region of the model. 

E = L S(i) E9 P(i) (2.5) 
iED 

Where a closed region D is a area clipped by camera parameters in the image plane and i is 
a point in D. A function S(i) returns a value 1 when i is in the silhouette and a value 0 out 
of it. P(i) is a projection function and returns a value 1 when the model is projected onto 
the position i and otherwise returns a value 0. If E becomes 0 at the end of the matching 
process, the matching-process is considered to be completely attained. From the viewpoint 
of handling the 3D world, there can be a mismatch even if E becomes 0. (See Figure 2.4 for 
example.) This problem comes from the constraint that we give only one silhouette image to 
our 3D model-based vision system. It will be discussed in Section 2.5.2 in details. 

To bring E gradually into 0, a modification of Equation (2.5) is needed. Analysis of the 
right hand in Equation (2.5) leads to the decomposition of the algorithm. First, this can be 
written as 

(2.6) 

where Eout and Ein are in the forms 

Eout 2:::(1- S(i)) · P(i) (2.7) 
iED 

Ein L S(i) · (1 - P(i)) (2.8) 
iED 
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Silhouettes of the same shape 

Different poses 

Figure 2.4: Same silhouettes of different poses 

Minimizing Eout prevents the model's projection in the image plane from going out of the 
silhouette region. It works as if it could make the projection push into the silhouette region. 
Therefore, while we call the former constraint (2.7) "outer pressure condition," we call the 
latter constraint (2.8) "inner pressure condition" which makes the model matching fill the 
silhouette region with the projected region completely. 

Both (2. 7) and (2.8) are not enough to implement the actual matching process because the 
model's pose is determined from the root node towards the leaf nodes. So these conditions 
should be modified into another form in which the calculation of E can be decomposed into 
sub-modules that are carried out only based on the information of the node under investigation 
and the nodes already processed. Though there are many ways to deform them, we take care 
of the in-dependency of each term and change them into : 

iED n 

L L {(1- S(i)) · Pn(i)} (2.9) 
n iED 

iED n 

IJ L {S(i) · (1- Pn(i))} (2.10) 
n iED 

where a subscript n applies all the node's identification numbers in the PDT and the function 
Pn(i) returns a value 1 if the projection of the node n covers the position i in the image 
plane and a value 0 otherwise. As the operators I:n and Tin related with the identification 
numbers are moved outward of the right items, each m?ut = EiED{ (1 - S(i)) · Pn(i)} and 
m~n = EiED { S(i) · (1 - Pn (i))} can be calculated independently of the other nodes. 

If the matching process comes to a certain node i, ~~(i),i can be determined to make 
mC?ut + m~n minimum without considering the nodes that do not exist on the path to the root l l 



18CHAPTER 2. POSE ESTIMATION BASED ON OVERLAPPED REGION EVALUATION 

node in the PDT. Hence this algorithm is described as follows. 

< Order Independent Strategy (OIS) > 

1. Let F be a set of nodes including only the root node in the PDT. The nodes which are 
next to the root node are in the set N. Other nodes are included in the set R. 

2. Choose one node from N arbitrarily. Let the identification number of this node be i. 
Move the node i from N into F. The nodes which are next to the node i in Rare moved 
into N. (See Figure 2.5.) 

3. Find the values for Vr~i),i which make mfut +min minimum. You should pay attention 
to the point that all the joint parameters on the path from the root node to node i have 
been determined before. 

4. Until N becomes empty, go to step 2. 

When all the nodes in the the PDT have processed, the pose of the model is determined. It 
is obvious that the order of the node choice at step 2 in this algorithm makes no effect on 
the result, so this algorithm is independent of the order of the processing. The algorithm also 
makes it possible to proceed partially in parallel. When a node is taken to be matched at step 
3, it is never affected from the results of its brother nodes or children nodes in the PDT. So 
the same number of the processes as that of the nodes in N can be executed in parallel. 

N-········· 
! ..... · ······. .. 

. 
l 

F··...,······ .... 
. _ . .: r 

..... _ .... 

Figure 2.5: Status in the matching process 

If several joint parameters can not be determined at step 3, they are marked as "non­
determined" joint parameters. This happens when mfut + 1n~n is constant regardless of the 
variation of the joint parameters. In this case, the system also marks the descendent arcs 
as non-determined, and the values of these parameters are set arbitrarily provided that the 
projections of the descendent solid parts do not make E worse. 
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The OIS algorithm has a tendency to rotate the solid part under consideration to cover the 
silhouette region as much as possible with the projected region. This is conspicuous when the 
projected region is completely included in the silhouette region regardless of the variation of 
the rotation angles. We call the part projecting the region in this situation "complete occluded 
part." 

Unfortunately, the OIS algorithm has several disadvantages. One is derived from the 
approximation of (2.7) and (2.8) into (2.9) and (2.10). The matching process is accomplished 
by reducing the sum of (2.9) and (2.10) to 0. The problem is that minimizing E' does not 
guarantee the minimum of E. 

minE 

minE' (2.11) 

This is because of the characteristic of the PDT, i.e. each pose of the solid parts must be 
determined in a direction from the root to the leaves. If we intend to avoid the inequality 
between E and E', we must deal with all the joint parameters in E at the same time. It is 
not a realistic way from the viewpoint of calculation cost. On the contrary to that defect, the 
calculation cost of the OIS algorithm is suppressed because the OIS algorithm proceeds along 
just as the same way of determining the pose of the model in the PDT, 

Another disadvantage is that this algorithm does not always cover the silhouette region 
completely by the projection region of the model. In the result region of the projection there 
1nay be a "spot" on the image plane where many solid parts are projected, or a "spot" where 
no solid part is projected. To avoid the occurrence of such a spot, we introduce the next 
algorithm. 

< Order D ependent Strategy (ODS) > 

1. Let a set F include the root node in the PDT. Nodes which are next to the root node 
are in a set N . Other nodes are included in a set R. 

2. Choose one node from N arbitrarily. Let this node's identification number be i. Move 
the node i from N into F. Nodes which are next to the node i in R are moved into N. 

3. Find values for ~~i),i which make m~out + m~in minimum. m~out and m~in are given as 
follows: 

m'.out 
• 

m'.in 
' 

2: {(1- S(i)) · (1- Q(i)) · Pn(i)} 
iED 

2: {S(i) · (1- Q(i)) · (1- Pn(i))} 
iED 

Where the function Q is : 

{ 

1 when at least one solid part has already been 
Q(i) = projected onto the point i . 

0 otherwise. 

(2.12) 

(2 .13) 

(2.14) 

4. Mark data of point i where the point is covered by the projected area of nodes in F for 
all i in the image plane. 

5. Until Nand R become empty, go to step 2. 
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Although the result of the algorithm is influenced by the order to choose the nodes in step 2 
and cannot be processed in parallel, it has a tendency to cover all the silhouette region by the 
region projected by the solid parts in the model. By using the function Q, the system knows 
the accumulated region which is the union of the regions projected by the nodes which have 
been processed. Due to the rejection of the accumulated region from the silhouette region, the 
system could cover the yet non-covered silhouette area with the projected region of the solid 
object under investigation by adjusting the joint parameters. 

The ODS algorithm shows a quite different behaviour when it comes across the complete 
occluded part. According to the step 3, it moves the part in order that the projected region 
covers the remaining region as much as possible where S(i) · (1 - Q(i)) returns a value 1. In 
the case the accumulated region where the function Q returns a value 1 has already covered 
most of the silhouette region, it is better for the system not to cover the remaining region with 
the projected region rather because such a covering over the remaining region sometimes fails 
in making a gap between the projected region and the silhouette region, and as a result, it 
comes to increase E. More discussion will be shown in Section 2.4.2. 

2.4 Applications 

We apply the two algorithms and show experimental results for real objects. The target object 
must satisfy the constraints in Section 2.3 .1 and more over, it should be available in rnan 
machine interface. We choose a human hand and a human body as the target articulated 
objects since they are qualified completely for these requirements. Both of them consist of 
many solid parts and joints, and the estimation of their pose is difficult for the conventional 
methods being used for solid objects. In addition, because a gesture which signifies a person's 
intention is usually represented by his hands or body, we think they are good examples for our 
experiments. 

In this section, we make clear the constraints and information given to the 3D model-based 
vision system in detail and explain the first step of our algorithm which was briefly described 
previously in Section 2.3.3. Several experimental results are also shown for the human hand 
and the human body, respectively. 

2.4.1 Hand 

We pick up a human hand as the target object for the first experiment of our research. Because 
a man usually shows his intention by hands, it might be useful to estimate the pose of the 
hands in the field of man machine interface. Several researches have been done to recognize the 
pose of the hands, but their methods only recognize the pose as a symbol [57, 58, 59] . In these 
researches the system should be reconstructed if the set of the symbols that were represented 
by poses of the hand were modified. Therefore, these are not general. On the contrary, our 
system simply finds out the values of the joint parameters which make the estimated pose fit 
well to the image. On applying our system, we can divide the hand recognition system into two 
modules, the former one is our system and the latter one is the symbol classification system. 
In this case, since the latter system simply accepts the resultant joint parameters and has no 
need to deal with image processing, it can be consisted for general purpose easily. 

Constraints 

The object is the bare right hand of a man. It includes the fingers, the palm, and the forearm. 
The geometric shape information of the hand is fully measured and utilized by the system. 
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We introduce the following constraints in the experiment. 

• No ornament is attached to the hand. 

• Concerning its pose, the wrist and other joints in the hand can be bent arbitrary in the 
extent the hand can be normally allowed. The rotation around the forearm axis is also 
allowed. 

• On acquiring the image, the forearm axis must be perpendicular to the camera direction 
which means the direction from the camera lens center to the object. So the forearm 
axis lies on the plane which is perpendicular to the camera direction. 

• The distance between the camera and the plane on which the forearm axis lies is known 
to the system. All the other camera parameters are also known to the system. 

• The forearm goes out of the image frame halfway between the wrist and the elbow. The 
image should include the fingers and the palm perfectly, but self occlusions are allowed. 

• The background of the image is black colored and no other objects are taken together 
into the image. The image is firstly taken as a gray scaled image, but it is converted 
into a binary image where the pixel in the silhouette region has a value 1 and in the 
background region does a value 0. 

Hand Model 

Here we construct a model for the hand. 
According to anatomy, it is natural to think that one bone corresponds to only one solid 

part. The hand including the forearm consists of 29 bones. Some of them are considered to be 
tied firmly. For example, though the palm part contains 12 bones, the joints between them can 
be bent very little. The forearm part consists of 2 bones, which can not change their relative 
location. Therefore, less than 29 parts is sufficient to make the hand model. In this paper, we 
apply a model consisted of 17 parts: three parts for each finger, one for the palm and one for 
the forearm. Consequently, the PDT has 17 nodes and 16 arcs. 

The problem when we represent the model in the PDT is to decide which part corresponds 
to the root node. The location of part corresponding to the root node must be extracted 
accurately because aberration of the location may fails to accomplish the pose estimation at 
the later step in the model matching algorithm. We choose the forearm part as the root 
node because the forearm is a relatively larger part than the others and because it is placed 
perpendicular to the camera direction. 

Figure 2.6 shows the solid parts of the hand model and Figure 2. 7 shows its PDT graph 
structure. Table 2.1 shows the range of rotation angles (Arc Attribute no.4) of the arcs. In 
the table, wR(A) means the range of the rotation around A-axis in the local coordinate system 
of the node, the number of which is denoted in the left most column in the row. Values are 
expressed in degree. A column with a bar means no rotation is allowed around the axis. 

The actual geometric shapes of the solid parts corresponding to the fingers and the forearm 
are described by elliptic cylinders at the top and the bottom of which hemispheres are attached. 

Pose Estimation of the Root Node 

In the first step of the model matching process, the system extracts the direction and the 
location of the forearm axis in accordance with the constraints shown in Section 2.4.1. 
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Figure 2.6: Hand model 

Table 2.1: Rotation range of the hand joints 
I arc II wR(X)[deg] I wR(Y)[deg] I wR(Z)[deg] I 

1 85 - 40 
2 55 - 85 
3 - - 50 
4 - - 90 
5 90 - 20 
6 114 - -

7 76 - -

8 90 - 20 
9 114 - -

10 76 - -

11 90 - 15 
12 114 - -

13 76 - -

14 90 - 20 
15 114 - -

16 76 - -
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16 13 10 7 

1 

Root node 

Figure 2. 7: PDT of the hand model 

We pay attention to the geometric shape of the forearm part. It is represented by an 
elliptical cylinder. As it is located in the way its axis and the camera direction become 
orthogonal , a pair of lines, that are located on the surface of the elliptical cylinder to which 
the line from the camera center to the object tangents, correspond to a pair of straight segment 
pair in the silhouette contour and are parallel with the forearm axis. Therefore the middle line 
between two straight segments which start from the boundary of the image frame should be 
the projected line of the forearm axis (Figure 2.8). 

With the location of the middle line in the image plane, the system can calculate the 3D 
location of the forearm axis according to the camera parameters. 

Then the system needs to specify the rotation angle around the forearm axis. Let an elliptic 
cylinder be projected on a region whose width is AB in the image plane (Figure 2.9 <1> ). The 
image plane is represented by the line on the right side. There are three other possible poses 
which shares the same cylinder axis (denoted as a black dot). The models in those poses are 
projected in the width AB (Figure 2.9 <2>, <3>, <4> ). Since the system can not distinguish 
these four cases, the system takes all of them as the root pose candidates . 

In the second step, the system executes the model matching algorithm introduced in SectioiL 
2.3.3 for every root pose candidate. In the final step, the system takes one of the resultant 
poses of which E is the minimum among them. 
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Boundary of the image 

Experimental Results 

Contour 

Contour 

Projected forearm axis 

Straight segment 

Figure 2.8: Location of the forearm axis 

The two algorithm OIS and ODS is executed on 21 sample images. 8 of them is a size of 
580 pixels by 420 pixels and 13 of them is a size of 600 pixels by 400 pixels. The distance 
between the camera and the hand is about 1500mm. Because of the distance and the camera 
parameters, we adopt orthogonal projection as the projection algorithm. As a result, one pixel 
becomes a square of 0.5mm by 0.5mm. 

Unfortunately, it is difficult to verify the matching degree in the 3D world because we 
have no further information occluded by the front part with only one image and unable to 
reconstruct the 3D pose completely. The matching degree in this paper is therefore examined 
by the matching indicator E. Table 2.2 shows the averages of E of the resultant poses. The 
difference between the result of OIS and that of ODS is relatively small (296mm2 ). As OIS 
has an advantage of the partially parallel processing, it is said that the OIS algorithm is the 
better of the two in terms of the processing time. On the other hand, if the resultant pose is 
required to resemble the shape of the silhouette region, ODS is better since it generates the 
better resultant pose. This is because it has a tendency to cover the whole silhouette region. 
with the projected region of the hand model. 

Table 2.2: Averages of E for the hand 
OIS ODS 

E[mm~] 3340 3044 
)!; 0.215 0.196 _c;;Jhn,pffp 

Area average of the silhouettes = 15548.7 [ mm2]. 

Among them, five experimental results are shown in Figures 2.10, 2.11, 2.12, 2.13 and 2.14. 
Here these images are reversal. In each figure, (a) is the original gray scaled image and (b) 

2.4. APPLICATIONS 25 

<1> 

<2> a~:: :::::::: :::::::::: : :::::::::::::::: : 
b 

<3> 

b 

(/): _-_- __ -::·:--__ ---::-·:-::·:_-_-::::: : 
a 

<4> 
b ~ : : : :: :: :::::: ::: :::: :::: :: : 

a 

Figure 2.9: Projection of an elliptic cylinder 

is the converted silhouette image, which is given to the system. The OIS algorithm estimates 
the pose and the result is shown in (c) . In (d), the model is rotated 180° around the forearm 
axis from the pose in (c). (e) and (f) are similar to (c) and (d), respectively, except for the 
point that ODS generates them. The resultant pose of ODS in (e) is more accurate than that 
of OIS in (c) as an estimation using the silhouette image (b). 

In some cases, OIS and ODS show different results as are shown in these figures. These 
differences are derived from the existence of the complete occluded parts. (See (d) and (f) of 
Figure 2.10 for example) . Though the poses of the third finger and the little finger are quite 
different, those fingers make little effects on the matching indicator E. Because the opposite 
side of the occluded region can not be seen at all, we have no further information for judging; 
which is right. 
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(a) Original image (b) Silhouette image (a) Original image (b) Silhouette image 

(c) OIS: Result pose (d) OIS: Opposite pose (c) OIS: Result pose (d) OIS: Opposite pose 

(e) ODS: Result pose (f) ODS: Opposite pose (e) ODS: Result pose (f) ODS: Opposite pose 

Figure 2.10: Hand experiment no.1 Figure 2.11: Hand experiment no.2 
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(a) Original image (b) Silhouette image (a) Original image (b) Silhouette image 

(c) OIS: Result pose (d) OIS: Opposite pose (c) OIS: Result pose (d) OIS: Opposite pose 

(e) ODS: Result pose (f) ODS: Opposite pose (e) ODS: Result pose (f) ODS: Opposite pose 

Figure 2.12: Hand experiment no.3 Figure 2.13: Hand experiment no.4 
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(a) Original image (b) Silhouette image 

(c) OIS: Result pose (d) OIS: Opposite pose 

(e) ODS: Result pose (f) ODS: Opposite pose 

Figure 2.14: Hand experiment no.5 
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2.4.2 Human Body 

In the second experiment, we take up a human body. A hun1an body is a typical articulated 
object and yet more difficult to estimate its pose from its image. However, since a man 
expresses his intention not only by his hands or words but also by his gesture in his daily life, 
the method of estimating the pose of the human body will be an essential technique for a new 
man machine interface of computers. 

Constraints 

Here, the target articulated object is the whole body of a woman. The geometric shape 
information of the body is obtained by measuring a woman with a 3D range sensor. 

• The body wears no ornaments and no deformable things. Only the clothes that are fitted 
tightly to the body is allowed . To remove the deformability of the hair, a bandage covers 
it. 

• All the joints are allowed to be bent as far as in a normal extent. Both sides of the neck 
part should be seen from the camera. Except for this, self occlusions are allowed. 

• The neck axis, which is the same as that of the spinal cord, is perpendicular to the floor. 
From the camera, both sides of the neck must be seen. 

• The camera is set to be horizontal. The distance from the camera to the body and all 
the camera parameters are given to the system as a priori information. 

• The whole of the body must be seen and no other object should not be seen in the image. 

• The color of the background of the image is black. The image is taken as a gray scaled 
image, and then it is converted into a binary image where a pixel in the silhouette region 
returns a value 1. 

In our experiment, we take images in the situation in which the woman is walking. 

Human Body Model 

Similar to the hand n1odel, it is natural to think that one bone corresponds to only one solid 
part . Although the human body consists of more than one hundred bones, many of them are 
tied firmly or too small to be consider in the model matching. For example, a hand consists of 
27 bones but each one is too small compared with the other parts such as arms or legs. Thus, 
it is not reasonable to handle both the hands and other large parts together. 

We divide the human body into 17 solid parts . The division is made at the joints which. 
can be bent to a large extent and their adjacent parts are relatively large. The parts are a 
head, a neck, two upper arms, two forearms, two hands, a chest, a waist, two thighs, two legs 
and two foots. As a result, there 17 nodes and 16 arcs in the PDT. 

As we have mentioned, the choice of the root node affects much on the later model-matching 
process . We choose the neck part for the root node so that the system does not misplace the 
object. The constraints guarantee the extraction of the two segments corresponding to both. 
sides of the neck part and the systern can easily estimate the location of the neck. 

The geornetric shape information of the solid parts and their identification numbers in the 
PDT are specified as shown in Figure 2.15 and its graph structure is shown in Figure 2.16. 
Table 2.3 shows the ranges of rotation angles (Arc Attribute no.4) of the arcs. Values are 
expressed in degree. Node 0 represents the root node which corresponds to the neck part. The 
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root node (node 0) has two descendants, one is node 1 and the other is node 2, which represent 
the head and the chest, respectively. 

Figure 2.15: Human body model 

The actual geometric shape information of the solid parts have been obtained by the range 
data and is expressed in the patch-modeling description . The shape of the neck part is similar 
to a trapezoidal cone. 

Unfortunately, the shape information near the connection points is not so accurate because 
the data is obtained from the woman in certain pose and no information is available on bending 
the joints. We attach an ellipsoid between two solid parts to interpolate its shape. 

Pose Estimation of The Root Node 

In the first step of the model matching process, the system estimates the 3D location of the 
solid part corresponding to the root node in accordance with the constraints shown in SectioiL 
2.4.2. 

As Many good researches [61] [62] [63] [64] [65] [66] [67] [68] [69] [70] have been proposed 
to extract human face from an image , we don 't concentrate on how to locate the root node iiL 
the case it is head part. 

However, considering about silhouette region, it is reasonable to select the neck part for the 
root node of the PDT because its location can be easily estimated. The algorithm to estimate 
the location of the neck part is executed in the following manner. 
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Figure 2.16: PDT of the body model 

From the silhouette contour the system finds two segments which correspond to the sides 
of the neck part . Searching from the top of the contour, the system extracts the two segments 
which are straight and the distance of which are almost the same as the diameter of the neck 
part. (See Figure 2.17.) 

Second, it calculates the center line of the two segments . Because the neck part is perpen­
dicular to the floor, the center line corresponds to the projected neck axis . 

Then calculate the 3D location of the neck axis in accordance with the camera parameters. ' 
Unfortunately, it is difficult to determine the rotation angle around the neck axis only by 

the projection of the neck part. The system calculates the angle so that the projection of the 
neck part fits the silhouette region best, but its resultant pose does not usually match the 
projected region of the real neck. To cope with the problem, the joints to the head and the 
chest part are allowed to rotate widely around the neck axis. See the column wR(Y) at the arc 
1 and arc 2 in Table 2.3. This allows the system manage to cope with the location failure in 
estimating the pose of the neck part in the second step of our algorithm. 

Experimental Results 

We have experimented with two algorithm, OIS and ODS, for 15 sample images. The size of 
the images is 320 pixels by 360 pixels. The distance from the camera to the body is about 
400cm. One pixel becomes a square of 4.43mm by 4.43mm. 
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Table 2.3: Rotation range of the body joints 
I arc II wR(X)[deg] I wR(Y)[deg) I wR(z )[deg) I 

1 40 180 30 
2 20 360 20 
3 200 - 110 
4 160 110 -

5 40 180 85 
6 180 - 110 
7 160 110 -

8 40 180 85 
9 20 40 20 

10 40 100 60 
11 110 70 40 
12 120 - -

13 80 40 70 
14 110 70 40 
15 120 - -

16 80 40 70 

As in the case of the hand, we use the matching indicator E for the evaluation of the 
matching result. Table 2.4 shows the average E of the resultant poses. The difference between 
OIS and ODS is 21095mm2 . Whereas in the experiment for the hand ODS in1proves the result 
E only by 8.83% compared with that of OIS, here for the human body it improves the result 
by 21.81 % compared with that of ODS. The reason why the ODS algorithm has the advantage 
against the OIS algorithm is considered as follows. The silhouettes for the human body have 
quite large, long and narrow regions sticking outwards. The OIS algorithm hardly covers those 
sticking regions whereas the ODS algorithm covers them many times. Suppose the situation 

Center line 

Figure 2.17: Location of the neck axis 
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the situation that the solid part i under consideration in st ep 3 of the OIS algorithm is locat ed 
near the base of the sticking- out region. In many cases, t he syst em set s it inner part of t he 
silhouette region. If the syst em set the node i to cover the sticking-out region , there might be 
a possibility of more or less increasing 1n i in + m iut even if its proj ected region fit s well with 
the sticking-out region , because there is still a little difference between two regions. On the 
other hand , in the same situation the ODS algorithm can cover the sticking- out region well 
only if the accumulated region , where the function Q returns a value 1, has already covered 
most of the silhouette region. Since the accumulated region is considered to be eliminated 
from the silhouette region in the ODS algorithm, the pose covering the sticking-out region 
makes miin + miut smaller. Even if there exists not a little gap between its projected area and 
the sticking-out region, it does not prevent the ODS algorithm from covering the sticking-out 
region. Thus ODS works much better than OIS in the case of the pose estimation of the human 
body. 

Table 2.4: Averages of E for the body 
OIS ODS 

E[mm2
] 96581 75486 

]!; 0.298 0.233 C'." te 

Area average of the silhouettes = 324503 [ mm2 ]. 

Five of the experimental results are also shown in Figures 2.18, 2.19, 2.20, 2.21 and 2.22. 
All of these figures are reversal. Similar to Section 2.4.1 , (a) shows the original gray scaled 
image and (b) is the converted silhouette image from (a). The resultant poses of the OIS and 
ODS algorithm are shown in (c) and (e) , respectively. We also show the images which are 
taken from the opposite side of the resultant poses, such that (d) corresponds to (c) and (f) 
to (e). 

In these experimental results, the ad vantage of the 0 DS becomes more obvious in the case 
of dealing with a complete occluded part in comparison with those of the hand. On that case, 
the OIS algorithm tends to cover the silhouette region as much as possible with its projected 
region. As the solid parts are similar to cylinders, the OIS algorithm may also said to have 
a tendency to lay down the complete occluded part in the image plane. However, as the 
silhouette region is generally long and narrow in our experiments, the OIS algorithm often 
fails in having the descendant part sticked out from the silhouette region . For example, see 
Figure 2.18. The OIS places the left upper arm in the way its elbow comes behind the head 
and as a result, the descendent forearm and hand parts are misplaced completely, whereas the 
ODS algorithm avoids that. 

2.5 Discussion 

In the section 2.4, we showed the experimental results of which the matching indicator E was 
small but not reduced to 0. The 3D model based vision system using only one silhouette image 
has three issues related one another. 

1. Is there any factor that improves the matching algorithm in order to estimate the better 
pose in our framework ? 

2. Is it possible for the 3D model based vision to decrease E into 0 from only one silhouette 
image? 
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3. How rnuch extent does the resultant pose, of which E is 0, resemble the real pose in the 
sense of 3D measurement ? 

We take up the human hand as the typical articulated object and discuss these issues in a 
practical way. To argue the first issue, a supplen1ental experiment is necessary and is described 
in Section 2.5.1. The second and third issues are discussed together in Section 2.5.2. 

2.5.1 Verification of OIS and ODS 

In this section, we want to disclose the ability of the OIS and ODS algorithms proposed in 
Section 2.3.3. There are two factors that are not related with the essence of those algorithms 
and so far we should remove in the experiment. 

One of the reasons why the results of the experiment shown in the s ction 2.4 could not 
reduce their E into 0 is considered to be derived from the geornetrical inconsistency between 
the real hand and the hand model in the system. 

As we have mentioned in Section 2.4.1, each of the solid parts except for the palm are 
represented by an elliptic cylinder attached by two hemispheres on both ends. In this modeling 
method, it is difficult to represent muscles between the parts. Though they occupy not a large 
part of the hand, yet they surely exist. We could avoid this disadvantage by adding the 
deformable parts representing the muscles between the solid parts, since it is relatively easy 
to modify our algorithms to cope with the deformable parts which are controlled by the joint 
parameters. 

Nonetheless, there exists the geometric inconsistency between each of the solid parts and its 
corresponding real part. This may be yielded by the lack of the ability of the modeling methods, 
or the errors in n1easuring the real hand might cause the inconsistency. The important point is 
that there certainly remains the inconsistency as far as we take up the real articulated object 
as the target. 

There is another issue that makes E worse. It comes from the error of locating the forearm 
part that corresponds to the root node. It is difficult for the system to recover the influence 
yielded by by the error on the root node. Since we are interested in only the abilities of OIS 
and ODS which are the second step of our pose estimation algorithm, we should reject the 
root node estimation process at the first step in the experiment. 

To remove these two factors and make clear the ability of our algorithm not disturbed by 
them, we use the computer generated image as an input image and fix the location of the solid 
part corresponding to the root node in the experiment. 

The target object is represented in the image generated by computer graphics, and the 
corresponding object is used as the model in the matching process. The actual target object 
is the hand model described in the section 2 .4.1. 

In generating the silhouette image, we fix the location of the forearm axis in order to remove 
the location error at the root node and skip the first step of the algorithm. 

We generated 1000 sample images whose poses are determined arbitrary. We applied the 
second step of our algorithms to these images. The values of the matching indicator E of 
the OIS and ODS algorithm are shown in Figure 2.23. In this graph, the horizontal direction 
denotes the amount of E and the vertical direction denotes the number of the samples. The 
averages of E in both experiments are shown in Table 2.5. The average E of ODS is 234.43mm2 :­
which is smaller than that of OIS. The difference of the results between OIS and ODS is showiL 
in Figure 2 .. 24. In this graph, the vertical direction denotes the difference of E015 - Eons at 
each sample. The ODS algorithm works better than the OIS algorithm on 661 samples. 

Since we remove the factors that are not related with the essence of the OIS and the ODS 
algorithms, these results reveal the capability of the algorithms. This experiment indicates 
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Table 2.5: Averages of E for CG hand 
OIS ODS 

E[mm~] 1090.39 855.96 
r; 0.0883 0.0693 Silhouette 

Area average of the silhouettes= 12351.1 [mm2]. 

that, in general, the 0 DS algorithm can make the matching indicator E better than that of 
the OIS algorithm. 

In this experiment, many results have quite a small values of E. Figure 2.25 and Figure 
2.26 are examples of the best resultant poses. In each figure, (a) is the original computer 
generated image and is converted into the silhouette image (b). (c) is a resultant pose of the 
OIS algorithm and (d) is that of the ODS algorithm. 

However, some of the results show that our algorithms fail in reducing E into 0. The 
algorithms are not able to make E small in a few results. This is salient on the OIS algorithm, 
but both of them show the similar tendency. Two of the worst cases are shown in Figure 2.27 
and Figure 2.28. The main reason why the system fails in estimating the pose for the image (b) 
is due to the failure of determining the palm part location, in other words, the system fails to 
determine the values of the joint parameters between the forearm part and the palm part. See 
the silhouette image (b) in Figure 2.27 as an example. In this example, the projected region 
of the thumb part (node 2 in the PDT) is located adjacent to the projected region of the palm 
part (node 1 in the PDT). In this case, the system fails to determine the joint parameters of 
the palm part because it does not know where is the projected region of the palm part nor 
where is that of the thumb part or others at that time. To avoid this kind of failure , the system 
should precedes to evaluate its descendent part, in this example the thumb part (node 2), and 
know which region is projected by which part. This method needs much more calculation. 
Instead, we think the system should backtrack and re-determine the joint parameters only in 
the case that E becomes relatively worse, since the system achieves the pose estimation well 
for most of the silhouette images . 

2.5.2 Limitation of Pose Estimation for One Silhouette Image 

We proposed the model matching algorithms which use only one silhouette image in Section 2.3 
and discussed the ability of the algorithms in Section 2.5.1. However, one question may arise 
whether or not only one silhouette is enough for the the 3D model based vision to reduce the 
resultant E into 0 even if the system has an accurate model for the target articulated object. 

This question is closely related with the issue whether the pose having E equal to 0 is 
always similar to the real pose in the 3D world or not. If it is not, having E reduced into 0 is 
not sufficient to estimate a 3D pose. 

Unfortunately, the answer is negative. Because the opposite side of the silhouette can not 
be seen to the system and it is impossible to know the complete state of the occlusion in the 
silhouette, the system can not estimate the poses of the occluded parts precisely similar to the 
original one. Figure 2.10 is a good example. With only looking the image (b) the system is 
not able to know the precise state of the third finger and/ or the little finger. They may be 
stretched or bent, and both estimations are completely fine as far as they are the estimation 
of (b) and the system can not judge which is correct. 

Consequently, there may be a possibility that one silhouette corresponds to several esti­
mated poses which have the resultant value E = 0 and there may be an another possibility-
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that it resembles many confusing silhouettes that are produced by other real poses. These 
~elationships are considerably complicated and are difficult to be divided into the separated 
lSSUeS. 

In this section, we argue these issues together and make clear the limitation of the pose 
estimation using only one silhouette image. 

Relationship between Silhouette and Pose 

We should have a measure to evaluate the similarity among silhouette images. We define a 
distance between two silhouette images which we call "Xor Distance." The xor distance D 
between the silhouette image s and the silhouette image t is defined as 

X(s, t) = L {Ss(i) EB St(i)} (2.15) 
iED 

where D means a clipped region by the camera parameters and Sk(i) returns a value 1 when 
the point i is included in the silhouette region of the silhouette image k. This metric can be 
defined only when both silhouette images are taken with the same camera parameters. 

Suppose there are three silhouette images s, t and u. Obviously, the following inequality is 
derived from Equation (2.15). 

0 ~ X(s, u) ~ X(s , t) + X(t, u) (2 .16) 

We also define a set of the silhouette images in which the shapes of the silhouettes are considered 
to be similar. The set G( 8), which contains the silhouette images similar to one another in the 
extent of the xor distance 8, is defined as 

G ( 8) = { k I X ( k, s) ~ 8 for 3s E G ( 8)} (2.1 7) 

where k and s means a silhouette image. We call G( 8) the silhouette group within the xor 
distance 8. 

Suppose the set G( 8) have n silhouette images. Because of the inequality (2.16), some of 
the xor distances between the pair of silhouette images in G(8) become larger than 8. However, 
the worst xor distance in G( 8) is bounded under n · 8 and we obtained the conclusion that 
the maximum xor distance in G( 8) seldom reaches the worst value through the experiment . 
Hence this characteristic does not matter because G( 8) contains similar silhouette images in 
the extent of 8, so long as 8 is not so large. 

Then, the next problem is to measure the extent of the similarity between the 3D poses 
whose projected silhouettes are grouped in the same silhouette group from the viewpoint of 
the 3D model matching. The formulation of this measurement is very difficult because there 
is no standard that specifies the "similarity." Whereas it is easy to answer whether the two 
poses are same or not , it is quite a difficult task to describe the extent of their similarity. 

Since the deformation of the object is fully controlled by the joint parameters, the measure­
ment of the similarity is considered to be calculated by them. The amount of the contribution_ 
of each joint parameter to the deformation differs in terms of the characteristics of the solid 
part which is directly controlled by the joint parameter. Thus, using the PDT description we 
define "pose similarity value" L for the silhouette group G( 8) as 

L(G(8 )) = L {wi · D(j)} 
j 

(2.18) 
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where j means a joint parameter and 

w · J 

CP 
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(2.19) 

(2.20) 

(2.21) 

(2.22) 

In Equation (2.19), arc(j) returns the identification number of the arc which includes the joint 
parameter j and affected_node(j) returns the identification number of the node which is the 
descendant of arc(j). The function cp( a) returns the Euclid distance between the ancestral 
connection point which indicates the origin of the local coordinate system of the ancestral node 
a and the center of the balance of the solid part corresponding to node a. The function v( n) 
brings back the volume of the solid part corresponding to the node n. V means the volume of 
the whole of the object. In Equation (2.20), a takes all the arc identification numbers in the 
PDT and A means the number of the arcs. J(k,j) in Equation (2.21) and Equation (2 .22) 
returns the value of the joint parameter j of the object which projects its silhouette on the 
image k, and m is a number of the silhouette images in G( 8). 

The pose similarity value L becomes small if the poses, whose projected silhouettes are 
grouped in G( 8), are three dimensionally similar to one another. 

We also define the average of L(G(8)) for the certain object. This is calculated in a following 
manner. First, generate the all the poses of the object and project each of them into an image. 
The images are classified into the image sets each of which corresponds to a silhouette group 
of the xor distance 8. Then, the pose similarity value is calculated in each set. Finally, the 
average is obtained by dividing their sum by the number of the sets . 

Ability of the Model Matching Algorithm 

The definition of the xor distance X is quite similar to that of the matching indicator E. 
Actually, E is equal to the xor distance between the original silhouette image and the projected 
image of the estimated pose. Therefore, we can conclude the relationship between silhouettes 
and the ability of the model matching algorithm in the following way. 

Suppose the value of the average L( G( 8)) is given to the 3D model matching system 
which uses only one silhouette image as an input. The system can not extract 
further information from the silhouette image in order to estimate a more precise 
pose if the resultant matching indicator E is smaller than 8. 

This is because the estimated pose is similar to the poses whose projected silhouettes belong to 
the certain silhouette group of xor distance 8. Of course, there might be a possibility that the 
silhouette group the estimated pose belongs to differs from the silhouette group the original 
pose belongs to, and so we can use 8 only as an index. However, it is true that the system 
should at least estimate a pose of which E is smaller than 8. 

As a result, it is natural to consider that the evaluation of the model matching algorithrrr 
depends on the pose similarity value which is given from the outside. 

We have calculated practically the averages of L(G(8)) for the actual hand object on varying; 
8. Though the whole of the pose should be generated and projected to calculate them, it is 
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in1possible to prepare huge number of poses because of the amount of the computation. Hence 
we generate the hand poses in every 20 degrees for all the joint parameters in the hand model 
and also reduce the rotation range slightly in order to keep the number of poses small. As a 
result, we take 23328 poses into consideration. 

The relationship between the xor distance and the pose similarity value is visualized in 
Figure 2.29. There, the horizontal direction means the xor distance in mm 2 and the vertical 
direction means the pose similarity value in degree. Figure 2.30 shows the the average nu1nber 
of the silhouette images included in one silhouette group at certain xor distance. The number 
grows rapidly as the xor distance increases. 

Now let us consider the ODS algorithm. Suppose we want to obtain the estimated pose in 
the extent of the pose similarity value 5.0 degrees. By looking at Figure 2.29 and Figure 2.30, 
we find out that the corresponding xor distance is 432mm2 and the silhouette group which 
includes the resultant pose might contain 2.0 poses in average. In this case , from Figure 2.23 
the ODS algorithm satisfies the xor distance 432mm2 in the percentage of 43.3%. So it can 
be said that the ODS algorithm uses the complete information of the silhouette images about 
half of the pose estimations. 

With this value , the ODS algorithm is able to know the matching process is falling in the 
local minima. Hence it can eliminate the matching process under investigation by watching 
the amount of the matching indicator E in the halfway of the pose estimation. This might be 
a good utilization of the pose similarity value. 

2.6 Conclusion 

We have described the 3D model-based vision system which uses only one silhouette image as 
an input. For the system, we have proposed the Pose Decision Tree description to represent the 
model of the articulated objects. The system can control the deformation of the articulated 
object easily by using the joint parameters in the PDT. 

We have also proposed the two algorith1ns, Order Independent Strategy and Order Depen­
dent Strategy, to estimate the pose of the object in the system. While the OIS algorithm has 
the advantage of the processing speed according to its partially parallel processing, the ODS 
algorithm gives the better pose estimation than OIS in general. 

We have experimented these two algorithms for the real hand and the human body. The 
results validate the usefulness of these algorithms. Furthermore, in order to explain the ability 
of these algorithms, we have introduced the computer generated images as input silhouette 
images. We took the hand object as the target and experimented on both algorithms. As a 
result, the average E of the OIS becomes 1090.39mm2 and that of ODS does 855 .96mm2 . 

Because our research locates relatively in a new paradigm, we should also study the evalua­
tion method for the model-based vision using a silhouette. For this purpose, we have proposed 
the xor distance and the pose similarity value. With these measures we have revealed the 
ability which the 3D model-based vision system should accomplish. We have also suggested 
the way to check the estimation failure by using the pose similarity value. 

We have presented that our proposed algorithms estimate the pose well with only the 
area information of the difference between the silhouette region and the projected region. To 
improve the algorithms, it could be good to use the shape information of the silhouette contour 
such as curvature, or to change the way of unfolding Equation (2.5) so that the algorithm carL 
deal with more than one parts at a time. 
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(a) Original image (b) Silhouette image 

(c) OIS: Result pose (d) OIS: Opposite pose 

(e) ODS: Result pose (f) ODS: Opposite pose 

Figure 2.18: Human body experiment no.l 
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(a) Original image (b) Silhouette image (a) Original image (b) Silhouette image 

(c) OIS: Result pose (d) OIS: Opposite pose (c) OIS: Result pose (d) OIS: Opposite pose 

(e) ODS: Result pose (f) ODS: Opposite pose (e) ODS: Result pose (f) ODS: Opposite pose 

Figure 2.19: Human body experiment no.2 Figure 2.20: Human body experiment no.3 
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(a) Original image (b) Silhouette image (a) Original image (b) Silhouette image 

(c) OIS: Result pose (d) OIS: Opposite pose (c) OIS: Result pose (d) OIS: Opposite pose 

(e) ODS: Result pose (f) ODS: Opposite pose (e) ODS: Result pose (f) ODS: Opposite pose 

Figure 2.21: Human body experiment no.4 Figure 2.22: Human body experiment no.5 
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Figure 2.23: CG hand : Results of pose estimation 
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Difference between OIS and ODS 
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Figure 2.24: CG hand : Difference between OIS and ODS 
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(a) Original image (b) Silhouette image (a) Original image (b) Silhouette image 

(c) OIS: Result pose (d) ODS: Result pose (c) OIS: Result pose (d) ODS: Result pose 

Figure 2.25: CG hand : Best sample no.l Figure 2.26: CG hand : Best sample no.2 
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(a) Original image (b) Silhouette image (a) Original image (b) Silhouette image 

(c) OIS: Result pose (d) ODS: Result pose (c) OIS: Result pose (d) ODS: Result pose 

Figure 2.27: CG hand : Worst sample no.l Figure 2.28: CG hand : Worst sample no.2 
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Figure 2.29: Relationship between xor distance and pose similarity value 
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Chapter 3 

Pose Estin1ation -with Tree Traverse 

We have propose a model based pose estimation method for an articulated object from an 
image in the previous chapter. In this chapter, we discuss the way of finding the resultant 
pose to improve the estimation accuracy and propose a modified pose estimation method 
. We prepare corresponding articulated object model in advance all so in this chapter. Our 
method can estimate human pose without heuristic knowledge in calculating inverse kinematics 
and in matching procedure at the condition that the model has same functionality as the 
object. We assume an articulated object is considered to be formed by tree structure of 
which node corresponds to a body part, and the parts connects to each other by joints. With 
this assumption, a pose can be defined by a set of all the joint angles in the human body. We 
implemented our method and evaluate its ability and features with an experiment by simulation 
experiment on synthesized images, and also conducted an experiment on real images where 
various poses of human body are photographed. 

3.1 Backgrounds 

Pose estimation of articulated objects has beeri required in the some computer applications like 
human machine communication. We consider a pose as a status of joint angles that indicates 
bending degree of body parts. 

For example, VR reconstruction including human shaped agents needs to estimate the 
whole human body pose. Freehand tele-operation requires the recognition of finger pose and 
movement. As the human machine interface, pose estimation could be useful in expressing 
user's behaviour numerically. 

A previous research proposed ribbon feature in estimating a human pose. They consider 
that many parts in the human body can be approximated by a kind of cylinder, and they turn 
their attention to the geometric feature of cylinder that projected shape of the cylinders has 
two parallel lines in orthogonal camera projection. They extract the ribbons from images and 
infer the three dimensional location of the cylinders in the real space. 

Kurakake at el. proposed to estimate a pose of an articulated object by extracting ribbons 
from edges in an image without defining explicit human functional model, but movement of 
body parts are limited on a plane perpendicular to the camera direction. 

Yunipan at el.[57] proposed the method to estimate a pose of human arm. They first 
extract skin region with skin color information from an image and then determine whether the 
extracted region is human arm or not by its shape. the three dimensional pose is inferred by 
referring the location relationship among the arm regions in the image plane. Like Kuratake 's 
research, the proposed method has limited ability of 2D pose estimation on the image plane. 

In these approaches, it is impossible to estimate human pose in thee dimensional world_ 
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because they don't consider the cubic human pose or motion in their proposed methods. 
On the contrary, direct 3D measurement approaches have been applied to estimate not only 
pose and motion but also three di1nensional shape of articulated objects. One of the most 
conventional methods based on image processing is to attach color markers on the human 
bodies. Apart from image processing, a wear type measurement device such as data-glove and 
data-suit may be used for three dimensional pose estimation. Unfortunately, these kinds of 
approaches are not acceptable in 1nany social applications because the equipment of markers 
or devices on human body cause much stress at the users. We cannot make users wear the 
markers or devices if they stay in remote places or in hard environment. Therefore, we have 
to consider a pose estimation method which does not rely on special equipment on a hu1nan 
body. 

Alternative approach is to understand images taken by a video camera instead of having 
the persons wear special equipment. Among various image understanding techniques, model 
matching method is the most applicable for three dimensional pose estimation of human body. 
However, conventional methods involves heuristic knowledge in their matching procedure im­
plementation. In other words, some special features extracted from an image is considered to 
be related with a certain part of the hun1an body model, and they don't mention why the 
feature should be assigned to the part of the model. For example, many researches assumes 
that rectangle shaped regions and ribbons should make a match with a arms or fingers in their 
models, but they don't verify that relation would be acceptable or not [71, 72]. 

For example, Kimoto at el. represents a human body by a stick model and place each 
stick three dimensionally by referring the core lines extracted from the images, and achieves 
the pose estimation of the stick model[54]. On the other hand, Yunipan at el extract the 
rectangle shaped region effectively because they introduce MRF and utilize the information in 
their human model, but the model are limited to move only in a plane perpendicular to the 
camera direction[73]. 

Several researchers don't estimate shape of the regions in an image. Ishii at el focus on 
skin color region and estimate a human pose by stereo vision. In this method, however, the 
correspondence between skin regions and parts in their proposed model has been resolved in 
ad vance[? 4]. 

Shimada at el proposed a estimation method for human fingers[75], in which they put an 
heuristic knowledge that sticked out region are to correspond finger tips in their finger model. 

We can get an advantage on realizing fast and effective matching procedure for pose es­
timation if we include the correspondence between image features and models in matching 
procedure. But, at the same time, we have to admit that this kind of method is difficult to 
apply various situations. 

Therefore, this paper aims a generic formulation and solution that achieves pose estimation 
which is independent from heuristic knowledge at matching procedure and from the kinds of 
the objects. To realize this purpose, we use fully defined functional articulated object 1nodel. 
We consider it is not needed to extract complicated image features as the functionality and 
the shape comes closer to a real object. With this relief, we propose a pose estimation method 
which use silhouette image feature. 

In section3.2, we describe an articulated object and define a corresponding model. In. 
section3.3 we mention why take up silhouette image as input information and discuss its 
features. We make clear the goal of the approach in Section3.4 and explain the process in our 
method. Thereafter some experiments were conducted and we discuss validity of this method 
with the results in Section3.6. At last, in Section3.7, we put concluding remarks in this chapter. 
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3.2 Articulated Object and Its Model 

In this paper, a pose of an articulated object is uniquely determined if and only if joint angles 
are fixed. 

On modeling the articulated object, we make several conditions shown below. These con­
ditions are common natures of most kinds of articulated objects, and so these don't weaken 
generality of our research. 

• A joint is expressed with combination of at most three joint rotation angles. 

• A part which belongs to the articulated object is connected with each other at the joints. 

• Each part has solid shape. 

• Shape around a joint is determined only by joint angles of the joint. 

• The parts are arranged in tree shape structure. 

Our articulated object model is represented by a tree data structure. We call this data 
structure a pose decision tree. Each node in the pose decision tree corresponds to one body 
part in the articulated object and holds shape information and relation information of a joint 
which locates between the part and its parent part. Table3.1 shows the attributes of the 
information in the node. A local coordinate system of node i is translated so that its origin 
comes to joint connection point in a coordinate system of the parent part. Joint rotation is 
performed in a order of rotation axes ak (k = 0, 1, 2). The rotation angle ai(k) never exceeds 
the rotational range of the joint. 

Table 3.1 : Information attributes of a node in a pose decision tree 
Node ID i, i ~ 0 
Parent Node ID Pi 
Shape Surface of node i is represented by patches 

(in local coordinate system of node i) 
Joint connection point A point defined in a local coordinate system of the parent part 
Rotation axis Ai ( k), 0 < k < ni ( ni is a number of axes) 
Joint angle ai(k), 0 < k < ni (ni is a number of axes) 
Rotational range r _lowi(k) < ai(k) < r JLighi(k) 

A joint connection point of root node r represents location of the root part in the world co­
ordinate system. We represent location of the articulated object model in the world coordinate 
system by that of the point and its rotation by rotation angles bfar = {ar(k) IO::; k < nr }. 

Whereas the conventional methods approximate body parts by cylinders or its extended 
representation, our approach adopts patch description which can represent more complicated 
shape and can approximate the object more precisely. 

Figure 3.1 and Figure 3.2 show an shape representation example of an articulated object 
model. Figure 3.1 describes a part of hu1nan chest. Light grey colored patches are 
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Figure 3.1: A node corresponding to chest 

Figure 3. 2: A female model 

3.3 Input Image 

In the pose estimation procedure, it should be examined whether an articulated object exists 
or not at first, and if it found, the pose will be estimated after the location in the image is 
extracted. However, as our main discussion concentrates on its pose ant not on its discrimi­
nation of the existence, we assume that types of the articulated object and its functionality 
and structure are known to us in advance, and we also assume that camera parameters used 
on taking an image is fixed and given to the system, and that the location of the object is 
also given before pose estimation procedure begins. In other words, the location of the joint 
connection point at the root node in the articulated model is given in advance . As the modeL 
is formed in tree data structure, we can change the root node easily in the model because any 

3.4. PROBLEM DEFINITION OF POSE ESTIMATION 57 

node in the tree data structure could be a root node and other nodes be rearranged to form a 
tree again. Therefore, we take up a node which corresponds to a body part of which location 
could be most easily determined, and set the node as the root node in the model. 

In this paper, we don 't consider existence of other moving objects in the image except for 
the target articulated object. 

3.4 Problem Definition of Pose Estimation 

As we use two dimensional information such as silhouette image as a clue to estimate a pose 
of a target object in this research, evaluation of pose estimation also should be done by the 
dimensional image features. 

Suppose a joint angle of node i is represented by ai = { ai( k) 10 ::; k < ni}, a pose of an 
articulated object model could be described by { ai}· We denote a silhouette region in an input 
image asS, and a region which is obtained by projecting shape of node i as Pi(ai)· We define 
f(A) as a function that calculate area of a region A. The pose estimation could be defined 
finding a solution that minimizes following formula. 

J[ {a;}] = f ((UP;( a;)) E!) S) 
t 

(3.1) 

In the formula, EB is exclusive-or operator between two regions. 
If difference of the functionality and solid shape between the target object and the model, 

minimum value of J[ {a}] should be zero. A pose which makes J[ {a}] zero is considered to 
be fitted with the pose in the image. There are two situations for joint angle set { ai} which 
makes J zero. In the first situation, only one joint angle set gives the same pose as that in the 
image, and the other doesn't so even if it makes J zero. In the other situation, several joint 
angle sets make J zero although their poses doesn't the same as the original pose except for 
one joint angle set which is the same as the original one. In the latter situation, it implies that 
some of ai could be changed without changing Ui Pi( ai) on the image plane. This is one of the 
reason that makes three dimensional pose estimation difficult and is called occlusion problem 
in cornputer vision. 

In the following pose estimation procedure, we stop the procedure at the point where 
J[ { ai}] comes to minimum value because shape of an object and that of the model are not 
always the same in practical experiments. 

3.5 Pose Estimation 

In our research, we take up silhouette images as an input image. We can extract two kinds of 
image features from silhouette images . One is area information and the other is contour infor­
mation. These two features are to be used in evaluating the resembleness between projected 
image of the model and the input image. 

It is predicted that an matching evaluation method based on contour information shows 
good results and realizes good pose estimation if the shape of the model is almost the same as 
that of the object in the input image. However, this method has too much sensitiveness against 
a slight gap occurred when the contour of the model is different from the original one. By this 
reason, we don't use contour information. Area information doesn t have over-sensitiveness 
against the shape difference, so we consider a evaluation method with the area calculation. 

In our matching procedure, we succeed in reducing processing cost of the matching because 
we use sub-matching procedure according to the tree data structure of the articulated object 
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model. This is effective against a normal approach that handles all the joint angle parameters 
equally and modify them sin1ultaneously. Since we divide the procedure, there may be a 
possibility that estimated joint angles fall into local minima. We avoid this local minima by 

introducing two stage process in the sub-procedure. Convergence of searching the optimal 

joint angles is defined by the time J[ { ai}] comes to minimal value. We propose to lead the 
joint angles to the minimal value by using our evaluation definition of the matching between 
the silhouette region and the body parts in the model, yet this approach doesn't guarantee the 
convergence to the optimal joint angles. 

The matching procedure we propose here is divided into two major sub-procedures. The 

first procedure is to determine the joint angles of the each node in the pose decision tree 
sequentially, and the second procedure is to find nodes to be rearranged for getting more 
appropriate approximation of the pose from the starting point which is given by the result of 
the first procedure. We explain these two procedures in detail in the following sections. 

3.5.1 Pose Estimation Procedure 

The pose estimation procedure starts at the root node in the pose decision tree and traverses 
the tree towards the leaf nodes. 

Let :F a node set of pose estimated nodes, and N a node set that contains nodes which. 
have not been processed yet and of which parent node belongs to F. We denote a node set 
of reminded nodes R. :F is considered as a set of "fixed" nodes, and N as a set of "next 
estimation" nodes, and R as a set of "reminded" nodes. 

At the beginning of the procedure, N contains only the root node and other nodes belong 

toR. 
The joint angles of the nodes are determined sequentially in the procedure. The procedure 

will end when all the nodes belong to the node F. Figure 3.3 shows a flowchart of this 
procedure. 

1. Node Selection 
Node i with the fewest number of steps to root node is selected in N. If N = 0, the 
process ends because the equation indicates the pose is fixed. 

2. Calculation of Uncovered Region 
When all nodes which belong to F are projected, their region generated on the image is 
called covered region C, and it is expressed by expression (3.2). In addition, uncoating 
area in which the covered region C is excluded from S is denoted by S'. S' is expressed 
by equation (3.3). 

c 
iEF 

S' snc 

3. Generation of Joint Angle Candidate ( J AC) 

(3.2) 

(3.3) 

To determine the joint angle of node i, it is necessary to examine the relation between_ 
Pi and S. Generally, because Pi changes according to the joint angle, it is thought to 
express Pi as a function of the joint angle and to process it analytically. However, it 
is almost impossible to do so because there is no limit in the geometry of each node in_ 
this research. Therefore, a sampling method for a movable range of the joint of node i 
by constant intervals is adopted instead. That is, after Pi of each sampled joint angle 
is generated, then sampled joint angles are selected which may protrude outside of S 
but the protruded area smaller than shape error limit area r, and we call the them joint 
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1 Node selection 

2 Calculation of 
uncovered region 

4 Evaluation of JAC 

5 Determination 
of joint angle 

Re-determination 
of joint angle 

Figure 3.3: Pose estimation procedure 
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angle candidate J ACi ( t). t means this is the tth candidate of the joint angle of node i. 
JACi(t) is a vector which holds the joint angles ai(k), 0:::; k < ni as its element. 

(3.4) 

If any joint angle candidate is not generated, go to Process 6. 

4. Evaluation of JAC 
An evaluation shown in expression (3.5) is done at each joint angle candidate JACi(t). 
(Refer to Figure reff:gnaw). 

e;(t) = f ( S' n P; ( JAC;(t))) (3.5) 

ei ( t) c01nes to larger and better as the projected region Pi of node i covers larger region 
over the uncoating area S' . Note that the value is not affected by area size where Pi and 
covered region C is overlapped. Expression (3.5) is defined from an intention that does 
not care the size of the overlapped area between Pi and the covered region C but let Pi 
cover the uncoating area S' as much as possible. 

A snapshot of pose estimation procedure which traverses in the pose decision tree at 
process 4 is displayed at Figure 3.5. 

5. Determination of Joint Angles 
J ACi ( t) is sequentially arranged from the one with a large value of ei( t ). In this way , a, 
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...... ...... ...... ...... ...... 

Nodei 

Figure 3.4: Evaluation of a Joint Angle Candidate(JAC) on an image plane 

list is made. At this time, t at each joint angle candidate is renumbered according to the 
list. The first joint angle candidate J ACi(l) becomes the joint angle adopted at node i . 
Node i is moved to F and its children nodes are moved toN. Go back to process 1. 

6. Re-determination of Joint Angles 
The reason why no joint angle candidates are generated on node i is that incorrect joint 
angle at any of the nodes in root side has been adopted. Hence, the tree is traced 
from node i to root node and the process finds the first node j which has the un­
adapted joint angle candidates. On this node j, ui shows the order in the list of the joint 
angle Candidate for whom the process is being adopted now. The joint angle candidate 
J ACi( u1) adopted by node j is now rejected and the next best joint angle candidate 
J ACj ( Uj + 1) is adopted newly. Children nodes of node j is moved to N again and if 
they have their children nodes, the grandchildren are moved to R again. Go back to 
process 1. 
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Figure 3.5: A status of a pose decision tree under pose estimation processing 

3.5.2 Pose Re-estimation Process 
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On performing the process described in process 1, a certain pose estimation result is to be 
obtained when N = 0. Ideally, all poses which minimize J[{ai}] should be obtained at the 
end. However, it requires huge calculation cost of matching to obtain the poses. For instance, 
it requires 5. 7 x 108 times matching evaluation at worst with 20 degree sampling interval with 
a model shown in Figure 3.2 and Table 3.2. Therefore, in the following subsections, we propose 
two incremental estimation methods that refines a pose which has been obtained once in the 
previous estin1ation process so as to find joint angles that rninimize J[ { ai}]. One is concerning 
leaf nodes and the other is concerning non-leaf nodes in the pose decision tree. 

Combination of Leaf Nodes 

When the plural un-adapted joint angle candidates as the leaf node are remaining, it searches 
combination of those joint angle candidates that gives better matching score of J[ { ai}]. If it 
is found, the pose comes to be the final pose estimation result. When the projection region 
of two or more leaf nodes overlaps mutually, the improvement of the pose estimation by this. 
processing is effective. 

Maximum Exposed Node 

When the joint angle is modified at a non-leaf node, it is indispensable to re-estimate all nodes 
of the descendant joint angles. Therefore, the plan to select the non-leaf node for adjusting: 
its joint angles to improve match result largely influences the calculation cost of the match_ 
process1ng. 
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Table 3.2: Movable range of joint angles in the human model (unit: degree) 

Node I Axis II Min I Max II Node I Axis II Min I Max II Node I Axis II Min I Max J 

Head y -90 90 Right y -90 90 Pelvis y -50 
z -30 30 hand z -45 40 z -30 
X -30 30 X -10 30 X -20 

Chest y -60 60 Left X -180 20 Right y -50 
z -30 30 upper-arm z -20 90 thigh z -40 
X -30 30 Left y -90 20 X -100 

Right X -180 20 forearm X -160 0 Right calf X 0 
upper-arm z -90 20 Left y -90 90 Right X -40 
Right y -20 90 hand z -40 45 foot y -40 
forearm X -160 0 X -10 30 z -20 
Left y -20 50 Left calf X 0 120 Left X -40 
thigh z 0 40 foot y 0 

X -100 10 z -50 

In this paper, the node with few concealment relation to other nodes is priorly processed 
by thinking that it is necessary to determine the joint angle earlier than other nodes. 

First of all , a set A of non-leaf nodes which have un-adopted joint angle candidates is 
calculated. It is assumed that node i is chosen from A and non-concealment area Ri shown by 
Expression (3.6) is estimated. This is a part of silhouette region where projection region of all 
the nodes in the pose decision tree except node i is removed. 

Node i is projected onto the non-concealment area Ri according to the joint angle candidate 
JACi(t)(t ~ ui), and a value of covered area coveri(t) is estimated by equation (3.7) for each 
joint angle candidate. The covered area is estimated for all the nodes in A, and the node 
m and its joint angle candidate JACrn(tm) is selected which gives the maximum vale of the 
covered area as defined by formulation (3.8). This node m is called the maximum exposure 
node. 

Ri (~; Pk(JACk(uk))) n S (3.6) 

coveri(t) t( R; n P;(JAC;(t))) (3.7) 

JACm(tm) where max( max (coverrn(trn))) (3.8) 
mEA tm2:Um 

If tm = Urn, after node is eliminated from A, the maximum exposure node and its joint 
angle candidate are selected again. If tm > Urn, Urn at the maximum exposure node m is set 
to tm and its joint angle is modified to JACm ( tm). 

It is necessary to re-determine the joint angle of the descendant node of the maximum 
exposure node m again by the change of the joint angle at the node m. Therefore, the children_ 
nodes of the node m belongs to N and their descendant nodes are moved to R. After that, 
the method described in foregoing paragraph 3.5.1 is executed again. 

If any node does not exist in A, it becomes all pose estimation processing terminations. 
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3.6 Experiments and Discussion 

The experimental results are shown and are discussed about the method of pose estimation to 
the silhouette image proposed by this paper. The former experiments are done on synthesized 
images with CG, and the latter experiments are done on real-life object with real image. 

3.6.1 Experiment and Discussion on CG Synthesized Images 

In the experiment to the CG synthesis image, we took up a female human body as target 
object. First of all, 219 silhouette images are synthesized with CG by using a female human 
body model as input images pose estimation process. The joint angle was generated at random 
by 20 degree sampling interval. It was assumed that location of the joint connection point was 
already given. The size of the image is 700 pixels in both width and height. As the camera 
condition, l.Ocm in the real world corresponds to the length of 2.26 pixels. 

A movable range of the joint angle of the articulated model used in the experiment is shown 
in Table 3.2. Figure 3.6 shows the pose of the model when all joint angles are 0. all the local 
coordinate axes of each node are aligned so as to let X axis go right against the camera, Y axis 
go top, and Z axis direct to the camera position when all the joint angles are 0. The display 
order of each axis at each node in Table 3.2 shows the rotation order. The upper axis rotates 
first, then the second axis rotates if it exists, and the third does. In this articulated model, the 
head part corresponds to the root node. It is considered that the head is most easily extracted 
in case of free pose in this research and that is why the head part is selected as the root node. 

Figure 3.6: Relationship between the uplight model and axes of coordinates 
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In the pose estimation experin1ent, the sampling interval for the generation of the joint 
angle candidates in our system was set to 20 degrees. Moreover, the number of the joint 
angle candidate is limited to 5 pieces or less. That is, the system lists only five high-ranking 
candidates of evaluation value ei(t) when the joint angle candidate is evaluated. 

Because the projection region of each node will be included completely in the silhouette 
region if the shape error limit area is assumed to be r = 0 in the CG synthesis image experi­
ment. it is predicted that the pose estimation becomes successful. This is the same as putting 
assumption that geometry of the articulated model is quite equal to the actual articulated ob­
ject. However, it is sometimes impossible to give the system to the geometry of the articulated 
model which is equal to target articulated object completely. Therefore, we provided shape 
error limit area r in 200 pixels in the experiment. This corresponds to 39cm 2 and 12.6% of 
the average projection region of the articulated model. 

In this research, the pose estimation is to be minimize J[ { ai}] . Etatal defined by Expres­
sion (3.9) is used to normalize and to evaluate the difference of the size of f(S) at each pose 
here. 

J[ { ai}] 
Etotal = J(S) (3 .9) 

The average evaluation value of 219 examples is 2.27%. Complete matches of S and P = 
Ui(Pi(ai)) were 135 examples. It indicated that pose estimation succeeded at 61.6% examples. 
Among these, as for the 101 example, all the joint angles were the same. The several samples 
are enumerated to Figure 3. 7. When the pose estimation is processed, the silhouette image is 
input to the system though the display is a grey image. These are poses in which self occlusion 
(Concealment) is rarely observed. On the other hand, S and P are not corresponding and 
therefore their poses are not the same at the remaining 34 examples. As described in section 3.4, 
the reason is that pose that satisfies J[ { ai}] = 0 is not unique in these examples. Concretely, 
there are two causes. 

One is self occlusion and this is not solved as long as ocellus image is used . Such case is 
found in 14 examples. Two examples are shown in Figure 3.8. The upper row is an original 
image and the middle image shows a side-view snapshot of the original pose. The lower image 
shows a side-view snapshot of the estimated pose. 

Another reason is a lack of edge information in the silhouette region. As for this, there 
were 22 examples. Three examples are shown in Figure 3.9. Original pose is at the left and 
the right is the estimated result . If edge information in the silhouette region is used in the 
future research, these examples are considered to be estimated accurately. 

The joint angle candidate J ACi(t) with comparatively high evaluation value ei(t) by un­
adapted joint angle candidates are left for the pose estimation result when it is not fitted well 
to the original pose. Therefore, if edge information and other observation information from 
other camera directions are introduced at a post-processing of this method, the information 
of the un-adopted candidates is considered to be useful on selecting appropriate node and its 
joint angle candidate among them. 

At 75 examples, the final estimated pose is improved by the pose re-estimation processing 
and the value of Etatal comes better than the first estimation result . This shows that local 
optimal solution was evaded by the pose re-estimation processing. In Figure 3.10, the original 

pose is shown at the lower image and the system first failed to estirnate the pose as shown at the 
upper image. Starting with the first fully determined pose, our system succeeded in estimating 
the pose completely by pose re-estimation processing. The number of average processed node, 
that is, the number of executing processing 3, is 26.2 nodes. Regarding the calculation cost 
of the match processing, because the minimum of the number of execution is 15, the figure 
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Figure 3. 7: Succeeded examples of coincident poses 

is quite closer to the minimum number of execution. The distribution of the number of the 
processed node is shown in Figure 3.11. Remaining average except the seven worst examples 
becomes 20.1 nodes. 

By the way, one reason why some results are not estimated correctly is that the number 
of the joint angle candidates is limited to at most 5 candidates. One example is shown in 
Figure 3.12. In this example, a lot of joint angle candidates is generated at the chest node 
because the chest and the right forearm are located close to each other . Therefore, the complete 
match between S and Pis not obtained because the five high ranks of the joint angle candidates 
do not contain the correct joint angle. Although it is possible to improve the rate of succeeded 
estimation by increasing the number of the joint angle candidates in the list, the trade-oif 
becomes a problem because the calculation cost. is going to be larger in the exponential order. 

3.6.2 Ex p erim e nt and Discussion on Real-life Obje cts 

An example result of pose estimation is shown in Figure 3.13 for female human body. The 
ca1nera took an image in which actual female human body was snapped. The woman artic­
ulated model is used. The location of the joint connection point is placed at a right ankle 
root part and set 10 degree as the sampling interval of the joint angle candidates. The reason 
that the foot part is selected as the root node in the articulated model is because it touches 
the ground and is easy to extract the location in the image in this situation. The articulated_ 
model used is constructed based on the range data of the female human body by [76]. The 
accuracy of the pose estimation result drops in some measure compared with the experiment 
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Original pose 1 (Front) Original pose 2 (Front) 

Original pose 2 (Side) Original pose 2 (Side) 

Estimated pose 1 (Side) Estimated pose 2 (Side) 

Figure 3.8: Occluded examples fitted to silhouettes 

result of the CG image because setting the joint connection point are not accurate in that 
articulated model. The image is also rougher than the CG experiment, size of which is 320 
pixels in width and 360 pixels in height. We similarly experimented on the 6 exa1nple and the 
average of Etotat was 22.3% against the average of the silhouette region. It is shown that this 
method is effective for human body pose estimation. 

Moreover, 3 experiments were done for estimating pose of a person's left hand as an example 
of applying this method to other articulated object. One example is shown in Figure 3.14. 
Root node of the articulated model is set to a left hand forearm part because it is thought that 
the location of the forearm could be extracted easily when the hand is targeted. The location. 
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Original pose Estimated pose 

Figure 3.9: Examples fitted to silhouettes under lack of edge information 

is assumed to be already-known in the experiment. The size of the image is 448 pixel in width 
and 400 pixels elements in height . Because the geometry of the articulated model and that of 
the Hand are different in this experiment, they don't make match completely in the images. 
The average of Etotal by the 3 example was 17.2%. 

It was proved to be able to estimate the pose of the articulated object by our method with 
these experiments on the real-life objects. 
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Before re-processing 1 Before re-processing 2 

Final result 1 Final result 2 

Figure 3.10: Improved examples 

3. 7 Conclusion 

In this chapter, we proposed the method of estimating the pose of the articulated object 

framed by one silhouette image using the articulated model. Because this method neither uses 

heuristic knowledge in image processing nor inverse kinematics approach, it is applicable in the 

pose estimation for various kinds of articulated objects. We clarified the ability of the method 

with CG image experiments. The limitation of using one silhouette for pose estimation is also 

discussed in this chapter. In addition, the experiments on real-life human body and human 

hand were conducted and showed pose estimation results. 
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Figure 3.11: Number of processed nodes 

Original pose Estimated pose 

Figure 3.12: An example misfitted to silhouette 
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Original image Silhouette image Original image Silhouette image 

Estimated pose Imposed image Estimated pose Imposed image 

Figure 3.13: A pose estimation example for female human body Figure 3.14: A pose estimation example of a hand 
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Chapter 4 

Pose Estimation Based on Edge and 
Gna"\Ved-Region Evaluation 

In this chapter, we introduce "gnawed region" on evaluating matching score at each node to 
make each body node to cover the silhouette region more precisely. It assumes that the object's 
shape information and the camera calibration parameters have been given to the system in 
advance. We first show a edge based method which uses a contour of the silhouette and then 
apply it to the pose estimation of a real-life object. The method presented here has been tested 
on several silhouettes, including both computer generated and real-life humans. 

4.1 Introduction 

Recognizing a pose of articulated objects including human beings could be very useful. It could 
be applied to develop a non-contact input device in exercise physiology, free hand pointing 
device in man machine communication, and could also be a starting point towards body­
language recognition. 

Several model-matching methods have been proposed where the strategy depends too much 
upon the object of estimation, and the information about the model is often only implicitly 
implemented in their algorithm[ 55, 56, 54]. If the model is implicitly defined in the algorithm, 
it is difficult to know which part of the algorithm uses the model information. In such a case, 
the method could hardly be applied to other target objects. We perfectly separate the model 
definition from the algorithm. 

In the model-matching method, the selection of image clues is an important issue. Much 
research has applied edges as the image clue(55, 56, 54]. However, edge detection has a tendency 
to extract a large amount of noise and it is hard to find out the desired edges. On the contrary, 
silhouette extraction has the advantage that it rarely involves nois~ though a silhouette has 
less information than edges. We use the silhouette information in our model. 

We explain our articulated object model and the contour based method in Section 4.2, and 
apply it to a real-life object in Section 4.3. Experimental results are shown in each section. 

4.2 Contour Based Method 

4.2.1 Model 

An articulated object under consideration is defined as consisting of several solid parts which 
are arranged in a tree graph structure. Each part holds its shape information by a patch­
modeling method so that we can cope with the wide variety of geometric shapes. 
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Each part in the model also holds the joint information that connects the part to the parent 

part. The joint has at most three axes around which to rotate the part, and at each axis th 

range of the rotation angle is defined. Only the root part has the location information in the 

3D world, assumed to be given to the system in advance. Therefore, to estimate the pose of 

the articulated object is equivalent to determine all the rotation angle values in the model. 

4.2.2 Algorithm 

In this section, we describe a contour based algorithm to estimate a pose of the articulated 

object. This algorithm uses the definition of the model, but does not use the values in the 

model so we can easily change the target object without modifying the algorithm. 

Each part in the model is taken up one by one and its rotation angles are determined based 

on the overlap relationship between the contour of the silhouette and that of the proj cted 

region on the image plane. 
Suppose a set F has the parts whose rotation angles have been determined and a set N has 

the parts whose parent part belongs to F. The rest parts belong to a set R. At the beginning 

N only contains the root part and all other parts are in R. 

1. Selection of the Part 
Select a Part i in N. If there is no part in N, the algorithm terminates. Make a new 

candidate-list for Part i. A candidate in the candidate-list represents a possible pose of 

Part i, and has at most three rotation angle values which are quantized by a certain unit 

interval. The unit size defines the resolution of the pose estimation. A candidate can 

not have values that make the projected region of Part i stray out from the silhouette. 

If there exist no candidates in the candidate-list, go to Step 3. 

2. Estimation of the angles 
To find the best pose of Part i, the system measures the length of the contour where the 

contour of the silhouette overlaps with that of the projected region for each candidate in 

the candidate-list. The candidate with the largest overlap is adopted as the estimated 

result. The rotation angles are fixed to the values of the candidate, and then it is removed 

from the candidate-list. Move Part i from N to F, and the children of Part i in R are 

moved to N. Go to Step 1. 

3. Backtracking 
Backtrack from Part i to the root part until Part j, which keeps at least one candidate 

in the candidate-list, is found. Move all of its children descendants into R. For Part j, 

execute the same algorithm as Step 2. Go to Step 1. 

Since it is not clear what kind of criterion is necessary to select the part in Step 1, our 

method here selects it arbitrarily. We are currently investigating this problem. 

4.2.3 Experimental Results 

There are two evaluation criteria for the pose estimation in our method. One is whether the 

projected region of the estimated pose coincides with the silhouette given to the system, and 

the other is whether the estimated rotation angles are same as those of the original pose. Since 

we use silhouettes as input information, there may occur cases whose results qualify the former 

criterion but not the latter one. 

To evaluate the performance of our proposed method, we conducted an experiment with_ 

computer generated silhouette images of a human body. The model we used consisted of 17 
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parts where the root part corresponded to the head. The size of the silhouettes was 500 pixels 

by 500 pixels and the target object was scaled to 4.42 mm per pixel. The unit for generating 

candidates in Step 1 was set to 20 degree. 

We experimented with 1,843 cases and in 1,107 cases the estimated results qualified the 

former criterion. Among them, 847 cases qualified the latter criterion. In the remaining 

260 cases, the estimated results contained at least one part whose rotation angles were not 

determined uniquely. Table 4.1 shows the number of ambiguous cases. 

Table 4.1: Number of ambiguous cases 

I Number of Parts I Ambiguous Cases I 

I 11 
1 

~ll 
Figure 4.1 shows two cases which qualify both criteria. Figure 4.2 shows a case which 

qualifies only the former one. In this case, the pose of the left arm which consists of three 

parts could not be determined uniquely. 

There were 966 cases in which Step 3 was not used (that means the method executed Step 

1 just 17 times). Concerning the rest 141 cases, the method could clear the former criterion 

because the backtrack in Step 3 was applied. Figure 4.3 represents the distribution of the 

executed times of Step 1 in these cases. 

Case A CaseB 

Figure 4.1: Uniquely estimated cases 

736 cases did not satisfy the former criterion in this experiment. Figure 4.4 shows the 

distribution of the silhouette areas not covered by the projected regions. These failures oc­

cur because the method does not examine the uncovered silhouette area during the process 

progressiOn. 

4 .3 Application to a Real-Life Object 

Our proposed method shows its applicability through the experiment for computer generated 

images. However, when we take up a real-life object as the target a problem arises: the 
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Original Result 

Figure 4.2: Ambiguously estimated case 

geometric features of the model might not be precisely the same as those of the real-life object. 
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Figure 4.3: Executed times of step 1 
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Figure 4.4: Uncovered silhouette area 
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Pixel 

Since the method previously proposed refers only the contour information and therefore is 
sensitive to the noise on the contour, it is essential to extend the method to overcome this 
problem. The method is modified on two points. 

1. In Step 1, generated candidates must not project Part i in a way that more than a 
certain amount of the projected region strays from the silhouette. The amount should be 
determined according to the geometric unlikeness of Part i to the target real-life object. 

2. In Step 2, the system first makes a "gnawed image." It is an image in which the 
silhouette contour is removed from the given image and in which the regions projected by the 
parts in :F are also removed. Then , the system measures the exclusive OR area between the 
silhouette on the gnawed image and the projected region for each candidate. The candidate 
which makes the smallest exclusive OR area is selected as the estimation of the rotation angles 
of Part i. 

As an example, suppose the model is the same as that used in the previous section and 
consider the situation when :F contains the head, neck, and breast part. The gnawed image 
at that time is shown in Figure 4.5. The bright gray colored contour corresponds to the 
removed contour and the dark gray colored region corresponds to the removed projection 
region. Exclusive OR calculation is worked out only in white or black colored regions. The 
dark gray colored region has the role, like Step 2 in the previous proposed method, of attracting 
the edge of the projected region to the silhouette contour. In addition , since the bright gray 
colored contour is out of consideration on counting the exclusive OR area, the system acquires 
a tendency to rotate the parts in order to cover as much of the black colored region as possible. 

We have implemented the 1nodified method and tested several cases for an image of a 

woman. In this experiment, the resolution of the pose estimation is set to 20 degree and 
silhouette images are 320 pixels by 360 pixels. One of the results is shown in Figure 4.6. The 
estimated pose is quite similar to the target woman's pose in the original image. We show 
another case in Figure 4. 7, where the breast part is posed in a slightly wrong way. As a result, 
the estimation of the right arm failed. The reason for this type of failure is considered to be 
the method that does not examine uncovered silhouette regions during the process. However, 
it would be very expensive to compute a prediction for the part to be processed next , so that 
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Figure 4.5: Gnawed image 

it can reduce regions not covered in Step 1. This problem is left for further study. 

Original Image Input Silhouette Image 

Result Exclusive OR 

Figure 4.6: A case of real-life human 
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Figure 4.7: Another case of real-life human 

4.4 Conclusion 

We proposed a new model-matching method to estimate the pose of an articulated object 
from only one silhouette image. We have separated the model and the algorithm clearly. The 
matching method refers the contour relationship. We have showed its availability throughout 
the experiment for computer generated images. We also applied it for a real-life human by 
introducing the gnawed image and presented several experimental results. 

If the method can control the order of the parts to be processed with some reasonable 
criteria, it will not only reduce the computational amount but also resolve the uncovered 
silhouette region problem. This issue will be studied in the future. 
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Chapter 5 

Silhouette Based Motion Estin1ation 

We move onto motion estimation from sequence of silhouette images from this chapter. Here, a 
model-matching method to estimate a motion of an human body is proposed. We assume that 
shape information of the human body and camera calibration parameters have been given to 
the system in advance. In the algorithm, parts which consists of the human body are classified 
into 3 modes: moving, stationary, and occlusion mode. When a part is in moving mode, the 
system matches the part 's projection with a difference image. When it is in stationary mode, 
the system doesn 't use the image. When it is in occlusion mode, the system predicts the 
motion from its locus and doesn 't use the image. 

5.1 Introduction 

Motion estimation which aims to handle deformable objects is one of the important research 
in image understanding. Among the deformable objects , a human body has a significant value 
to be estimated because it is very useful to recognize a user's intension and instruction. 

Recognition of motions of a human body is a challenging problem in computer vision. 
Rohr[77], Bharatkumar[31], Attwood[78] have contributed to solve this problem. Many re­
searches use a stick or cylinder model and edges in images. However , human bodies are not 
stick in a strict sense. Moreover , edges in images usually contains not only useful ones but also 
many meaningless ones. Haritaoglu at el.[79] proposed to use difference region information to 
track articulated human body although they didn't define explicit articulated object model. 

In this paper, we propose a human motion estimation method using a difference image 
sequence. A difference image is obtained from continuous two images which are taken by a 
fixed camera. Our method is based on a model matching method. A human model consists of 
15 nodes each of which represents a part of a human body and has a joint attribute. In this 
paper, motion estimation is defined to estimate the joint angles in the model. In each frame of 
an image sequence, our model matching algorithm takes a node of the model one by one. We 
classify a status of the nodes into three modes; moving mode, stationary mode, and occlusion 
mode. A node is labeled with one of three modes by considering the relationship between the 
difference image and the projected region of the node on the image plane. We calculate joint 
angles according to the modes of the nodes at each frame. If a node is in the occlusion mode, 
the images cannot be used. To cope with such situation , we introduce inertia constraint such 
that the parts in a human body are generally rotated at a constant speed. 

We assume that an image sequence does not include any moving object except for a human 
body and the camera calibration is done in advance and that the initial pose of the human 
body model is obtained from an other method such as [80][81]. 
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Figure 5.1: Joint rotation at one node 

5.2 Model 

A human body is represented by an articulated object model. The model consists of 15 

nodes. Each no de corresponds to a part of human body. The nodes are connected to each 

other in a tree graph so that one node includes one joint that has at most 3 rotational axes. 

Joint rotational angles of the node i at time t are expressed by a vector ai(t) = {aik(t)}. 

The subscript k means the rotational axis of the joint rotational angle. The minimum and 

maximum value of aik( t) are defined so that a human model prohibit unrealistic motion. 

The motion is said to be estimated if the angles of all the joints are calculated for every 

frame in an image sequence. 

5.3 Joint Rotation Considering Inertia 

We assume that human motion generally undergoes inertia. In other words, we assume that a 

joint rotates with a constant speed if there is no factors to change the speed. As we consider 

one node at a time on evaluating joint angles and mass of the node does not vary during the 

motion, we can ignore the mass term. In the real 3D world, the rotational speed of a joint may 

change to some extent. So, we use the formulation below to predict a joint rotational angle at 

timet+ flt. 

(5.1) 

vik ( t) means the speed around the axis k of the node i at time t. The maximum rotational 

speed deviation 6R can be determined depending on a kind of motion. This inequality is 

illustrated in Figure 5.1. 

5.4 N ode Mode and Difference Image 

The points of our method are summarized into two issues; a node mode and segmentation of 

a difference image. 
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When the process estimates joint angles of a node the process decides which to use by its 

node 1node, the difference image information or the joint angle prediction. A difference image 

is segmented into 4 types. 

5.4.1 Node Mode 

Suppose you observe a motion of a human body from the camera viewpoint. Human body 

parts can be classified into 3 modes: moving mode, stationary mode, and occlusion mode. To 

correspond these modes with the model, we classify the nodes in the model in the same way. 

The characteristics of these node modes are described below. 

1. Moving Mode 
A part corresponding to the node labeled the motion mode can be seen from the camera. 

A difference image is available to estimate the joint angles of the node. 

2. Stationary Mode 
A part corresponding to the node labeled the stationary mode can be seen from the 

camera. As the node is not moving, there is no area of it in a difference image. 

3. Occlusion Mode 
A node in this mode can not be seen from the camera. In this case, we cannot get any 

information about the joint rotational angles from the images. So, we apply the inertia 

assumption to predict the joint angles. 

Let Mt be a node set at time t where the nodes are in the motion mode, and St be a set 

of the stationary mode nodes and Ot be a set of the occlusion mode nodes. 

5.4. 2 Difference Im age 

Let It,.. be an image of the frame n which is taken at time tn and the images are taken with 

the time interval llt. A pixel value s located at x at time tn is defined as below. 

(5.2) 

p(lt, x) means the pixel value at x in the image It· A difference image is segmented into 

two regions according to s (tn, x). 

• Stationary Region S tn = {x!s(tn,x) = 0} 

This region consists of the projections of the nodes in St,.. and a background. 

• Moving Region Mt,.. = {x !s(tn, x) -=/= 0} 

Moving region Mt,.. consists of three regions; generated moving region Gt,.., continuous 

moving region Kt,.., and vanishing moving region V t,... These three regions are defined 

below. In the formulations, P(A) means union of the projections of all the nodes in the 

node set A onto the image plane. 

P(Stn-J n P(Mt,..) 

P(Mt,.._J n P(Mtn) 

P(Mtn_J n P(Stn) 

(5.3) 
(5.4) 
(5 .5) 
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Figure 5.2: Flowchart of processing a node at each frame 

Algorithm 

This section describes the model matching algorithm we proposed. It utilizes the node modes 

and takes the relationship between the difference images and the projections of the human 

model into consideration. The process deals with a node one by one at each frame. The 

flowchart of the matching algorithm for a node is as shown in Figure 5.2. 

Suppose the process comes to the frame n. 

First, check whether the current node is in the occlusion mode or not. If it is in the occlusion 

mode, the joint angle is estimated according to the prediction using the inertia discussed before. 

Then, search ap(tn) which maximizes the area size F[ap(tn)] by varying the joint angle 

ap(tn)· If the difference image is the first one in the image sequence (that means n = 2), 

F[aP(tn)] is formulated as the equation (5.6) . Otherwise, it is defined as the equation (5.7). 

F[ap( t2)] = f ( (G., El1 T( ap( t2))) n ( H({ a( t1)}) U c,,)) 

F[ap(tn)] = t( (Mtn 81 T(ap(tn))) n Ctn) 

(5.6) 

(5.7) 

In the formulations, T( aP( tn)) indicates the region projected by the node p at time tn­

Ctn is an union region of the projections of the nodes that have been estimated at time tn. 
And H( {a( t 1 )}) is a projection of the human model at time ti that is given to the system in 

advance. (:B is an exclusive-or operator between two binary regions. 

If F[aP( tn)] is larger than the threshold value f.L, the node p is determined to be moving,. 

otherwise stationary. The threshold 11 is introduced to remove the influence of the noise 

occurred in the calculation of the difference. If the node is determined to be in the moving; 

mode, the joint angles of the node is set to aP ( tn). If the node is determined to be in the 

stationary mode, the joint angles are set to the predicted ones discussed in Section 5.3 and its 

rotational speed is reset to zero so that it stands still. 
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After processing all the ~odes in the model at one frame, the model matching algorithm goes 

to the next frame and continues the process until it comes to the end of the image sequence. 

5.6 Experiment 

We applied our method to an image sequence with a male walking. The image size 600 by 360 

pixels and the sequence includes 40 frames. ~R is set to 6 degree and J.-l is 2, 500 pixels. The 

estimated result is shown in Figure 5.3. The result motion is displayed 100 em right to the 

actual. res~lt location ~or the readers. Here you can see that our method keeps tracking the 

parts In spite of occluswns. As our method uses a complete human model and can obtain the 

joint angles from the image sequence, we can show the estimation result from any viewpoint. 
See Figure 5.4. 

5. 7 Conclusion 

In this paper, we propose a human motion estimation method using a difference image se­

quence. We classify a status of nodes in the model into three modes; moving mode, stationary 

mode, and occlusion mode. A node is labeled with one of three modes by considering the 

relationship between the difference image and the projected region of the part on the image 

plane. The process calculates joint angles by referring the modes of the nodes at each frame. 

Through the experiment, we showed that our method can keep tracking the parts of the human 
in spite of the occlusions. 
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1st frame 

lOth frame 

20th frame 

30th frame 

Figure 5.3: Result 
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Front view 

Slant view 

Figure 5.4: Result from another viewpoint 
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Chapter 6 

Difference Based Motion Estimation 

We have introduced inertia on motion estimation and have described our method in the previ­

ous chapter. However, the image feature referred in the method is a simple difference. In this 

chapter, we introduce double difference image that is obtained from silhouette sequence and 

refine our motion estimation method with it. 

As it is no need to estimate a motion of a person when he stays still, we propose to use a 

double-difference image to get motion information from the video frames and estimate a pose 

partially on the region where motion feature is detected. A double-difference image is obtained 

by an AND operation between successive two difference images. We implemented a motion 

estimation system that executes model matching on a double-difference image. 

6.1 Introduction 

Automatic input and analysis of human motion have attracted attention from virtual reality 

and human interface researchers . The analysis by sensors or special devices were implemented 

and users find it useful these days. However, such special devices tend to impose a burden to 

measured persons and are not common in our daily life. 

Computer Vision, especially using one camera, becomes main technical trend for human 

motion estimation and many researchers have contributed to it [31), [77), [78), [30], [41]. We 

have proposed to estimate human motion based on precise human shape model where input 

video frames are binarized in advance [82], [81]. 

On estimating a human motion by observing video frames, it is important what kind of 

features to be extracted from the video frames. We have concentrated on silhouette images 

in our previous research [81], but it is not easy to obtain the silhouette when the background 

or light conditions changes. In this paper, we propose to use difference images, because the 

difference operation derives motion information of the object in the images. If the human body 

does not move the difference value becomes zero, which means it is not necessary to estimate 

its motion. 

Our method introduces a model matching method . A human body model consists of several 

solid objects each of which represents a part of a human body and has a joint attribute. Here, 

motion estimation is defined to estimate the value of the joint angles in the model. 

We conducted the experiments on the real video frames. The results show that our method 

can keep tracking the motion of the human body. 
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6.2 Double-difference image 

We propose to use a double-difference image to get motion regions from video frames and 

estirnate a pose partially on the region where the motion regions is detected. The motion 

region is a region where a pixel value changes. A double-difference image is obtained by AND 

operation between successive two difference images. 
It is assumed that the video frames do not include any moving object except for a human 

body. 
We make a double-difference image from three successive frames in an video stream(Figure 

6.1). First, we generate two difference images from corresponding two successive images (t -1 

and t , t and t + 1). Then we binarize the difference images and execute AND operation on 

these two images. We call a resultant binary image a double-difference image. 

As a double-difference image is a product of two difference images, it tends to include 

isolated noise pixels. These pixels disturbs motion estimation described later in Section 6.4. 

Therefore, each 4 by 4 pixels in the double-difference image is grouped into one square block. 

A block is marked true if more than half of the pixels in the block is true. This process not 

only prevents noise but also reduces the computation cost in the image processing. Then the 

system removes isolated blocks to get rid of slight changes in the video frames. The motion 

regions consists of the pixels whose value is true in the remained blocks. 

I frame
1
L-t--1-.....,

1 

~ 
1 

I fra~e t+l 

difference difference 

binarization binarization 

I ..---J 
+ ' . AND op ratJ..on 

double-difference image t 

Block of 4x4 pixels 
I 

Isolated block rejection 

! 
Motion Estimation at frame t 

Figure 6.1: Double-difference image generation 

A double-difference image has two good features. One is that motion regions on the double­

difference image keeps the shape of the human body at time t. Regions on a normal difference 

image do not express the shape of the object because it is a mixture of the object shape on 

the image plane at time t - 1 and that at time t. For example, consider a rectangle object 

transition in Figure 6.2. In the left, extracted shape is a combined contour (thick line) of 

that of time t - 1 and time t. The right figure shows a double-difference image and the AND 

operation keeps the original shape at time t. 
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The other feature is that it is easy to detect whether the current fram e contains motion 

information or not. If motion regions on a double-difference image are small or do not exist, 

it indicates that the human body stands still and it is no need to estimate the pose in that 

frame(Figure 6.3). 

t+l 

t-1 t-1 

Figure 6.2: Extracted shape on difference images 

6.3 Human Model 

A human body is represented by an articulated object model which consists of several solid 

body objects. A solid object corresponds to a part of the human body and has a joint to 

the adjacent body object. The body objects are connected to each other in a tree structure. 

According to the tree graph structure, pose of one body object is defined directly by the joint 

angles that is a attribute of the joint connecting it to a parent body object in the tree. A joint 

has at most 3 axes to rotate. Joint angles of the body object i at time t are expressed by a 

vector ai( t) = { aik( t) }. The subscript k means the axis of the joint rotation. The rninimum 

and maximum joint angle are defined so that a human model does not come to an unrealistic 

pose. Figure 6.4 shows a human body model consisting of nine parts. The pelvis corresponds 

to the root body object . Black dots on the model represents the joints. For example, a joint 

of the head body part locates near the mouth in the figure. Dotted lines denotes the tree 

structure of this model. 

In this way, the motion is defined by the time varied angles of all the joints for a certain 

period. 

6.4 Motion Estimation Algorithm 

We assume that the camera calibration is done in advance and that the initial pose of the 

human body model is obtained from the method we have proposed in previous paper [81]. 

Suppose now is time t. As shown in Figure 6.3, if the double-difference image at time t 
contains few motion regions (white frames in the figure), the joint values are all fixed as those 

in the previous frame. 

On the other hand, if the double-difference image t contains motion regions(gray frames in 

the figure), it implies the human body has changed its pose. In this case, the model matching; 

algorithm processes a body object in the model one by one, from the root position to the leafs 

of the tree structure in the model. We classify a status of the body objects into three modes; 

moving mode, stationary mode, and occlusion mode. Each body object is labeled with one of 

the three modes by observing the relationship between the motion regions and the projected. 

region of the body object on the image plane. We calculate joint angles according to the 
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Estimate the joint angles 
Pass 

Motion regions found 
Stable (No motion) 

time 

Figure 6.3: Frame skip 

modes of the body objects at each frame(Figure 6.5). If a body object is hidden by other 
body objects, it is determined to be in the occlusion mode and the image plane is not referred. 
To cope with such situation, we introduce inertia constraint such that the body objects in a 
human body are generally rotated at a constant speed[82]. 

"head" body object's joint 

"upar.ml" body object's joint 

' "pe1vis" body object 
(Root of the tree} 

Figure 6.4: Human body model 

6.5. EXPERIMENT 

Camera 

Moving mode 

A body object 
under matching 

---- ..... ................ 

~ Motion region 

f7?D Projected regi~n 
t2Jij of the body obJect 

Figure 6.5: A body object under matching process 

6.5 Experiment 
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We implemented this method and applied it to real video frames. The human model used 
is shown in Figure 6.4. The video camera is set on the top of the desk bookshelf and focus 
on a person sitting in front of the desk. Camera position, camera direction, focus length are 
measured in advance. We constructed this system on SGI Indy (R4400 200MHz). 

Figure 6. 6 shows an example of the image processing. Figure (a) to (e) were taken at 
different moment. Figure(b) includes many noise pixels and they are rejected through (c), (d). 
In Figure (b), (c), (d), the pixels whose value is true in the double difference image express the 
original pixel value in the input frame. Final output Figure( e) passed to the motion estimation 
system includes small regions because each pixel in the motion regions is shown there. 

The system generated 4.40 frames per second in average when the input video frame size 
was set to 320 pixels by 240 pixels and without motion estimation process. This frame rate 
depends on the number of motion regions in the video frame. See Table 6.1. 

In the motion estimation experiments, we assumed that maximum rotation speed at each 
joint is 10 degrees per second. The experiments succeeded in simple exercises like waving 
hands. But there may exists difficulties in the present system. One of the reasons of the 
estimation failures is that one video frame consists of two fields. Since the current system 
merges two fields in one frame, shape of the motion regions do not reflect the correct shapes. 
Another reason of the estimation failures is that a body object once covers the incorrect motion 
regions, there is no way to update the joint angles to the right values. 

Through the experiment, the average rate of the stable double difference images for all the 
frames comes to 37.2%. This rate also depend on what the person is working in the office 
which cause the rate to be high. 

The current system can process only 1.1 frames per second in average. Speed-up and 
computation reduction is our future work. 
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(a)Input frame (b )Double-difference (c)4x4 block 

( d)Isolated block rejection (e) Motion regions 

Figure 6.6: Image processing 

Table 6.1: Frame rate for image process 
Average Max Min 

frames/s 4.40 4.83 3.88 

6.6 Conclusion 

We have proposed a human motion estimation method from three successive video frames. 
As it is no need to estimate a motion of a person when he stays still, we propose to use a 
double-difference image to get motion information from video frames and estimate his motion 
only if the motion regions exists on the double-difference images. We implemented a motion 
estimation system that executes model matching on a double-difference image and showed its 
abilitiy. 

Chapter 7 

Concluding Ren1arks 

In this thesis, we proposed a method of pose and motion estimation from ocellus image for 
human body. 

In this research, we have to obtain a solution that adjusts the articulated model which 
involves three dimensional information to an image which involves two dimensional information 
under geometrical condition of the camera projection. In that case, silhouette region is used as 
an image feature because it can be extracted easily even if light condition varies and without 
knowledge concerning the human body. 

We discussed what pose and motion estimation means by describing deformation of the 
human body that our articulated model can represent. 

We first propose a method of pose and motion estimation by using an articulated model 
for one silhouette image in Chapter 2. The pose of the human body is provided by joint angle 
parameter of this articulated model. Although the matching evaluation function can be defined 
in consideration of all the variables about the entire human body, analysis of the function is 
difficult and consumes much calculation cost. Therefore, the method of achieving the pose and 
motion estimation of the entire human body on an image plane was proposed in this thesis 
by doing the matching evaluation between silhouette region and the projection region of the 
metamere in each metamere node of the articulated model. 

In Chapter 3, we proposed the improved pose estimation method by referring the pose 
decision tree. The partial evaluation with the pose decision tree occasionally cause miss-match. 
according to relationship between location of a root node of the articulated model and a pose 
of the articulated object in the image. This can be detected by comparing the estimated pose 
of the articulated model with entire silhouette region. Hence, we realized an accurate pose 
estimation method by backtracking in the pose decision tree when the miss-match is found by 
the detection done at the end of the pose estimation procedure so as to avoid falling into local 
optimal solution. 

In Chapter 4, we introduced gnawed region on pose estimation. silhouette region is an_ 
image feature that can provide shape of the human body without knowledge of the human_ 
body. However, it is enumerated not to be able to detect self-occlusion in the silhouette region_ 
as a defect of using it. Therefore, at the time of the processing of a certain pose estimation, 
we propose to exclude projection region from the evaluation, which corresponded to metamere 
nodes of which the joint angle have been determined already. It was shown to avoid falling 
easily into local solution of the joint angle according to the pose decision tree, and to obtain_ 
better solution with our method by the experimental result. 

We expanded the pose estimation method to motion estimation in Chapter 5. We realized 
motion esti1nation of human body by estimating pose of the human body for silhouette region_ 
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at each frame. The characteristic of our method is to assume the mon1ent of inertia to each 
metamere. As a result, a metamere in the silhouette region can be tracked even if it is under 
self-occlusion in the human body. 

And at Chapter 6, we proposed an improved motion estimation method which evaluates 
overlapped area between the metamere and double difference region as matching score. We 
expanded the motion estimation method previously proposed and propose to estimate only the 
metamere nodes which correspond to the parts of the human body. This method reduces the 
calculation cost for match evaluation because it doesn 't process the metamere nodes of fixed 
parts. 

As we have not discussed effects of three dimensional shape difference between the ar­
ticulated model and the target human body, we should evaluate relationship between the 
transformation degree of each metamere in the articulated model and the target metamere. 
The motion estimation method should be expanded for complicated human motion as our 
future work. 
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