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Abstract 

Dropwise condensation, which collects the condensate liquid in the form of droplets on the 

cold substrate, has attracted a growing interest due to much higher heat transfer coefficient 

since the first discovery. One important and challenging issue in dropwise condensation is the 

presence of non-condensable gas (NCG) which drastically reduces its heat transfer 

performance. Thanks to the complex coupled heat and mass transfer accompanied by the 

complicated droplet dynamics behaviors, dropwise condensation with considering NCG is 

still far from being complete in spite of much progresses achieved. Concerning the 

mechanistic understanding, the purpose of this thesis is to investigate dropwise condensation 

in case of NCG by combining the experiments, analytical method and numerical simulation.  

First of all, dropwise condensation out of humid air is experimentally investigated in a 

feasible facility that allows visualization of the condensation process under the controllable 

condition. The roles of NCG and the forced convection are seriously studied by experiments. 

By using the microscope camera, the size distribution and growth rate of droplets are 

additionally carried out during measurements. The experimental investigations construct a 

solid foundation for this work.  

The critical aspects in dropwise condensation considering NCG include the coupled heat 

and mass transfer during droplet growth, the multi-scale feature of droplet size, the blocking 

effects of neighboring droplets for vapor diffusion (i.e. the interaction effects between 

droplets), the influence of convective mass transfer and the droplet dynamics characteristics. 

About those concerned issues, different ideas are launched. Based on the isolated growth, a 

single droplet growth model is developed to cover the simultaneous heat and mass transfer 

across the droplet from the free stream to the cold wall. For the multi-scale feature of droplet 

size, the Knudsen layer as a bridge between the continuum and kinetic limits is included into 

the present model. Correspondingly, other kinds of growth models are also presented and the 

comparison between them is further carried out. For dropwise condensation having a larger 

number of droplets and the closer inter-droplet spacing, a distributed point sink method 

(DPSM) is proposed to capture the strong interaction effects between droplets. 

Correspondingly, the correction factors reflecting the interaction effects of droplets can be 

solved by DPSM. Furthermore, the influence of convective mass transfer is considered by the 

droplet Sherwood number. Even though the droplet growth rate is depended on its size, the 

droplet interactions are strongly sensitive to the droplet spatial distribution. Therefore, a 

mathematical algorithm is developed to simulate the droplet spatio-temporal dynamics 

behaviors, including nucleation, growth, coalescence, slide-off/fall-off and re-nucleation. 

Combining all those aspects, for a certainly re-constructed droplet spatial distribution, the 

relative condensation characteristics is modeled for coupled heat and mass transfer driven 

dropwise condensation. Last but not the least, the comparison between the experiments and 

modeling is implemented for evaluation. And mechanistic understanding about dropwise 

condensation in case of NCG is simultaneously and conclusively discussed.  

Dropwise condensation collects a set of challenge topics, e.g., vapor-liquid phase change, 
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free surface flow, coupled heat and mass transfer, multi-scale feature, interfacial behavior. As 

those issues, it is still great challenging to make the directly numerical simulation of dropwise 

condensation in progress. For advancing that, a multi-component multi-phase thermal 

pseudopotental-based lattice Boltzmann (LB) model as a mesoscopic method is developed for 

thermal multi-component multi-phase flow with phase change. The present LB model is 

firstly verified using some benchmarks. After that, droplet condensation considering NCG is 

numerically investigated using the present LB method, which presents our efforts in direct 

numerical simulation and qualitative investigations for dropwise condensation with the 

presence of NCG.  
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IX 

Nomenclatures 

The description and unit for common symbols are listed here, whereas more details can be 

found in the corresponding part. The symbols having the unit l.u. means it is a variable in LB 

method. In LB simulation, the lattice unit (l.u.) is used for all quantities.  

Latin symbols: 

Symbol Description Unit 

A coefficient matrix in DPSM - 

As area of the condensation substrate m2 

B constant in calculation of droplet Sh - 

b distance between the new point sink and the droplet center m 

C normalized vapor concentration - 

Cds normalized vapor concentration on the droplet surface - 

C∞ normalized vapor concentration on the far field - 

c vapor concentration kg/m3 

cds vapor concentration on the droplet surface kg/m3 

cv specific heat at constant volume l.u. 

c∞ vapor concentration in the far field kg/m3 

D diffusion coefficient of vapor in moist air m2/s 

Dc hydraulic diameter of the flow channel m 

d distance between droplets m 

e discrete lattice velocity vector l.u. 

Fˊ forcing term in the discrete velocity space l.u. 

F=(Fx, Fy) body force l.u. 

f density distribution function l.u 

f column vector of distribution function at velocity space l.u. 

f* density distribution function after streaming l.u. 

fc 
function described the concentration contributed by one point 

sink 
- 

fc* mean value of the function fc at the same order - 

fd 
function described the reciprocal of the distance between the 

point sink and the interesting point 
- 

fi 
function described the condensation rate contributed by one point 

sink 
- 

fi* mean value of the function fi at the same order - 

G interaction strength between components l.u. 

h* mean heat transfer coefficient 

 
W/m2K 

hma specific enthalpy of moist air 

 

 

J/Kg 

hint interfacial heat transfer coefficient W/m2K 



 

X 

I unit tensor - 

kd thermal conductivity of liquid water W/m∙K 

kma thermal conductivity of moist air W/m∙K 

ks thermal conductivity of the block sensor W/m∙K 

L latent heat J/kg 

Ls length of the condensation substrate m 

l distance between the point sink and the droplet center m 

lc lattice constant l.u. 

lcs lattice sound speed l.u. 

M number of the point sink for one droplet - 

M orthogonal transformation matrix l.u. 

Mvw vapor molecular weight g/mol 

m mass flow rate for one droplet kg/s 

m distribution function at the moment space l.u. 

m* collision process at the moment space l.u. 

miso droplet condensation rate within an isolated growth kg/s 

msys droplet condensation rate within the droplets system kg/s 

mt total condensation rate over the whole sunstrate kg/s 

m
* 

t  average of total condensation rate kg/s 

m-v incoming mass flow rate of vapor molecules kg/s 

m+v outgoing mass flow rate of vapor molecules kg/s 

N droplet number - 

Nd size distribution density of big droplets m-2μm-1 

Nt total number of the point sink - 

nd size distribution density of small droplets m-2μm-1 

O order number in MOI - 

Pma pressure of moist air bar 

Pv partial pressure of water vapor bar 

Pv,ds partial pressure of water vapor on the droplet surface bar 

Pv,i 
partial pressure of water vapor between the Knudsen layer and 

continuum region 
bar 

p pressure l.u. 

pc critical pressure l.u. 

Q heat flow rate for single droplet W 

Qt total heat flow rate by all droplets W 

qfc total heat flux due to the forced convection W/m2 

qs total heat flux due to condensation W/m2 

qt total heat flux over the whole substrate W/m2 



 

XI 

R droplet radius μm 

Ra 
ratio of the mean value of function fc between two neighboring 

orders in MOI 
- 

Rcr capillary resistance - 

Rdr conduction resistance of liquid droplet - 

Re critical droplet radius μm 

Ri radius of the Knudsen layer μm 

Rir interficial resistance - 

Ris radius of the imaginary sphere in DPSM μm 

Rma specific gas constant of moist air - 

Rmax maximum droplet radius μm 

Rmin minimum droplet radius μm 

Rsr conduction resistance of the condensation substrate - 

Ru universal gas constant - 

Rv specific gas constant of vapor - 

Rvr diffusion resistance of vapor - 

r radial distance in spherical coordinate system μm 

r location vector in spherical coordinate system - 

S adjustable vector l.u. 

s entropy l.u. 

T temperature l.u. 

T
* 

bs averaged temperature at the back side of block sensor K 

Tc critical temperature l.u. 

Tcs temperature on cooling side K 

Td dew point temperature K 

Tds temperature on the droplet surface K 

T
* 

fs averaged temperature at the front side of block sensor K 

Ti 
temperature on the interface between the Knudsen layer and 

continuum region 
K 

Tma temperature of moist air K 

Tsat saturation temperature of water vapor K 

Tw temperature on the condensation wall K 

t time s or l.u. 

u=(ux, uy) velocity vector l.u. 

ub radial bulk velocity m/s 

vv relative velocity of vapor with respcet to the bulk m/s 

va relative velocity of dry air with respcet to the bulk m/s 

WNCG mass fraction of NCG l.u. 
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Wv mass fraction of vapor l.u. 

w weighting coefficient l.u. 

x=(x,y) location vector in rectangular coordinate system l.u. 

Greek symbols: 

Symbol description Unit 

 accommodation coefficient - 

c condensation coefficient - 

e evaporation coefficient - 

γ 
correction factor for canceling the lateral heat flow into the block 

sensor 
- 

δs distance between the front side and back side in block sensor m 

δt time spacing l.u. 

δx lattice spacing l.u. 

ε pseudopotential for different components l.u. 

 correction factor for the interaction effects between droplets - 

θ droplet contact angle ˚ 

θw simulated contact angle l.u. 

θ
a 

w prescribed contact angle l.u. 

κ parameter in the adjustable vector l.u. 

Ʌ diagonal matrix l.u. 

 thermal conductivity l.u. 

λma mean free path of moist air nm 

μma dynamic viscosity of moist air Pa∙s 

 polar angle in spherical coordinate system ˚ 

ρ density l.u. 

ρa partial density of dry air kg/m3 

ρd density of liquid water kg/m3 

ρma density of moist air kg/m3 

ρv partial density of water vapor kg/m3 

ρv,ds partial density of water vapor on the droplet surface kg/m3 

ρv,i 
partial density of water vapor between the knudsen layer and 

continuum region 
kg/m3 

ρv,ma partial density of water vapor in moist air kg/m3 

σ intensity of the point sink - 

σd surface tension of liquid water N/m 

τ relaxation time l.u. 

υ kinematic viscosity l.u. 

 quantity l.u. 



 

XIII 

 anzimuthal angle in spherical coordinate system ˚ 

χ thermal diffusivity l.u. 

 pseudopotential for the same components l.u. 

ω surface fraction covered by droplets % 

Non-dimensional number: 

Symbol Description 

Kn Knudsen number 

Nu* mean Nusselt number 

Pr Prandtl number 

Re bulk Reynolds number 

Red droplet Reynolds number 

Sc Schmidt number 

Shd droplet Sherwood number 

Sh0 droplet Sherwood number due to natural convection 

Abbreviations: 

Symbol Description 

B. C. boundary condition 

BGK Bhatnagar-Gross-Ktook 

D2Q9 two-dimensional nine-velocity scheme 

DPSM distributed point sink method 

EOS equation of state 

GPBiCG Generalized product-type bi-conjugate gradient 

LB lattice Boltzmann 

l.u. lattice unit 

MOI method of image 

MRT multi-relaxation-time 

NCG non-condensable gas 

PSM point sink method 

RH relative humidity 

T temperature difference 

Taw temperature difference Tma-Tw 

Tdw temperature difference Td-Tw 

Subscripts: 

Symbol Description 

a dry air 

bs the back side of block sensor 



 

XIV 

c condensation/channel 

cr capillary resistance 

cs cooling side 

d droplet 

dr diffusion resistance 

ds droplet surface 

e evaporation 

fc forced convection 

fs the front side of block sensor 

i interface between the Knudsen layer and continuum region 

i, j, k, l indices 

ir interficial resistance 

is imaginary sphere 

iso growth by isolated form 

ma moist air 

max maximum 

min minimum 

s condensation substrate 

sr conduction resistance of substrate 

sys growth within droplets system 

t total 

v water vapor 

vr vapor diffusion 

w wall 

∞ far field/infinite 

Superscripts: 

Symbol Description 

eq equilibrium state 

sat saturation state 

* averaging 
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Chapter 1 Introduction 

Dropwise condensation is a common natural phenomenon in daily life and many industrial 

applications (e.g., the dews on grass leaves in the morning (see Figure 1.1(a)) [1], the cooling 

system of the nuclear power plants [2]). To survive in extreme environments, animals (e.g., 

desert beetles) and plants such as the desert cactus have adapted to harvest the water by 

condensation [3].  

Dropwise condensation collects the liquid in the form of drops over the cold substrate by 

vapor/liquid phase change. The drops at nanometer scale are firstly formed at preferred 

nucleation sites. Then these tiny drops grow by direct condensation, until they approach the 

neighbors and a coalescence-dominated growth begins accompanied with direct condensation. 

Because of the external force (e.g., the gravity force), the drops reaching a critical size will 

leave from the substrate. The blank substrate exposed via coalescence and sliding permits new 

nucleation drops to become available [4]. Finally, a complicated spatio-temporal distribution 

of drops is formed on the surfaces, as shown in Figure 1.1(b) [5].  

  

Figure 1.1 (a) the dews on grass leaves in the morning [1]; (b) dropwise condensation over a 

CuO surface captured by the environmental scanning electron microscopy (ESEM): 

reproduced with permission [5] (copyright 2012, American chemical society).  

As because of the complex droplet dynamics, the heat transfer coefficient during dropwise 

condensation is a few order of magnitude higher than for filmwise condensation [6], which 

attracts a growing interest since the first discovery by Schmidt et al. [7]. In heat transfer 

community, continuously considerable efforts have been carried out for understanding its 

physical mechanism and the successful application [6, 8]. Nevertheless, dropwise 

condensation is still far from being complete.  
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1.1 Promoting dropwise condensation 

Since its discovery nine decades ago, significant interests for dropwise condensation are 

concentrated on the following issues: longtime sustainability, heat transfer measurement, 

substrate property, forming mechanism, controllability and multiscale phenomenon [4, 6, 8]. 

And the classical thermal resistance model [4, 9] for heat transfer across the droplet has 

clearly figured out the influencing factors for promoting dropwise condensation. Therefore, 

the mainly attention in nearly twenty years is given to the substrate. The chemical and 

physical technology changing the substrate properties (e.g., the surface energy and the wetting 

characteristics) or special substrate materials can be used to promote dropwise condensation 

by reducing droplet departure size and enabling faster cleaning of the surface for re-nucleation 

[10-15]. It is noteworthy that the development of bioinspired engineering has a significant 

potentials in promoting dropwise condensation. In nature, the directional and spontaneous 

transports of drops by animals and plants provide more advanced functions, including drops 

harvesting and storage, locomotion, antifogging, self-cleaning and adhesion [3, 16-20]. Based 

on the principles derived from Namib desert beetles, cacti and pitcher plants, a slippery 

asymmetric bump as shown in Figure 1.2 is designed by Park et al. [16] for enabling drops to 

grow faster and to shed as quickly as possible. In spite of much progresses achieved, a 

number of technical advances are still required for longtime sustainability and high efficiency 

of dropwise condensation heat transfer.  

Macroscopic bump topography Asymmetry Molecular-scale smooth 
lubricant on nanoscale texture

Slippery asymmetric bump

Figure 1.2 Dropwise Condensation on slippery asymmetric bump: reproduced with 

permission [16] (copyright 2016, Nature publishing group).  

1.2 Effect of non-condensable gas 

In dropwise condensation community, researches are mostly carried out under pure vapor 

condition in the labor. However, one important and challenging issue in dropwise 

condensation is that the presence of non-condensable gas (NCG) will reduce its heat transfer 

coefficient drastically [6]. Many researchers had experimentally found that even a small 

concentration of NCG brings a significant reduction in the heat transfer performance of 

dropwise condensation [21-25]. In some conditions, dropwise condensation and filmwise 

condensation in case of NCG fell in a similar range of the heat transfer rate [23]. The 

conclusion is that, NCG goes against the heat transfer of dropwise condensation losing its 

advantage over the filmwise condensation. It is widely accepted that the presence of NCG 

drops down the saturation temperature of the bulk because of the partial pressure reduced. In 

addition, the impermeable vapor/liquid interface leads to NCG accumulation during a non-

condensable diffusion layer formed. About dropwise condensation with NCG, due to the 

+ + =



1. Introduction 

3 

coupled vapor diffusion barrier and quite complex dynamics of drops, research stays in the 

experimental stage and the mechanistic understanding is far from being complete so far.  

1.3 Object and outline of the thesis 

Considering the significant impact of NCG on dropwise condensation, the primary object 

of this thesis is going to understand the reduction mechanism of NCG for dropwise 

condensation heat transfer in depth. It is desirable that the concerned methodologies should be 

comprehensive and universal for the future researches of dropwise condensation community. 

Accordingly, the research is carried out by combining the experiments, analytical method and 

numerical simulation. Over this work, the working fluid is moist air and the dry air is 

considered as the non-condensable gas. And the droplet is seen as a semi-sphere with the 

contact angle 90°.  

Correspondingly, the thesis is mainly comprised by three parts: the experiments, modeling 

by the semi-analytical method and the numerical simulation, which are distributed as 

following:  

Chapter 2: This chapter is mainly dedicated on the experimental investigation. The influence 

of the laminar forced convection and the droplet growth rate over the substrate during 

dropwise condensation of humid air are provided experimentally.  

Chapter 3: This chapter presents a multiscale growth model of isolated droplet and its 

corresponding simplified version, including a mostly adopted model in literatures. To figure 

out the role of the vapor diffusion, those three isolated droplet growth models for the case of 

NCG is totally compared with the classical thermal resistance model in the condition of pure 

steam.  

Chapter 4: The interaction effects between droplets over the substrate is the core of this 

chapter. Facing a strong interaction effect during dropwise condensation, a distributed point 

sink method is developed and compared with the point sink method and the method of 

images.  

Chapter 5: In this chapter, a mathematical numerical is developed for re-constructing the 

droplet dynamics behaviors and the droplet Sherwood number is added to consider the 

influence of convective mass transfer. Combining all those aspects, modeling of heat and 

mass transfer for dropwise condensation of moist air is launched in this chapter. Additionally, 

the predicted results are compared with the experimental investigations in the second chapter 

for understanding the influencing mechanism of NCG.  

Chapter 6: Aiming to simulate droplet condensation with NCG numerically, this chapter is 

trying to construct a multi-component multi-phase thermal lattice Boltzmann model.  

Chapter 7: The present work is summarized and the possible extension in the future work is 

also provided.  
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Chapter 2 Experimental Investigation of 
Dropwise Condensation out of moist air 

In this chapter, dropwise condensation of moist air promoted by a polymer 

substrate is experimentally investigated in a feasible facility that allows 

visualization of the condensation process at a controlled condition. The roles of 

the NCG (dry air in this work) and the forced convection are seriously 

investigated for dropwise condensation. For that, measurements are carried out 

at a constant relative humidity (RH) with a variety of sub-cooling degree and 

Reynolds numbers. By the microscope camera, the size distribution and growth 

rate of droplets are launched additionally. The experimentally defined droplet 

size distribution density presents a good agreement with the existing theoretical 

models. Significantly, the monitored droplet growth rate dispersedly spread a 

wide range, which indicates that the droplet growth rate is not only depended on 

its size. The results also demonstrate that the convective flow even at a quite 

small Reynolds number should be regarded as a vital factor to promote dropwise 

condensation with NCG.  

2.1 Literature review 

In contrast to the pure vapor, the vapor partial pressure is reduced due to the presence of 

NCG and subsequently, the saturation temperature of bulk drops down. Furthermore, the 

vapor/liquid interface is actually impermeable to the NCG and close to it the NCG accumulate 

during the condensation process forming a non-condensable diffusion layer. The latter one is 

responsible for the creation of a temperature difference between the bulk and the liquid/vapor 

interface, acting as a diffusion barrier for the vapor molecular moving to the interface [8].  

Since the first attention by Othmer [26], many experimental studies [21-25] have been done 

for dropwise condensation in the presence of NCG so far. Tanner and his coworkers [21, 22] 

reported an experimental comparison of dropwise condensation with and without NCG at 

atmospheric pressure and low pressure. The results demonstrated that the heat transfer 

performance of dropwise condensation with NCG strongly depends upon the concentration, 

the steam pressure and the NCG composition. The experimental comparison of filmwise and 

dropwise condensation of steam with the presence of NCG was performed by Chung et al. 

[23]. They concluded that dropwise and filmwise condensation fell in similar range of the heat 

transfer rates in the presence of air. For the solutal Marangoni condensation, Wang and Utaka 

[24] found that the effect of NCG was remarkable for the domain controlled by dropwise 
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condensation. Ma et al. [25] measured the heat transfer characteristics of dropwise 

condensation for a variety of NCG concentration, saturation pressure and surface sub-cooling 

degree. The results showed that dropwise-condensation heat transfer coefficients of steam 

with air concentrations of 0.5-5% can be increased by 30-80% compared with those for 

filmwise condensation.  

In recent decades, the researchers focus on understanding its influencing mechanism in 

depth and try to improve the heat transfer performance under suffering NCG. Based on an 

apparatus with controlled removel of condensation droplets, Grooten and van der Geld [27-

28] experimental measured the diffusion resistance in different droplet removal frequency and 

the surface property effects on heat transfer for dropwise condensation from flowing air-steam 

mixture. The effect of relative humidity on droplets dynamics is investigated by Castillo et al. 

[29]. Danilo et al. [30] studied the coupling between fully developed turbulent convection and 

dropwise condensation of unsaturated humid air, and the role of the relative humidity level. 

Also for convective dropwise condensation flow, Eimann et al. [31] revealed the condensate 

heat transfer resistance assuming the droplet pattern into an equivalent film. Recently, Zhao et 

al. [32] investigated the geometric effect on dropwise condensation with and without NCG.  

The main research conclusion is that, like filmwise condensation, the presence of NCG 

brings a significant reduction for heat transfer performance of dropwise condensation. 

Because the mechanism of dropwise condensation is quite contradictory and the presence of 

NCG complicates it again, the understanding of mechanism and theory of dropwise 

condensation suffering NCG is far from being complete in spite of many efforts made [8].  

The scope of this chapter is to perform experiments of dropwise condensation out of humid 

air. A feasible apparatus allows dropwise condensation at a controlled sub-cooling 

temperature, air flow velocity and relative humidity. And the droplets dynamic characteristic 

(the distribution characteristic and growth behavior of droplets) can be captured the 

microscope camera.  

2.2 Experimental setup and procedures 

2.2.1 Experimental setup  

The experimental set-up is generally shown in Figure 2.1. A closed loop system filled by 

moist air is constructed. A fan is used to drive the closed loop of moist air and control the air 

speed by adjusting its frequency. A rectangle channel (12×32×750 mm) is centrally placed into 

two concentric tubes, as shown by the dashed rectangle in Figure 2.1(a) and the cross-section 

view in Figure 2.1(b). For dropwise condensation, a block sensor made from stainless steel 

(sized 9×6×10 mm, the blue block shown in Figure 2.1(a)) is assembled on vertical side wall 

of the test channel 500 mm downstream from the inlet. Facing the block sensor, a viewing 

window made by the sapphire is constructed to visualize dropwise condensation using a 

microscope camera in Figure 2.1(b). An electrical heating wrap is placed on the upstream for 

controlling the air temperature. And a wetted wick fed with liquid water is inserted into the 
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outer tube for humidification of the air. The entire measuring system is encapsulated by a 

temperature controlling house, as the part closed by the dashed rectangle in Figure 2.1(a). The 

heated air flow from the outer annular tube is forced to return to the left side and separated 

into two parts (indicated by the red arrows in Figure 2.1(a) and Figure 2.1(b)). The main part 

enters the test channel, the other one flows through the bypass tube. This design can make 

sure a homogeneous spatial temperature distribution along the test channel wall which 

prevents condensation in the upstream of the block sensor.  

 
(a) 

   
(b) 

Figure 2.1 (a) Schematic of experimental set-up; (b) Camera and cross-section view of the 

test section (unit: mm). 

The mass flow rate of the air is measured by a mass flow meter ST-98 (Fluid components 

Ltd., USA). For defining the relative humidity, a Vaisala HMT 334 transmitter having the 
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uncertainty ±0.4 oC for a dew point of 21.5 oC is employed to quantify the dew point. And the 

uncertainty increases up to ±0.9 oC for increased dew point. The air temperature is measured 

by multiple thermocouples (Type K) inside the flow channel.  

The block sensor shown in Figure 2.2 is flush mounted in the vertical wall of the test 

channel. Using it, dropwise condensation is realized and the corresponding heat flux can be 

evaluated. Eleven holes with 0.28 mm diameter and 5 mm depth are drilled into the block for 

the thermocouples having 0.25 mm diameter which are flush mounted with the front and back 

surfaces. Seven thermocouples (spacing 0.5, 1.25, 2, 3, 4.5, 6.5 and 8.5 mm from the flow 

side) distributed at the condensation side and four thermocouples (spacing 0.5, 2, 4.5 and 8.5 

mm from the flow side) installed at the cooling side are used to measure the wall temperature 

of block. The measurement uncertainty is controlled within ±0.1 oC.  

In order to ensure a homogeneous thermal emissivity, the front side of the block sensor is 

firstly covered by camera paint (thickness 0.024 mm). Next, a polyethylene foil with a 

thickness of 0.009 mm is affixed for promoting dropwise condensation. The polyethylene foil 

has 90º static contact angle approximately. And the advancing and receding contact angles are 

about 111º and 74º respectively. Throughout this work, we neglect the contact angle hysteresis 

and take the contact angle as 90º. The block sensor is cooled by a thermoelectric cooler at its 

backside. And an aluminum block between the block sensor and the cooler is arranged for a 

best possible homogeneous temperature distribution. For minimization of the lateral heat flow, 

the block sensor is thermally insulated by a 1.5 mm air-gap from the inner channel wall.  

 

Figure 2.2 Experimental block sensor with 11 K-type thermocouples and the mounting 

schematic (unit: mm). 

The heat flux across the block is determined by the reading temperatures of thermocouples. 

At each time interval, the averaged temperature at the back side T* 
bs is calculated using 

arithmetic averaging for the temperature recorded by four thermocouples. Because of the 

convective flow, there will be a large streamwise temperature gradient on the condensation 

side. Consequently, averaging of the front side temperature T* 
fs is calculated by a third grade 

polynomial using the reading temperature of seven thermocouples [31]. Finally, using two 

averaged temperature the heat flux can be calculated by the Fourier’s law: 
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 * *
t s s fs bsq k T T                                                     (2.1) 

where ks is the thermal conductivity of the block sensor, δs is the distance between the front 

and back side  thermocouples. As mentioned above, an air gap between the block and the wall 

is arranged for diminishing the lateral heat flow. Nevertheless, it is also significant for the 

total heat flux. The total heat flux through the block sensor includes the heat flows from top 

and side. For canceling the lateral heat flow, a correction factor γ in Eq. (2.1) is introduced. 

Subsequently, a CFD model covering the convective flow inside the channel and the 

conduction inside the walls and the block sensor is set up for defining the correction factor. In 

CFD model, the heat flow released by condensation is accounted by adding a heat source 

terms on the front surface. And the magnitude of the heat source is manually iterated until the 

thermocouple readings is successfully reached. Figure 2.3 validates the CFD simulation by 

using the experimentally obtained temperatures by the front-side seven thermocouples. It 

shows a good agreement. Finally, the heat flux entering the block sensor from top and side 

quantified by the CFD simulation can be related to the measured heat flux, which results in 

the correction factor γ. Several tests covering the considered parameter range state that the 

correction factor γ is dependence of the driving force for mass transfer and the temperature 

difference between the bulk and the substrate. For strong condensation behavior, the 

correction factor is reaching unit corresponding to an approximately neglected lateral heat 

flow. Based on the obtained correction factors, a polynomial regression model is developed to 

describe the dependencies of the correction factor γ [31]. Herein, this polynomial regression 

function is added into Eq. (2.1) for canceling the lateral heat flow.  
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Figure 2.3 Comparison of the experimental temperature recorded by the front-side seven 

thermocouples and that from CFD simulation [31]. 

Then, considering the thermal resistance from the extra layer (the camera paint, the glue 

and the polyethylene foil), the wall temperature at the air-side of the polyethylene foil is got 

by extrapolating the temperature gradient to the condensation surface.  

2.2.2 Experimental procedure and visualization 
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The present experimental investigation aims to examine the dependency of the dropwise 

condensation heat transfer on the bulk-flow Reynolds number Re (800-2800) over the laminar 

flow range. Dropwise condensation experiments are conducted at a constant bulk temperature 

(303.15 K) and NCG concentration (RH = 94%) with varied bulk velocity (0.79-2.8 m/s) and 

the sub-cooling degree of the substrate (0-10 K). The experimental system is running with 

respect to the given fan frequency (Re), moist air temperature and relative humidity. Dropwise 

condensation happens by setting the substrate temperature below the dew point temperature. 

When a steady state is reached having the fluctuating error within 2%, the measurement is 

started with the time at least a droplet life circle. Next, the substrate temperature is stepwise 

decreased by using the Peltier cooler. After changing sub-cooling, a steady state must be 

regained and maintained for restarting the measurement. Finally, temporal averaging is 

conducted for the heat flux. The uncertainty analysis for the measured heat flux is also 

performed [33], as shown in APPENDIX A.  

 

 

Figure 2.4 Checking of the droplet distribution image from camera. 

During the measurements, the snapshots of the droplets spatial distribution over the 

condensation substrate are recorded simultaneously by the microscope camera (TSO 

Thalheim Spezialoptik GmbH). The recording time for the snapshot is flexible. The 

magnification is fixed to capture the whole substrate (9×6 mm). And the resolution is 

25921944 pixels with the calibrated spatial resolution 4.22±0.1 m/pixel. In addition, a 
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zoom-in mode using a large magnification makes it possible to visualize the droplets 

distribution on a small region of the substrate. At the zoom-in mode, the spatial resolution is 

0.98±0.01 m/pixel with the same resolution 25921944 pixels.  

An automated image post-processing script is developed in MATLAB to recognize the 

droplet and characterize its size. The processing steps mainly include the contrast 

enhancement, binary segmentation and droplet boundary detection. And then each droplet 

boundary is recognized as a circle using the Hough transform technique. Herein, the droplet 

deformation due to the external force is neglected and the droplet is assumed as a spherical 

cap with a constant angle 90 degrees. Figure 2.4 presents a gray-scale image of droplet 

distribution by the camera and the correspondingly detected result.  

2.2.3 Forced-convection flow heat transfer 
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Figure 2.5 Heat flux of the convection measurement and theory evaluation versus the driving 

force. 

For validating the measurement system and the experimental data reduction, the single 

phase laminar convection experiments are also carried out. In this work, the convection flow 

with the considered Reynolds number up to 2800 is assumed as laminar. In the test rectangle 

channel, just the condensation substrate (9×6 mm) is cooled. Correspondingly, the thermal 

boundary layer is only developed over the entire condensation substrate within the fully 

developed laminar flow. Consequently, the present system can be seen as a fully developed 

laminar flow heat transfer over condensation substrate in a duct. Historically, based on a large 

amount of experimental data, different empirical correlations have been developed for forced 

convection heat transfer [34-35]. Here, the mean Nusselt number Nu* over the entire length of 

block sensor can be calculated as [35]: 
1 331 3

* 3 33.66 0.7 1.615 0.7c

s

RePrD
Nu

L

          
     

                          (2.2) 

where Pr is the Prandtl number, the bulk Reynolds number Re is calculated using the 
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hydraulic diameter of the channel Dc, Ls is the length of condensation substrate along the flow 

direction. After that, the average heat flux over the condensation substrate can be evaluated. 

Finally, the heat flux obtained by the correlation and the measurements is compared in Figure 

2.5. As expected, no more words is necessary for forced-convection flow heat transfer. 

Additionally this part also provides the base for next dropwise condensation under a fully 

developed laminar flow. 

2.3 Results and discussion 

2.3.1 Droplets size distribution density 

As an important dynamic characteristic, the droplet size distribution density has to be taken. 

This issue has been studied experimentally at different sub-cooling conditions.  

For the recorded snapshot, an extracted rectangle area is selected to count the droplets and 

their radius, as shown in Figure 2.4. The counting size range used to calculate the droplet size 

distribution density is 0.8R - 1.2R. Droplets located on the boundary of the inspection zone 

are considered proportionally area ratio parameter ranging from 0 to 1, which reflects the area 

of each droplet lying within the statistical region. Due to the restriction of the camera 

resolution and the checking difference, the considered minimum radius in this work is 

approximately set at 13.5 μm corresponding to the minimum pixelated area of 32 pixels. 

The droplet distribution on the cooling substrate has a complex dynamic characteristic. An 

accurate evaluation of this dynamic behavior is the droplet size distribution density averaged 

by the time. The time-series characteristics of dropwise condensation have been investigated 

experimentally and theoretically [29, 36-37]. The time-average means the analysis of each 

instantaneous droplet distribution during the whole measuring process being the time 

consuming. The goal of this study for the droplets size distribution density is to define a best-

possible nucleation density for the simulation using the experimental results. Hence the time-

averaged characteristics are not the research topic. The transient droplet size distribution 

density after reaching a steady-state is investigated for different sub-cooling conditions, as 

shown in Figure 2.6. Two representative existing theoretical models (Fractal model [37] and 

Le Revre & Rose model [38]) for droplet size distribution density are also included.  

Le Fevre and Rose were the first to introduce the concept of droplet size distribution 

density and they derived a power-law equation as a function of the droplet radius based on the 

concept of geometrically similar structure: 

    2/321 3 max maxRNd R R R R                                                   (2.3) 

where Nd(R) is the droplets size distribution density, R means the droplet radius, Rmax is the 

maximum radius in the condensation substrate.  

Based on the fractal geometry theory, Mei et al. [37] derived the following expression for 

the droplet size distribution density: 

  (2 ) (1 )((2 ) ) ( (1 )) f fd d

f maxNd R d R R                                            (2.4) 
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where ω is the surface fraction covered by droplets, df is the fractal dimension (0 < df  < 2). 

The maximum radius Rmax can be considered as the departing droplet radius, which is 

approximately in the range 1.44 - 1.74 mm observed from the present experiments. For 

different sub-cooling conditions in the experiments, the surface fraction ranges from 0.63 to 

0.74. In this work, the maximum radius, the fraction of surface coverage and the fractal 

dimension are set as 1.6 mm, 0.7 and 1.95 respectively.  

101

102

103

104

105

106

107

108

10 100 1000
101

102

103

104

105

106

107

108

10 100 1000

 

 

T
dw

=0.48K

N
d(

R
) 

(m
-2
m

-1
)

 Fractal model
  Le Fevre & Rose model

 

 

 

T
dw

=1.32K

 Fractal model
  Le Fevre & Rose model

 

T
dw

=3.5K

R(m)

 Fractal model
 Le Fevre & Rose model

 

T
dw

=5.69K

R(m)

 Fractal model
  Le Fevre & Rose model

 

 

Figure 2.6 Droplet size distribution density depending on sub-cooling in 94% RH. Different 

symbol means the droplet-size distribution at different measuring time.  

In Figure 2.6, the droplet size distribution density (divide the droplets number per area by 

the counting range) from the measurements is depicted against the geometric mean radius in 

the counting range. As presented in the figures, the droplet size distribution densities given by 

Le Revre & Rose model and Fractal model are good agreement with that of the experimental 

data. Additionally, the difference between the correlations and the measurements is more due 

to the experimental transient distribution. As shown in Figure 2.6, a discontinuity of the 

droplets population density can be found with decreasing droplet size, especially at lower sub-

cooling. This is because of the beginning of coalescence when the droplet radius reaches a 

critical size decided by the nucleation site density. For this reason, a pronounced effect shown 

in Figure 2.6 is that the nucleation site density increases with increasing sub-cooling, which 

has been reported earlier by McCormick and Westwater [39]. Furthermore, the existing 



2. Experimental investigation of dropwise condensation out of moist air 

14 

correlations including the above mentioned models just can work for droplets having the 

radius larger than the critical size, not for small droplet before coalescence. 

2.3.2 Droplet growth rate 

Over the condensation substrate, the complicated droplet dynamics behaviors are 

characterized by the droplet growth thanks to the direct condensation and the coalescence 

events. While the direct condensation on the droplet surface releases the main heat flow, the 

droplet growth behavior plays a vital role for dropwise condensation. To quantify the growth 

rates, the droplet growth by direct condensation between coalescence events is monitored by 

the camera. Figure 2.7 illustrates the process to define the droplet growth rate experimentally. 

Turning to the zoom-in mode, the camera having the view field 2.531.90 mm2 focuses on the 

condensation substrate. Video measurements are made during dropwise condensation. Finally, 

the growth of individual droplet without coalescence events can be captured by checking the 

video, as the droplet marked by green circle in the top of Figure 2.7. Then the sizes of the 

interesting droplet during growth, which is plotted in the bottom of Figure 2.7, are detected by 

the image post processing for sequential images. The detecting error of the droplet size is 

within 1 pixel (0.98 m). The slope of the best linear fitting line is then regarded as the 

growth rate of the interesting droplet at the mean radius. The uncertainties of the obtained 

growth rate are defined by the simple linear regression with the confidence level 95% [40].  

Repeating the above process, the droplet growth rates at different size can be 

experimentally figured out. In order to minimize the coalescence events, the measurements 

are carried out at a low bulk-flow velocity (Re = 826) and sub-cooling (Tdw=Td-Tw ≈ 1.0 K). 

Considering the generality, both of the center and edge regions of the substrate are all 

measured by moving the camera. The droplets without coalescence during a period of time is 

considered to determine the growth rate only by direct condensation. While the coalescence 

events occur frequently for larger size droplets, the size of the considered droplet spreads in 

the range 20-80 m. Figure 2.8 plots the experimentally defined droplet growth rate with its 

radius. It is surprised that the growth rate of droplet is not a strong function of its size and 

dispersedly spread in a wide range. Nevertheless, the smaller droplets grow faster than the 

larger one as a whole. The difference of the growth rate for the equal size droplets is up to 

300%. What we find here keeps consistent with the previous experiments [41-42]. Leach et al. 

[41] experimentally tracked three small droplets have the approximately same size and locate 

different positions. The varying radius during time demonstrated that the droplet far away 

from the large droplet grows 20% faster than another two droplets closing to large drops. 

From the works by Medici et al. [42], growth enhancement by the droplets on substrate edges 

or corners can reach nearly 500% comparing with these drops locating on the center of the 

substrate. That is because of different effects of the local depletion of the vapor concentration 

field. In conclusion, the droplet growth rates are significantly affected by its neighbors. The 

spatio-temporal-dependent dynamics of the droplets are responsible for this varying growth 

rate. 
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Figure 2.7 Illustration of experimentally defining growth rate of droplet. 

20 30 40 50 60 70 80

2E-8

4E-8

6E-8

8E-8

dR
/d

t (
m

/s
)

R (m)  

Figure 2.8 Experimentally defined growth rate versus droplet radius. 

2.3.3 Overall heat flux 

Under the forced convection laminar flow, dropwise condensation experiments at different 

Reynolds numbers are carried out and the measured overall heat flux has been plotted in 

Figure 2.9. Dropwise condensation occurs when the wall temperature (Tw) is lower than the 

dew point temperature (Td). At current experimental conditions (Tma=303.15 K and RH=94%), 
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the dew point temperature is approximately at Td=302.1 K. Therefore, it is single phase forced 

convection if the wall temperature is higher than the dew point temperature, and is said to be 

convective dropwise condensation flow at lower temperature. As because of the fluctuating 

RH during experiments, the critical temperature difference (Taw=Tma-Tw) distinguishing 

single phase convection and convective dropwise condensation locates over a range. As 

shown in Figure 2.9, the critical region for present experiments is marked by two vertical 

dashed line. In current Re range, the dragging force of the bulk flow is neglected for droplets 

dynamics. Within convective dropwise condensation flow, the heat flow is comprised of 

sensible heat and latent heat. The sensible heat transfer by forced convection is governed by 

the thermal driving temperature difference (Taw). Otherwise, the diffusion driving 

temperature difference (Tdw) is responsible for latent heat of condensation. In Figure 2.5, the 

forced convection heat transfer is enhanced by increasing Re. By comparison, the 

enhancement effect is expanded for convective dropwise condensation flow. The answer is 

that in addition to the enhanced convection heat transfer, vapor condensation is extremely 

enhanced by convective flow, namely the convective mass transfer. Consequently, heat and 

mass transfer during convective dropwise condensation with NCG are all promoted by the 

convective flow as a vital factor.  
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Figure 2.9 Overall heat flux versus sub-cooling at different Reynolds numbers. 

2.4 Conclusions 

This chapter is focused to experimentally study convective dropwise condensation out of 

humid air. The dry air is recognized as NCG. Measurements are carried out at a constant 

relative humidity (RH) with a variety of sub-cooling degree and Reynolds numbers. And the 

microscope camera is available for visualization. The experimental system and the data 

reduction are validated by the forced-convection flow heat transfer experiments. After that, 

the droplet size distribution density during condensation measurements is depicted using the 

camera and compared with two classical theoretical models. In addition, the camera is 

employed to determine the droplet growth rate keeping the coalescence events away. The 
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droplet growth rates which dispersedly locate a wide range demonstrate the local depletion of 

water vapor affected by each others. Significantly, the measured overall heat flux announces 

the role of the convection flow on heat and mass transfer during convective dropwise 

condensation. The experimental results in this chapter construct a solid foundation for next 

modeling.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



2. Experimental investigation of dropwise condensation out of moist air 

18 

 

 

 

 

 

 

 

 

 

 

 

 



3. Single droplet growth model 

19 

Chapter 3 Single Droplet Growth Model 

In this chapter, a droplet growth model by an isolated form is developed for 

modeling heat and mass transfer during dropwise condensation in case of NCG. 

The condensation process is divided by the droplet surface into two parts. The 

first step, i.e. the processes of mass transfer from the surroundings to the droplet 

surface, is modeled by the kinetic theory and the laws of continuum fluid 

dynamics formulated using the two-region concept (Knudsen layer and 

continuum region). The second step, i.e. the heat transfer process across the 

liquid droplet, is governed by Fourier’s law of heat conduction. These three 

regions (the continuum region, the Knudsen layer and the droplet) are 

incorporated by matching both the mass flow rate and the energy flow rate. This 

model is named by Model A which considers the multi-scale feature of droplet 

size by the Knudsen layer bridging the continuum and kinetic limits. Neglecting 

the multi-scale feature, the droplet growth rate can be solved by matching the 

mass flow rate of diffusion and the heat flow rate crossing the droplet. A 

simplified version of Model A is constructed-that is Model B. Furthermore, 

Model C assumes the droplet surface has the same temperature with the droplet 

base. As a commonly used model in literatures, Model C only handles the vapor 

diffusion process. For these three models, more details and the discussion will 

be given next.  

3.1 Literature review 

In absence of NCG, the vapor keeps on an equilibrium state and the heat transfer of 

dropwise condensation depends on the heat resistance from the droplet surface to the cooling 

side. The classical thermal resistance model [4, 9, 43-44] across a droplet typically comprises 

the interfacial resistance for molecules transport across the liquid/vapor interface, the 

capillary resistance of the droplet curvature, the conduction resistance by the liquid droplet, 

the conduction resistance due to the substrate and the promoter layer. In contrast to the pure 

vapor, the presence of NCG reduces the vapor partial pressure. Subsequently, the saturation 

temperature of bulk drops down. Furthermore, the vapor/liquid interface is actually 

impermeable to the NCG and closing it the NCG accumulate during the condensation process 

forming a non-condensable diffusion layer. Finally, the diffusion resistance for the vapor 

molecules moving to the condensing interface is introduced. Figure 3.1 intuitively gives a 

schematic view of a droplet over a cold substrate with and without NCG.  

To account for the influence of NCG, the difference between the dew point temperature of 
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the bulk and the surface temperature on the droplet was introduced into the classical thermal 

resistance model of pure steam condensation by Ghosh et al. [45]. This new term acts to 

reflect the decrease of vapor mass fraction from the free flow to the droplet surface as the 

driving force for condensation mass transfer rate. As a plausible simplification, a fractional 

constant reduction of the effective driving temperature difference is assumed to estimate the 

condensation rate. For simplification, literatures [42, 46-48] assume that the temperature of 

the droplet surface is equal to the temperature of droplet base. The vapor diffusion is uniquely 

considered. However, in practice, an exact definition for the surface temperature of droplet 

and the corresponding condensation rate must be rated on the solution of the coupled mass 

and energy equations. Because of the contradictory, the heat transfer model of dropwise 

condensation considering NCG is rarely investigated. 

 

Figure 3.1 Schematic view of condensation droplet on a cold substrate. Left: the pure vapor; 

right: the presence of NCG.  

Basically, the growth process of droplets has a multi-scale feature as the droplet radius 

spreads from the initial radius of some nanometers to the departure size at millimeter scale. 

That means the mechanism of the heat and mass transfer processes depends to a large extent 

on the Knudsen number Kn, which is described as the ratio of the mean free path of vapor 

molecules to the droplet diameter. For very small Kn corresponding to the big droplets, the 

heat and mass transfer process is determined by the laws of continuum fluid dynamics. For 

very large Kn in the initial stage of growth, the continuum hypothesis is not suitable and the 

kinetic theory is applied to describe the impingement process of vapor molecules. However, 

the growth processes occur consecutively. Hence, a useful growth model is necessary to 

consider the intermediate case where Kn = O(1).  

For condensation and evaporation of droplets in carrier gases, the Gyarmathy model [49] 

and the Young model [50-51] are two classic growth models having different descriptions for 

the transition between the continuum and kinetic regimes. The Gyarmathy model uses an 

interpolating fit between the continuum and the molecular kinetic regime and those two are 

independently described. The Young model on the other side incorporates the transition into 

the growth model based on the well-known two-region concept. Peters and Meyer [52] 

developed an experiment to investigate the droplets growth of a pure vapor in the transition 
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regime. They also formulated a model bridging the molecular and continuous heat and mass 

transfer processes with a minor adjustment factor to cover the evaporation and condensation 

coefficients. In order to validate the droplet growth model, Peeters et al. [53] compared the 

Gyarmathy model and the Young model with the growth results obtained from a pulse 

expansion wave tube. Those two models gave the best results in the different regimes. For the 

solid surface, Luo et al. [54] developed a droplet growth model based on the two-region 

concept (Knudsen layer and continuum region) for the quantitative description of the 

processes of droplet condensation and evaporation on a solid surface in the presence of NCG. 

The transition between those two regimes was also described by an incorporation method as 

shown in Young model. The effect of the solid surface was considered by their new kinetic 

model. Although the effect of solid surface is taken into account, the droplet temperature is 

identical to that of the solid surface.  

In spite of the continuous advance and the wide research for the droplet growth model 

considering NCG, the considering is just the droplet growth in a carrier gases and the 

application fields are in aerosol science and cloud physics mostly. In those cases, the latent 

heat released by the condensation is transferred to the surrounding gases and any heat transfer 

between the droplets and the solid surface is neglected.  

For dropwise condensation on a cold substrate, however, the latent heat of condensation is 

transferred to the cold substrate through the droplet, which is one of the crucial processes. To 

our knowledge, very few theoretical investigations for droplet growth are performed about 

dropwise condensation in the presence of NCG. In this chapter, a single droplet growth model 

considering the multi-scale feature of droplet size is presented to cover the complex 

simultaneous heat and mass transfer across the droplet from the free stream to the cold wall. 

The transition between the continuum and kinetic limit is bridged by the Knudsen layer from 

Young’s model. In addition, another two relatively reduced models ignoring the multi-scale 

characteristic are given too. And a well-informed discussion about these three models is 

carried out in this chapter.  

3.2 Model development and methods 

In this section, a detailed description of the droplet growth model and the calculating 

method are presented for dropwise condensation of moist air. The theory is simplified by the 

following assumptions: (i) quasi-steady droplet growth at a specified radius; (ii) uniform 

pressure; (iii) droplet is hemispherical that means a 90º static contact angle (θ=90º); (iiii) the 

contact angle hysteresis is not considered. For promoting dropwise condensation, the cold 

substrate is generally covered by a suitable promoter layer, on which the vapor molecules 

condensate in the form of discrete liquid droplets. The cooling side of the cold substrate is 

kept at a constant temperature using some cooling technique. Steady-state 1-D heat 

conduction is assumed to be passed through the promoter layer and the cold substrate when 

condensation comes to a stable state. In this model, the wall temperature is assumed to be 

equally distributed. This assumption is reasonable because the size of substrate is always 
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much larger than the droplet size for the investigated cases. Actually, the present model is just 

handling the heat and mass transfer resistances from the bulk to the droplet base, including the 

diffusion resistance Rvr, the interfacial resistance Rir, the capillary resistance Rcr and the 

conduction resistance of liquid droplet Rdr, as shown in Figure 3.2. 

 

Figure 3.2 Schematic view of droplet growth model under the NCG condition and the 

corresponding resistance model of heat and mass transfer. 

Figure 3.2 gives the schematic view of the droplet growth model over a cold substrate. 

Three regions (droplet, Knudsen layer, continuum region) are visible with mass flow rate m, 

the heat flow rate Q as directed. The heat transfer crossing the liquid droplet is governed by 

the Fourier’s law of heat conduction. Within the framework of the Young model, the flow-

field surrounding the droplet is presumed to contain two regions (Knudsen layer and 

continuum region). This simple model was first introduced by Langmuir [55] considering the 

rarefied gases effect. The hemispherical droplet having radius R is surrounded by the Knudsen 

layer seen as a semispherical shell, where R and Ri are the radius of the inner sphere and the 

outer sphere respectively. Similarly, the continuum region is considered as special 

semispherical shell surrounding the Knudsen layer, and the far field is the outer sphere having 

an infinity radius. The Knudsen layer having a thickness of the order of the mean free path is 

also called a collision-free zone because the molecular collisions are supposedly unimportant 

[56]. So, for the inner Knudsen layer, the free molecule kinetic theory can be applied to 

describe the transfer processes of vapor molecules onto the droplet and to calculate the mass 

fluxes. For the outer continuum region, the mass transfer is governed by the binary-gases 

diffusion law.  

Above all, the Knudsen layer (collision-free zone) and the continuum region are combined 

into the flow-field region outside the droplet. The mass flow rate in those two regions is 
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matched over the interface of Knudsen layer. Because the NCG do not condense, the heat 

flow is all from the vapor condensation. Therefore, the flow-field region and the liquid region 

are incorporated by matching the mass and heat flow rates. The spherical polar coordinate 

system is used here.  

3.2.1 Liquid droplet 

Heat conduction through the hemispherical-shaped droplet with radius R can be written as 

[4]: 

 4 ( )d ds wQ Rk T T                                                     (3.1) 

Taking the heat flow rate to be identical with the latent heat of condensation, equation (1) may 

be rewritten as: 

 * 4 ( )d ds wQ m L Rk T T                                                (3.2) 

where L means the condensation latent heat of water vapor, kd is the thermal conductivity of 

liquid droplet and Tds is the temperature of the droplet surface which is also the liquid/vapor 

interface, m is the mass flow rate due to the mass transfer. 

3.2.2 Knudsen layer 

The radius of the Knudsen layer is arbitrarily defined with the droplet radius. 

i maR R                                                            (3.3) 

where the experimental coefficient β has a weak influence for the fluxes and a best fit value of 

0.75 [51]. The mean free path of moist air (vapor-gas) λma is calculated by an explicit 

expression [54]: 

2ma ma ma ma maR T P                                                  (3.4) 

where all physical parameters are talked for moist air. 

It is assumed that all molecules evaporating and reflecting from the droplet surface have a 

similar Maxwellian velocity distribution at the temperature of droplet surface. In Young’s 

model [51], the Grad velocity function can give a physically more realistic representation of 

the convective and diffusive heat and mass flow rate near the interface and thus is applied to 

describe the velocity distribution of the incoming molecules that correspond to the Knudsen 

interface. The vapor and NCG have an identical distribution. 

Since the NCG does not contribute to the net mass flux of condensation, the mass flow rate 

of vapor across the Knudsen layer can be calculated as: 

(1 )e v c v v e v c vm m m m m m                                            (3.5) 

where αc and αe respectively denote the condensation and evaporation coefficients. In many 

studies, the distinguishable difference between those two coefficients is ignored (i.e., αc =αe) 

and these two coefficients can be named by accommodation coefficient α. The first term of 

the middle part represents the mass flux due to the evaporation. The second and third terms in 

the middle part indicate the reflected and incoming molecules, respectively. Over nearly a 

century, intensive researches have been made to determine the accommodation coefficient 
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experimentally. Both evaporation and condensation were investigated under various 

conditions (different pressure, different water vapor saturation, different temperature and 

different substrate) and various environments (vacuum, standard air, passive or reactive 

atmospheres) [57-59]. Due to the complexity of the corresponding physical mechanisms and 

the limitation of measurement technology, the reported values for both of the coefficients for 

water span widely from 0.001 to 1 [58]. The choice of coefficient strongly depends on the 

measurement condition and environment.  Actually the accommodation coefficient defines the 

fraction of the striking vapor molecules that actually condenses on the vapor/liquid interface. 

The remaining fraction (1-α) represents the reflected vapor molecules that strike the interface 

but do not condense. Consequently, the accommodation coefficient indirectly defines the 

interfacial resistance of the interface for condensation [4] (namely, higher α meaning lower 

interfacial resistance for the molecules transport crossing the interface). As a crucial 

parameter for defining the interfacial resistance, it will be discussed in depth later. The 

incoming and outgoing mass flow rate of vapor molecules m-v and m+v (see APPENDIX B), 

respectively, can be evaluated using the triple integral of the velocity distribution [50-51]: 

 2 2 2
,2 1 cos 2 2v v i v i v i im R R T R T R R m                                (3.6) 

 2
,2 1 cos 2v v ds v ds v dsm R R T R T                                          (3.7) 

Substitution of Eqs. (3.6) and (3.7) into Eq. (3.5) results in: 
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                           (3.8) 

where the vapor partial density at the interface between the Knudsen layer and the continuum 

region can be obtained by the ideal gas equation: 

, ,v i v i v iP R T                                                         (3.9) 

with Rv is the specific gas constant of vapor, the vapor partial pressure Pv,i equals to the 

saturated vapor pressure Psat 
v,i  at its temperature Ti [60]: 

, 611.2exp[6816(1 273.15 1 ) 5.1309ln(273.15 )]i
sat

v iiP T T                   (3.10) 

For the droplet surface, thermodynamic equilibrium at the temperature Tds and pressure Pv,ds is 

assumed. The Kelvin equation, which defines the vapor pressure over a curved liquid/vapor 

interface, is used to calculate the vapor partial pressure Pv,ds of an equilibrium state over the 

droplet surface [54]: 

    , , exp(2 ( ))sat
v ds v ds d d u dsP P R T R                                          (3.11) 

where the surface tension of liquid σd and the liquid density ρd are defined at the temperature 

of droplet surface Tds, Ru is the universal gas constant, Psat 
v,ds denotes the saturated vapor 

pressure at temperature Tds over a flat liquid/vapor interface by Eq. (3.10). Finally, the vapor 

partial density on the droplet surface ρv,ds can be calculated by Eq. (3.9).  

3.2.3 Continuum region 

In the continuum region, macroscopic laws of continuum fluid mechanics are applicable. 
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The condensation is assumed as a quasi-steady process: the characteristic time for the state-

change of the surrounding is much larger than that which the droplet growth process needs for 

reaching a steady state. After neglecting the viscous normal stresses, the mass and energy 

conservation equations (vapor-air mixture and vapor alone) for a spherically symmetric 

stationary case can be expressed as follows [50-51, 54]: 

2( ) 0ma b

d
r u

dr
                                                      (3.12) 

2
2 2( ( ) ) 0

2ma ma
b

b r

ud
r u h r

dr
q                                           (3.13) 

where the density of moist air ρma, the radial bulk velocity ub, the specific enthalpy hma and the 

outward radial heat flux qr for the moist air are all depend on the radial coordinate r. The 

density of moist air ρma can be defined with the partial density (vapor density ρv and dry air 

density ρa): 

ma v a                                                           (3.14) 

It is necessary to take a closer look at the relative velocities when the vapor is condensing 

at the droplet surface. As a whole, the bulk velocity (ub) of the mixture points toward the 

droplet (negative). The relative velocity of vapor with respect to the bulk (vv) is the inward 

diffusive velocity of the vapor from the far field to the interface and also negative. While the 

relative velocity of NCG with respect to the bulk (va) is the outward diffusive velocity of the 

vapor from the interface to the far field, that is positive correspondingly. In condensation case, 

the net mass flux only attribute to the vapor condensation. The NCG does not contribute to the 

condensation which implies no net mass flux (ρa (ub+va) = 0), or the inward bulk mass flux 

(ρaub) has the same value with the outward diffusive mass flux (ρava). Furthermore, by 

definition we have the sum of diffusive fluxes in steady-state condensation: 

0av v av v                                                        (3.15) 

The velocity of each component is composed of the bulk velocity ub and the diffusive 

velocity (va and vv). So the mass conservation equation (3.12) can be rewritten as: 

2 2 2( ( ) ( )) ( ( )) 0v b v b va va b

d d
r u v r u v r u v

dr dr
                            (3.16) 

Finally, the total mass flow rate can be yielded by the integration of equation (3.12) and 

(3.16): 

   2 22 21 co 1 )s os (cm b v vbam r u r u v                           (3.17) 

Simultaneously, Fick’s law for diffusion has the form: 

( )v
v v ma

ma

d
v D

dr

 


                                                  (3.18) 

where the diffusion coefficient of water vapor in air D depends on the temperature and 

pressure [60]: 
5 1.942.11 10 ( 2 73.15) (1 )ma maD T P                                     (3.19) 
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Combining equations (3.17) and (3.18), the following result can be derived: 

 2 1 cos(1 ) 2 ( )v v
ma

ma ma

d
m r D

dr
  

 
                                (3.20) 

Equation (3.20) can be integrated subject to the boundary conditions ρv,i/ρma at r=Ri and  

ρv,ma/ρma as r=∞, resulting in: 
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      (3.21) 

where the vapor partial density of moist air ρv,ma can be obtained by the ideal gas equation.  

3.2.4 Iterative solution 

Based on the mass and energy conservation, the heat and mass flow equations in those 

three regions can be solved. Due to the related physical parameters of droplet and gas mixture 

depend on two unknown variables (Ti, Tds), the solution would require an iterative method.  

For the dropwise condensation of moist air over a cold substrate, there are some input 

parameters: the wall temperature Tw, droplet radius R, properties of moist air (including vapor 

density ρv,ma, temperature Tma and pressure Pma). Once the properties of vapor-air mixture are 

known, the radius of the Knudsen layer Ri can be solved by equations (3.3) and (3.4). With 

these input parameters, 3 unknown variables (m, Tds, Ti) can be solved by the 3 equations (3.2, 

3.8, 3.21).   

The iterative procedure has the following five steps: 1) assume an initial temperature at the 

droplet surface Tds; 2) define the physical properties of droplet using Tds, and then calculate m 

by solving equation (3.2); 3) calculate vapor pressure and density over the droplet surface by 

solving equation (3.11) and the ideal gas law (3.9); 4) calculate m and Ti by solving equations 

(3.8) and (3.21) (the saturated vapor is considered at the Knudsen layer interface); 5) compare 

the mass flow rate m from step 2 and 4 using a solving deviation Δm, if the absolute mass flux 

difference of two results is larger than the solving deviation, use a new Tds to repeat step 2-5. 

The calculation is repeatedly carried out at different droplet sizes from minimum to 

maximum.  

A MATLAB script is developed to follow those solving steps. Once the mass flow rate m is 

obtained, the droplet growth rate depending on its radius can be computed from the mass 

conservation: 

 22 1 cos d

dR m

dt R  





                                            (3.22) 

In brief, a theoretical model for single droplet growth in dropwise condensation considering 

NCG has been proposed. This model provides an elaborated solution for the heat and mass 

transfer processes across the droplet from the flow-field to the wall during dropwise 

condensation of vapor-NCG mixture. In addition, the nucleation radius of a droplet without 

growth rate, the temperature at droplet surface and Knudsen layer interface can be obtained by 
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this model. It is clear that the model is suitable for dropwise condensation with any NCG, any 

concentration. Derails on this model can be found in Zheng et al. [61]. 

3.2.5 Model extension 

To sum up, a multi-scale droplet growth model presented in sections 3.2.1-3.2.3 is named 

by Model A. Model A covers the complex coupled heat and mass transfer from the mixture to 

the droplet base and considers the multi-scale feature of droplet size. And the interfacial 

resistance Rir is considered automatically due to the nature of the Knudsen layer. The 

employment of the Kelvin equation states the capillary resistance Rcr is also handled within 

this model. Based on model A, another two models are introduced as below.  

Model B: Without the Knudsen layer (namely, neglecting the multi-scale feature), the 

vapor diffusion from the bulk to the droplet surface is defined by: 

  , ,2 1 cos ( )v ds v mam R D                                           (3.23) 

where the vapor partial density on the droplet surface ρv,ds is also calculated by equations (3.9-

3.11) for considering the capillary resistance. The heat flow rate crossing the droplet is 

calculated by: 

* 4 ( )d ds wQ m L Rk T T                                              (3.24) 

The solution for equations (3.23) and (3.24) can be following the iterative method in section 

3.2.4. Clearly, this model may be seen as a simplified version of model A on the macro-scale.  

Model C: There is negligible heat conduction through the droplet. The temperature of the 

droplet surface Tds is equal to the temperature of droplet base Tw. The vapor diffusion is 

uniquely considered as:  

  , ,2 1 cos ( )v ds v mam R D                                           (3.25) 

where the temperature Tds=Tw is used to calculate the vapor density ρv,ds. Owing to its 

simplification and the higher proportion of the diffusion resistance in most cases, this model is 

commonly adopted [42, 46-48]. 

The considered resistances for heat and mass transfer in three models are listed in Table 

3.1. The difference in three models can be found intuitively. Further discussions and 

comparisons for those three models will be given in depth and detail next. 

Table 3.1 Considered resistances in three models. 

 Diffusion Interfacial Curvature Droplet Multi-scale 
Model A Eq. (3.21) Knudsen layer Kelvin equation Eq. (3.2) Knudsen layer 
Model B Eq. (3.23) N/A Kelvin equation Eq. (3.24) N/A 

Model C Eq. (3.25) N/A N/A N/A N/A 

3.3 Results and discussion 

3.3.1 Minimum radius of droplet 

The minimum radius of droplet can possibly grow for a specified wall sub-cooling, where 
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the droplet is at the meta-stable state of saturated vapor and liquid phase. Based on Gibbs free 

energy criterion and assuming the saturated vapor at a uniform temperature, the minimum size 

for dropwise condensation on a sub-cooled substrate is given, e.g., by Graham and Griffith 

[62]: 

(2 ) ( )sat
min d dR T L T                                               (3.26) 

where ΔT is the temperature difference between the temperature of saturated vapor (Tsat) and 

the wall temperature (Tw). This equation is universally used to calculate the nucleation radius 

for dropwise condensation of saturated vapor. In case of an unsaturated vapor, the vapor 

adjacent to the cooling wall will be also saturated due to the effect of cooling. Hence the 

minimum droplet at nano-scale is surrounded by saturated vapor for dropwise condensation of 

an unsaturated vapor and equation (3.26) is valid too.  
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Figure 3.3 Comparison of the obtained minimum radius of droplet from the present models 

with the equation proposed in pure steam case.  

On this point, moist air having the temperature Tma = 303.15 K and the relative humidity 

94% is corresponding a dew point temperature Td = 302.1 K. For model A and model B, the 

droplet growth rate is solved based on the mass and energy balance. The minimum droplet is 

versus to the point where the growth rate is zero. It is no doubt that model C cannot give the 

minimum radius. As plotted in Figure 3.3, at a given condition the minimum radius of a 

droplet is evaluated as a function of the sub-cooling degree following equation (3.26) and 

models A and B. The temperature difference ΔTdw between the dew point and the 

condensation substrate temperature is used as the sub-cooling degree in equation (3.26). The 

minimum radius predicted from both of the methods shows good agreement, which provides a 

validation for the present models. The inclination indicates that the minimum radius strongly 

depends on the sub-cooling ΔTdw in dropwise condensation of moist air.  

3.3.2 Temperature of droplet surface 

For comparing those three models, investigation is carried out at a given condition. The 

temperature of moist air is set as Tma = 303.15 K and the difference between the dew point and 



3. Single droplet growth model 

29 

the wall temperature ΔTdw = 1.0 K is chosen. The relative humidity RH = 94% is considered 

with the corresponding dew point (302.1 K).  

As described in section 3.2 for three models, the iteration of temperature at droplet surface 

Tds is used to solve model A and B. Finally, the temperature Tds from three models is evaluated 

with respect to the droplet radius, as plotted in Figure 3.4. The capital letters index the model. 

In model A, when the droplet size is getting smaller, the temperature of the droplet surface 

gradually approaches the wall temperature. This is because the small droplet provides a 

smaller thermal conduction resistance. As discussed in section 3.2.2, the accommodation 

coefficient α indirectly reflects the interfacial resistance for the transport of vapor molecules 

toward the vapor/liquid interface. When the interfacial resistance is increased with smaller 

accommodation coefficient, the influence of the thermal conduction resistance is getting 

smaller. Therefore, the size range of droplet, where the temperature of droplet surface gets 

approaching the wall temperature, is extended with decreasing the accommodation 

coefficient. For fully thermal accommodation α = 1, model A produces a closing result with 

model B neglecting the interfacial resistance. In conclusion, the accommodation coefficient in 

model A can be seen as an adjusting factor for the interfacial resistance. For model C, the 

temperature of droplet surface is equal to the wall temperature with neglecting conduction 

resistance through the droplet. It is noted that the temperature difference between the droplet 

surface and the wall varies in a small range in model A and B. The temperature drop from the 

bulk to the droplet surface denotes the main part significantly. Therefore, the mass transfer 

resistance (including the diffusion resistance and the interfacial resistance) for vapor 

molecules moving to the droplet surface is the key point in present condition. 
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Figure 3.4 The temperature of droplet surface against the droplet radius from three models.  

3.3.3 Droplet growth rate 

In table 3.1, the considered resistances for heat and mass transfer in three models are listed. 

The difference between different models can be directly reflected in the droplet growth rate. 

Figure 3.5 plots the droplet growth rate by three models for single droplet condensation out of 
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moist air. When the surrounding in Figure 3.2 is the saturated pure steam, the droplet growth 

rate can be evaluated by the classical thermal resistance model [4, 9, 43-44]: 

   
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where the minimum radius Rmin can be calculated by Eq. (3.26). The interfacial heat transfer 

coefficient hint is written as: 
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where Mvw is the vapor molecule weight, ρv is the vapor density. For pure steam, the 

accommodation coefficient usually is taken as unity with an assumption of fully thermal 

accommodation. Here, for comparison, the considered temperature of moist air is used as the 

saturation temperature under pure steam condition (Tsat = Tma = 303.15 K in Eq. (3.27)). The 

droplet growth rate in pure steam by equation (3.27) is also plotted in Figure 3.5.  
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Figure 3.5 The droplet growth rate in full size from different models for single droplet 

condensation in different conditions (moist air and pure steam).  

In Figure 3.5, three letters (A, B and C) denote three model in Table 3.1. In the minimum 

size (nucleation size), the droplet growth rate is zero due to the metastable state (i.e., the 

condensation rate is equal to the evaporation rate). Once the droplet size is larger than the 

minimum radius, the dominant condensation leads to a dramatic increasing of the growth rate. 

After reaching the maximum, a strong decrease is found due to the increase of the heat 

conduction resistance by the droplet. Except model C, all models including the growth model 

in pure steam follow the same tendency described above. Just considering the diffusion 

resistance, the growth rate by model C shows an inverse proportional relationship with the 

droplet radius. For model A, the accommodation coefficient adjusting the interfacial 

resistance has a significant influence on the growth rate. The growth rate varies smoothly over 

the multi-scale range because of the Knudsen layer. The growth rate predicted by model B is 

getting close to the result of model A with a unity accommodation coefficient. As a whole, 
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model B and C without the consideration of the interfacial resistance and the Knudsen layer 

overestimate the droplet growth rate totally. It is no doubt that model A with a proper α can 

accurately predict the droplet growth considering NCG.  

In addition, as shown in Figure 3.5, the presence of NCG significantly decrease the droplet 

growth rate under the pure steam. The reduction is significantly depended on the diffusion 

resistance driven by the vapor concentration difference between the bulk and the droplet 

surface. For the moist air with RH =94%, the mass fraction of NCG is more than 97%, which 

urges a strong diffusion resistance responsible for the strong decrease. The main resistance by 

the liquid conduction resistance under pure steam is switched to the diffusion resistance of 

vapor in case of NCG. And the minimum radius is increased due to the decreased saturation 

temperature by the presence of NCG.  

3.3.4 Effect of sub-cooling 

For those three droplet growth models, the difference from the considered resistance can be 

seen from Table 3.1 and the predicted growth rate and temperature of droplet surface also is 

presented in Figure 3.4 and Figure 3.5. Model C as the simplest neglects the droplet 

conduction resistance which contributes an un-ignorable temperature drop as seen in Figure 

3.4. While Model A, on the other hand, considers the heat and mass transfer resistance 

compressively, imported parameter α which cannot be accurately defined in present brings its 

weakness. In comparison, Model B is more functional. Therefore, model B is chosen to make 

modeling dropwise condensation which will be given next soon. In this section, effect of sub-

cooling for droplet growth is given based on model B. 

Keeping the same conditions of moist air as before, the droplet growth rates at different 

sizes at different wall temperatures are plotted in Figure 3.6 and correspondingly the 

temperatures of droplet surface are presented in Figure 3.7. As expected, increasing sub-

cooling degree is an active factor for droplet growth because of the increased diffusion 

driving force. And the increased sub-cooling degree decreases the minimum droplet size, 

which is consistent with Eq. (3.26). For the growth rate and temperature, the tendency 

following the droplet size is not changed by the sub-cooling. The temperature drop through 

the droplet is slightly enlarged with the sub-cooling increasing.  

3.4 Conclusions 

Aiming to understand the influence of NCG for single droplet growth, a droplet growth 

model is presented. The present model accurately covers the heat and mass transfer processes 

across the droplet from the free stream to the droplet base by an elaborate solution of the 

coupled energy and mass equations. Concerning the multi-scale feature of the droplet size, the 

transition between the continuum and kinetic limit is incorporated by the Knudsen layer. 

However, as a crucial parameter the accommodation coefficient is introduced for adjusting the 

interfacial resistance of the vapor/liquid interface. There is no doubt that the developed model 

with a proper accommodation coefficient can accurately describe the droplet growth with the 
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presence of NCG. Due to the complexity of the corresponding physical mechanisms and the 

limitation of measurement technology, the accommodation coefficient in the presence of NCG 

component is still a subject of dispute. Therefore, a simplified model is developed neglecting 

the multi-scale characteristic (also the interfacial resistance). In addition, another model which 

is mostly adopted in the literatures is presented too. In the third model, there is negligible heat 

conduction resistance crossing the droplet and only the vapor diffusion is considered. Finally, 

the temperature of droplet surface and the droplet growth rate from these three models are 

compared and discussed. And the droplet growth rate out of moist air is also compared with 

the case of pure steam using the classical thermal resistance model. It is no doubt that the 

droplet growth rate is significantly slowed down because of the induced diffusion resistance. 

Furthermore, the diffusion resistance of vapor becomes the main barrier for the case of heat 

transfer.  
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Figure 3.6 The sub-cooling effect for the droplet growth rate.  
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Figure 3.7 The sub-cooling effect on the temperature of droplet surface.  
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Chapter 4 Interaction Effects between Droplets 

With the presence of NCG, the vapor diffusion from ambient to the vapor/liquid 

interface must be considered during dropwise condensation. Historically, 

modeling dropwise condensation often makes the assumption that the droplet is 

growing in an isolated way. However, the blocking effects of surrounding 

droplets will tremendously influence the spatial distribution of vapor, which 

finally determines a different condensation rate comparing with that by the 

isolated-droplet growth model. Consequently, an accurate prediction must 

include the blocking effects of neighbors (namely the interaction effects 

between droplets). Some classical semi-analytical methods, including the point 

sink method (PSM) treating the droplet as single point sink and the method of 

images (MOI) constructing an infinite series of the point sinks to satisfying 

certain boundary conditions, are limited to the relatively weak interaction. For 

capturing the strong interaction during dropwise condensation because of a large 

number of droplets and the closer inter-droplet spacing, a distributed point sink 

method (DPSM) as the method of Green’s function is proposed here. 

Considering some simple droplet arrays and a general droplet array, the 

solutions of DPSM are then compared with those using PSM and MOI. Based 

on the uniqueness theorem, the exactly satisfied boundary conditions state the 

ability of DPSM in solving strong interaction.  

4.1 Literature review 

No matter the presence of NCG or not, the droplet growth during dropwise condensation is 

a complicated spatiotemporal dynamics equilibrium process which is formed by a series of 

time- and space-dependent sub-processes (nucleation, growth, coalescence and departure) 

occurring periodically [4]. Just because of its complexity, the classical methods in developing 

a theoretical model or correlation are currently making an assumption that the droplets system 

is considered as a growth of film approximation or isolated growth of droplets. In studying the 

edge effect on dropwise condensation out of humid air, Medici et al. [42] have addressed 

these two kinds of growth forms. Transferring the droplets pattern into an equivalent film, a 

correlation for the condensate heat transfer resistance is proposed by Eimann et al. [31]. For 

dropwise condensation with pure vapor, the macroscopic mathematical model based on the 

thermal resistance theory [4, 9] is absolutely dealing with the isolated growth of droplets. 

Similarly, for dropwise condensation considering NCG, three models presented in chapter 3 

are also based on the isolated growth of droplets.  
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For the diffusion controlled dropwise condensation, some important growth characteristics 

cannot be captured exactly using the simplification of single droplet growth model. As shown 

in Figure 4.1, a specific characteristics is the blocking effects of neighboring droplets for the 

vapor diffusion which can significantly reduce the droplet condensation rate. Leach et al. [41] 

experimentally found that small drops close to larger drops often grow more slowly because 

of the local depletion of absorbed vapor. The local depletion of absorbed vapor is exactly 

attributed to the strong blocking effects by the large neighboring drops. Sokuler et al. [63] 

experimentally compared the evaporation/condensation rate of an isolated droplet with a 

similar sized droplet surrounded by droplets. And the finite element method was also used to 

simulate the evaporation of a droplet array with different inter-droplet distances. The 

experimental and simulation results state the influence of the interaction effect of droplets for 

the evaporation rate. The experiments by Ucar et al. [46] have determined that neighboring 

droplets slow down the condensation rate by 14% to 40% than that of an isolated growing 

droplet on different substrates. Also, the geometric discontinuities (such as the substrate edges 

and the corners) can result in a different vapor concentration distribution around the drops 

which can also affect the droplet growth rate significantly. According to the experiments by 

Medici et al. [42], in some certain cases, the growth enhancement can dramatically reach 

500% for droplets near the edges or corners comparing with the droplets near the substrate 

center. Actually, that is because that the droplets locating on the geometric discontinuities 

have more weaker interaction due to more less neighbors comparing with the droplets locating 

on the substrate center. What deserves to be mentioned is that recently Castillo and Weibel 

[48, 64] release the prediction of droplet interaction effects during diffusion-driven dropwise 

condensation using the point sink method. And the predicted droplet growth rates considering 

the interaction effect using the PSM method present a good agreement with the experimental 

results. As a whole, the interaction effects between droplets significantly reduces the droplet 

condensation rate. 

 

Figure 4.1 Schematic view of the blocking effect of neighbors for the vapor diffusion.  

From above discussion, it can be concluded that the isolated droplet growth model will 

over-predict the growth rate for dropwise condensation. In chapter 3, three different growth 

models of a single droplet have been presented for dropwise condensation driven by vapor 

diffusion in humid air. Regrettably, the interaction effects between droplets are not considered 

into those individual droplet models. Therefore, considering the interaction effects of droplets, 

the correction factor for the condensation rate is required for accurately predicting dropwise 

condensation behavior. 
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For a certain spatial distribution of droplets at a given condensation instant, by solving the 

diffusion equation the numerical simulation can be applied to determine the condensation rate 

of each droplet and the vapor concentration field. Nevertheless, numerical simulation for 

dropwise condensation is still a great challenge due to a large number of droplets in a wide 

size range. It is no doubt that a simple analytical approach will be welcome. Significantly a 

semi-analytical method the point sink method (PSM) developed by Annamalai et al. [65-66] 

for the drop interaction effects during gasification and combustion [67] is applied into 

dropwise condensation community by Castillo and Weibel [48, 64]. Actually, as a analytical 

method, the point sink/source method treats each suspended or sessile droplet as a point mass 

source/sink (PSM), the term “source” and “sink” is corresponding to gasification/combustion 

and condensation respectively. It can be applied to solve the evaporation/condensation rate of 

each droplet and the vapor concentration field by superimposing Maxwell’s solution of all 

sources/sinks. In the community of evaporation and combustion, another classical method for 

dealing with the interaction problems is the method of images (MOI) which is developed for 

the evaporation of cloud particles by Labowsky [68-69]. An infinite series of point 

sources/sinks is constructed in MOI for satisfying the favorable boundary conditions. 

Actually, MOI is a classical tool for solving the boundary-value problems in electrostatics 

[70]. Out of question, these methods for the droplet interaction in evaporation/combustion are 

also suitable for multiple condensation droplets, and the difference is just the mass source or 

the mass sink (hereafter we don’t distinguish the terms “sink” and “source”, we just consider 

“sink” for condensation in present work). 

During dropwise condensation, a large number of droplets generated over the condensation 

substrate is accompanied by a strong interaction effect where the droplets approach each other 

closely. Due to some limitations, these classical semi-analytical methods (MOI and PSM) 

suffer the problems of the solving accuracy and the computation divergence in handling the 

strong interaction. As the process in solving these problems (the droplet number considered 

and strong interaction effect), a creative distributed point sink method (DPSM) is developed. 

Firstly, the point sinks are averagely distributed on the surface of an imaginary concentric 

sphere for each spherical droplet and mapped to the droplet surface. After that a highly-

efficient matrix operation for determining the strengths of the point sinks is formulated using 

the discrete target points on the droplet surface for satisfying the boundary conditions. The 

comparison between these three methods for different droplet arrays states that the proposed 

DPSM method can accurately capture the strong interaction effect even when the droplets are 

touching each other. Using less point sinks makes it possible to consider more droplets. Under 

retaining good accuracy, this new semi-analytical method achieves the accurate predictions 

for the droplet growth rate and the vapor concentration field, while keeping simplicity 

compared to the complicated numerical simulation.  

4.2 The problem description 

During dropwise condensation with the presence of NCG, a large number of droplets 

having a surface temperature below the dew point temperature of the surrounding mixture are 
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distributed on the cold substrate, as illustrated in Figure 4.2. Condensation of water vapor 

over the droplet surface is driven by the concentration difference between the ambient and the 

droplet surface. For simplification, we assume that all droplets have the same vapor 

concentration on their surface (cds, namely the same surface temperature). The normalized 

vapor concentration, C, is defined as:  

   ds dsC c c c c                                                    (4.1) 

where c∞ is the vapor concentration in the far field, and c represents the vapor concentration at 

any points of the surrounding. Hereafter, the vapor concentration distribution is normalized. 

Hence, the dimensionless vapor concentration field outside the droplets obeys the diffusion 

equation [48]: 

   2 ,
,

C t
D C t

t


 


r

r                                                 (4.2) 

with the location vector r and the vapor diffusion coefficient in mixture D. Based on the 

quasi-stationary assumption, namely much smaller growth rate of the droplet surface 

comparing with the adjusting rate of the vapor concentration field, the diffusion equation can 

be reduced to the Laplace equation following [48, 68]: 

 2 0C r                                                          (4.3) 

The boundary conditions for solving the Laplace equation satisfy [68]: 

B. C. #1: Cds = 0 on all droplet surfaces 

B. C. #2: C∞ = 1 at the far field 

 

Figure 4.2 Illustration of dropwise condensation over a cold substrate. 

Hence, the droplets system in dropwise condensation process is mathematically described 

by the Laplace equation accompanied by the corresponding boundary conditions. Another 

point is the zero mass flux normal to the cold wall (∂c/∂z = 0) as shown in Figure 4.2. For 

developing a semi-analytical method, this boundary condition is not considered into. In 

addition, the spherical cap-shaped droplet over a substrate is just a part of corresponding 

spherical suspended droplet with the contact angle 90°. Thus, the prediction of the vapor 
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concentration field and the condensation rate of each individual droplet is determined by 

condensation of the corresponding spherical suspended droplet. The following analytical 

models have the same processing method for the spherical cap-shaped droplet and the 

spherical suspended droplet. 

For definition of the influence of the interaction effect on the condensation rate, a 

correction factor is introduced by: 

sys isom m                                                           (4.4) 

where msys and miso denote the condensation rate within the droplet system and the isolated 

growth, respectively.  

Following the above assumption, all of the droplet have the same surface temperature. That 

means the thermal conduction through the droplet is neglected. In order to keeping 

consistency in this chapter, model C presented in third chapter can be used to droplet 

condensation rate in an isolated form: 

   2 1 cos ( ) 2 1 cosiso dsm R D C C R D                                 (4.5) 

with the droplet radius R.  

4.3 Method of solution 

4.3.1 The point sink method 

Historically, the PSM is a powerful method in studying evaporation of multiple droplets 

[65-66]. And it has been applied to dropwise condensation community successfully [48, 64]. 

In PSM, each droplet is concentrated as a mass point sink located at its center [48, 64-66] as 

presented in Figure 4.3. Thanks to the linearity of the Laplace equation, the vapor 

concentration field surrounding the droplet array can be solved by superimposing the solution 

of the Laplace equation for each point sink (i.e. droplet). Using PSM, prediction of droplet 

interactions during diffusion-driven dropwise condensation has been launched in [48, 64]. 

Here, the PSM is repeatedly implemented for the droplets interaction during condensation. 

Next PSM is briefly introduced according previous works [48, 64-66].  

For an isolated droplet as a point sink located at its center r = ri, including the mass sink 

term the governing Laplace equation becomes the Poisson equation: 

   2
iC   r r r                                                    (4.6) 

where δ(r-ri) represents the Dirac-delta function and σ is the intensity of the point sink. For 

arbitrary point r, the normalized vapor concentration induced by the point sink can be solved 

by integrating Eq. (4.6) [48, 66]: 

  iC C   r r - r                                                   (4.7) 

Concerning the point r at the droplet surface, the sink intensity σ can be defined as:  

 2 ( )iso dsm D R C C                                                 (4.8) 

where R is the droplet radius. It is obvious that the vapor concentration increases at increasing 
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distance from the point sink. Actually, Eqs. (4.7) and (4.8) give the solution of the vapor 

concentration around an isolated condensation droplet using PSM.  

 

Figure 4.3 Schematic view of the point sink method for three-droplet array. 

Turning to a system having N condensation droplets located at r = ri having the radius Ri, 

each droplet having the unknown condensation rate msys,i is treated as a point sink at its center 

with the strength σi = msys,i/(2πD) as illustrated in Figure 4.3 for a three-droplets system. For 

indicating the vapor concentration at location r due to the point sink σi, a contribution function 

is defined as: 
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with |r-ri| is the distance from the point sink location ri. Finally, the vapor concentration at 

point r can be obtained by superimposing the contributed concentration of all point sinks: 
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Evaluation of the vapor concentration on the surface of the k-th droplet, Eq. (4.10) results in: 
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where rk,s is the position vector of the droplet surface from its center. Remarkably, PSM 

assumes the droplet size is much less than the inter-droplet distance: 

 ,k k s k iR  r r r                                                   (4.12) 

Due to this assumption, PSM derives only an approximate result for strong interaction when 

the droplets approach closely each other. Additionally, assuming a same vapor concentration 

on all droplet surfaces, the evaluation equation (4.11) can be rewritten as: 
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Substituting the definition of the correction factor by Eq. (4.4) and the droplet condensation 
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rate in the isolated form by Eq. (4.5), the above equation becomes:  
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                                                (4.14) 

Thus, the correction factors for all droplets can be determined by solving N linear equations in 

Eq. (4.14). After getting the correction factors of all droplets, the normalized vapor 

concentration distribution using Eq. (4.10) can be expressed as: 
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                                (4.15) 

For the solution of the concentration field and the droplet condensation rate within a multi-

droplet condensation system, PSM provides a simple and compact analytical tool. However, 

the simplification in Eq. (4.12) also brings its weakness when handling the strong interaction 

effect between droplets. About this point, a detailed discussion will be given in next section. 

4.3.2 The method of images 

In the electrostatics, the method of images (MOI) is a classical method to determine the 

electric field without solving the differential equation [70-71]. In the exterior region, the 

image charges are placed to satisfy certain boundary conditions. It is based on the uniqueness 

theorem which proves that certain boundary conditions determine a unique solution in 

mathematics. The uniqueness theorem is often expressed by saying that a physical problem 

can be solved by different methods as long as certain boundary conditions are satisfied. This 

method has been applied treating the interaction effect on vaporization and burning of droplet 

array [67-69]. As such, the solution is also constructed by superimposing the fields 

contributed by all point sources. Here, MOI is extended to studying the interaction effect in 

condensation of a droplet array. Firstly, a brief view about MOI is given.  

Similar to the mathematical problem in Section 4.2, MOI should obey the given boundary 

conditions that the normalized concentration is zero at all droplet surfaces (B. C. #1) and is 

unity far from the system (B. C. #2). As seen from Eq. (4.7) suitable for all point sinks, the 

field due to one point sink is the reciprocal function of the distance. The concentration on the 

surface of each droplet with the radius Ri is desired to be zero by placing a point sink with the 

strength σi = Ri at its center, the N 0-th order point sinks are generated for N droplets. 

However, the born 0-th order sinks will also raise the concentration at the surface of other 

droplets and make it deviating the desired zero concentration. In order to negate the effect of 

N-1 0-th order point sinks from the N-1 neighboring droplets, the N-1 1-st order point sinks 

are suitably placed inside the droplet. The solution for the strengths and positions of these 1-st 

order point sinks, as seen in the references [68-71] and Figure 4.4(a), can be determined by: 

, /i j i jR l                                                        (4.16) 

2 /jb R l                                                           (4.17) 

The 2-nd order point sinks are also needed to cancel the effect from the 1-st order point 
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sinks. So forth, this generation process of the point sink is repeated up to an infinite series for 

making sure the desired boundary conditions on all droplet surface. The strengths and 

locations of the 0-th order sinks are decided by the sizes and positions of the N droplets. After 

the 0-th order, the strengths and positions of the point sinks in any order can be successively 

determined by the point sinks of the last order using Eqs. (4.16) and (4.17). For the case of 

three-droplet array, the point sinks of the first three orders are illustrated in Figure 4.4(b). 

 

 

Figure 4.4 (a) Location and strength of the new point sink because of the point sink in last 

order; (b) Demonstration of the point sinks of the first three order for three droplets. 

Finally, based on Eq. (4.7) for one point sink, the normalized vapor concentration at an 

arbitrary point r can be solved by superimposing the concentration contributed by all 

generated point sinks: 
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where i, j and k are respectively the droplet number, the order number and the sink number, σi, 

j, k and ri, j, k denote the intensity and position vector for the k-th sink in the j-th order inside the 

i-th droplet. The contribution function fc means the concentration contributed by single point 

sink (σi, j, k, ri, j, k) for any point r. And the total number of the point sinks, Nt, is related to the 
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droplet number N and the considered order number O by:  
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According to the Gauss’s flux theorem, the condensation rate of droplet msys,p can be 

defined by the integration of the gradient of the dimensionless concentration field over the 

closed droplet surface Sp in the spherical coordinate system: 
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where p is the droplet number, θ means the droplet contact angle, ξ and φ are the polar angle 

and the azimuthal angle in the spherical coordinate system respectively. The function fd (r, ξ, 

φ) is given by:  

   0.5
2 2

, , , , , , , , , ,( ) 2 sin( )sin( )cos( ) cos( )cos( )i j k i j k i j k i j k i j kfd r, , r r rr       


     (4.23) 

Thus, the function fi represents the contribution of each point sink (σi, j, k, ri, j, k) for the 

condensation rate of droplet p. The function fd means the reciprocal of the distance between 

the point (r, ξ, φ) and the point sink (ri,j,k, ξi,j,k, φi,j,k).  

Upon careful observation, the centered point sinks in PSM are just the point sinks in the 0-

th order of MOI [72]. In MOI, not only the centered point sinks but also the off-center point 

sinks are required in order to satisfy rigorously the boundary conditions; yet, the result will be 

gradually converging the exact solution. Theoretically, MOI using an infinite number of 

orders will provide the exact solution for the concentration field and the condensation rate. 

However, the considered droplet number is limited by the required number of the point sink. 

For example, the first four orders for an array having ten droplets contain 8200 point sinks. 

On the other hand, if the interaction effect is strong, more orders should be considered for the 

solution accuracy. Thus, the original MOI is only working for a relatively small number of 

droplets and a weak interaction effect. For the application, some improvements have been 

carried out [68, 71]. In handling the droplet evaporation, Labowsky [68] considered a mean 

calculated concentration using the first three orders. Considering the electric potential due to a 

system of conducting spheres, Metzger et al. [71] developed some methods to optimize the 

location and strength of the image charges. According to our tests, these truncated methods 

for the infinite series still suffer the limitation in the droplet number and the interaction 

strength.  

During the testing process, a really interesting phenomena is found. The distribution of the 

point sinks has a fractal characteristic which urges a proposed closed form for the infinite 

series in Eqs. (4.18) and (4.21) based on the fractal theory. By the case of a five-droplet array 

having the same size, the point sinks in the first four orders are plotted in Figure 4.5. The 
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point sink distribution inside each droplet presents a typical fractal characteristic. In the river 

networks, water is collected from all streams in different orders. As a self-similar structure, 

the scaling properties of river networks are summarized in some well-known laws, such as the 

Horton’s law of stream lengths and numbers in two neighboring orders [73].  
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Figure 4.5 Illustration of the fractal characteristic for the distribution of the point sinks.  

With this idea in mind, the concentration on each point and the condensation rate of each 

droplet, as stated by Eqs. (4.18) and (4.21), are the collection of the contribution of all point 

sinks. Firstly, for any point inside the solving region, the contributed concentration because of 

each point sink in the center droplet is solved using Eq. (4.19) and averaged in the same order. 

Considering four different points, Figure 4.6(a) plots the averaged absolute contribution value 

against the order and a clear power law is presented. If fc* 
i  denotes the mean contributed 

concentration of single point sink in the order i for a point, the ratio between two neighboring 

orders fc* 
i /fc* 

i-1 is defined by: 
* *

1/i i ifc fc Ra                                                       (4.24) 
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Similarly, the ratio for these point is plotted in Figure 4.6(b). Apparently, the ratio will 

converge to a negative constant value after the first four orders.  
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Figure 4.6 (a) the averaged absolute contributed concentration vs order in different points; (b) 

the ratio of the averaged contributed concentration in two neighboring orders. 

Neglecting the ratio fluctuation in the first four orders, the mean contributed concentration 

of one point pink in two neighboring orders can be described by a geometric progression with 

a negative common ratio Ra. And all point sinks in different droplets are all following this 

relationship after testing. On the other hand, also, Eq. (4.20) the point sink number in two 

neighboring orders is a geometric progression with the common ratio (N-1). Finally, a closed 

form of the infinite series Eq. (4.18) can be constructed as following: 

     * *
,0 ,0

1 0 1

1 ( 1)
1 ( 1) 1

1 ( 1)

N N
j

i i
i j i

N Ra
C fc N Ra fc

N Ra



  

 
    

  r                (4.25) 

where j denotes the order number, fc* 
i,0 is the mean concentration contributed by one point sink 

in the 0-th order of droplet i. The results also state the contributed condensation rate of single 

point sink by Eq. (4.22) for each droplet follows the same relationship too. The same as 

above, the closed form for Eq. (4.21) is written: 



4. Interaction effects between droplets 

44 

 *
, ,0

1

1 ( 1)

1 ( 1)

N

sys p i
i

N Ra
m D fi

N Ra





 


                                                (4.26) 

with fi* 
i,0 denotes the mean contribution of one point sink of droplet i for the condensation rate 

of droplet p. Eqs. (4.25) and (4.26) construct a closed form MOI. 

Essentially, the geometric progressions for the vapor concentration and droplet 

condensation rate contributed by single point sink are attributed to the definition equations 

(4.16) and (4.17) for the sink strength and position. This means also a converging process of 

the infinite series for touching the desired boundary conditions. Mathematically, Eqs. (4.25) 

and (4.26) will be convergent if the common ratio (N-1)Ra is greater than minus unity, 

otherwise divergent. Changing the inter-droplet distance d, the variation of the common ratio 

(N-1)Ra is plotted in Figure 4.7. With the enhancement of the interaction effect, the absolute 

common ratio is increased slowly. For the strong interaction effect, the common ratio smaller 

than minus unity is corresponding to the divergent solution which is also indicated by the 

tests. That means the closed from MOI cannot work meeting a strong interaction even if it can 

provide an exact solution in handling the weak interactions.  
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Figure 4.7 Variation of the common ratio (N-1)Ra with the distance ratio d/R. 

4.3.3 The distributed point sink method 

In general, dropwise condensation meets a strong interaction effect due to the closely-

spaced droplets and a large number of droplets. As described above, two classical methods 

(PSM and MOI) are all limited in dealing with a weak interaction of droplets. In solving the 

boundary problems that include the magnetic, ultrasonic and electrostatic field, the distributed 

point source method has historically been developed into a powerful and invaluable analytical 

tool [74-75]. Without the numerical discretization of the boundary and the interesting domain, 

the transducer/sensor surface or interface are replaced by the distributed point source for 

modeling the field. Strengths and positions of the point sources are adjusted such that the total 

field and the boundary conditions can be satisfied exactly.  
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With this idea in mind, based on the uniqueness theorem, we propose a distributed point 

sink method (DPSM) for solving the interaction effect of a multi-droplet condensation system. 

It should be mentioned here that this method is based on the fact that the Laplace equation is a 

linear partial differential equation. As such, the superposition method in above two methods is 

also suitable in this method. For a multi-droplet condensation system, each droplet can be 

treated as a “source” of the total field denoted as “sensor”. The boundary conditions that all 

droplet surfaces have the same concentration can be called as “target”. Here, “sensor” is 

replaced by the distributed point sinks. Some target points are considered on the droplet 

surface. The basic principle for the DPSM is illustrated in Figure 4.8. Firstly, an imaginary 

sphere is generated sharing the same center with the droplet, as shown in the left of Figure 

4.8; then the M point sinks are averagely arranged along the longitude and latitude lines of the 

imaginary sphere, see the right of Figure 4.8. The positions of the point sink are decided by 

the radius of the imaginary sphere Ris. This point sink configuration is considered due to the 

spherical shape of the droplet.  

Considering M point sinks for one droplet, there will be N*M point sinks for N droplets 

system. For defining the strengths of N*M point sinks, one need N*M number of equations. 

Thus, the same number of target points on the droplet surface which is mapped from the point 

sinks is required to construct a solving matrix. The final concentration on each target point is 

to be solved by superimposing the concentration produced by each point sinks, as given by 

Eqs. (19) and (20). For N*M target point, this can be summarized by the following matrix 

equation:  
1,1

1,1

,1
,1

*( 1) 1,
*( 1) 1,

* ,
* ,

1

1

1

1

ds

M
M ds
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        (4.28) 

where the right matrix is a unit column vector having the components denoted the boundary 

conditions (the normalized concentration of target point on the droplet surface); in the 

superscript, the first term represents the target point on the surface of the droplet indexed by 

the second term. For the left second term, the component σi,j is the strength of the i point sink 

on the j imaginary sphere. The coefficient matrix A is a square matrix of order N*M. For the 
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component in matrix A, the first and second terms in the superscript mean the mapped point 

and the droplet hold it respectively; the point sink and its imaginary sphere are respectively 

indexed by the first and second term in the subscript. And the component of the matrix A can 

be defined as the reciprocal of the distance between the mapped point (i, j) and the point sink 

(k, l):  
,
, , ,1i j

k l i j k lA  r r                                                     (4.29) 

After choosing radius of the imaginary sphere, the positions of the point sinks and target 

points are known. With the known concentration at all target points, the strengths of all point 

sinks can be solved by:  
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Figure 4.8 Illustration of the distributed point sink method (DPSM). 

Once the strengths and positions of all point sinks are known, the concentration at any point 

r in the interesting domain can be calculated by the superimposing method: 

  , ,
1 1

1 ( , , )
N M

i j i j
i j

C fc 
 

 r r r                                          (4.31) 

, , , ,( , , )i j i j i j i jfc   r r r r                                            (4.32) 

Similarly, the condensation rate on the droplet p can be solved by: 

, , ,
1 1
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N M
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m D C dS D fi R 
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And these equations are expressed in the spherical coordinate system.  

Two parameters including the radius of the imaginary sphere Ris and the number of the 

point sinks for a single droplet M can be adjusted according to the interaction strength for 

satisfying the boundary conditions. After testing, the radius of the imaginary sphere is chosen 

as Ris = 0.5*R here. And a few hundred of the point sinks for one droplet is necessary for a 

strong interaction. In general, the main part in solution is the linear system of equations in Eq. 

(4.27) and the surface integral from Eq. (4.33). Subsequently, meeting a larger number of 

droplets the DPSM suffers the solving issue for a huge and dense linear systems and a huge 

computing number of the surface integral. For example, we consider N = 2000 droplets and M 

= 200 point sinks for one droplets. Then the dimension of the matrix equation in Eq. (4.27) 

and the time of the surface integral in Eq. (4.33) are up to N*M = 400,000 and N*M*N = 

8,000,000, respectively. The solution meets the problems of the computer memory and the 

computing time. For the huge and dense linear system, an iterative method the generalized 

product-type biconjugate gradient method (GPBiCG) [76-78] is utilized and described in 

APPENDIX C. On the other hand, a classical TwoD algorithm based on the tiled method by 

Shampine [79] is considered for numerically evaluating the surface integral. Aiming to handle 

a larger number of considered droplets, a Fortran 90 code implementing the GPBiCG and 

TwoD algorithms which is paralleled using open MPI for improving the computation 

efficiency is developed to make the computation possible in a distributed supercomputers. 

The discrete target points on the droplet surface are used and their concentration value is 

known according to the boundary conditions, the calculation of the strengths of all point sinks 

can be formulated as a matrix operation. After that, the concentration field in the region 

surrounding the droplet and the condensation rate of each droplet can be defined by the 

superimposing method. As a result of the strengths of all point sinks solved using the 

boundary condition, the given boundary condition can be satisfied automatically and exactly. 

Consequently, according to the uniqueness theorem, the solved concentration field and the 

condensation rate can be guaranteed in accuracy in DPSM.  

In conclusion, these three methods are essentially in commonness: they all belong to the 

method of Green’s function based on the uniqueness theorem. Physically, a mathematic-

physical equation means a relationship between a special “field” and the “source” producing 

it, such as the equation of heat conduction representing the relationship between the 

temperature field and the heat flow rate (source). Under certain boundary conditions, the 

“field” can be determined by superimposing the “field” of many “sources” resolved from the 

initial “source”. That is the method of Green’s function for solving the mathematic-physical 

equation. Resolving process of the initial “source” is for constructing the Green’s function. 

For multi-droplet condensation, the condensation droplets can be considered as a total mass 
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“sink” which results in the vapor concentration field surrounding the droplet. These three 

methods (PSM, MOI and DPSM) are working to resolve the total mass “sink” into many mass 

point “sinks” using different ways. For DPSM, constructing the point sinks is based on certain 

boundary conditions, which can make sure the boundary conditions are satisfied accurately by 

the generated point sinks. 

4.4 Results and discussion 

In this section, some simple droplet arrays are first considered in order to determine the 

ability of these methods (PSM, MOI and DPSM) in the interaction effect of droplet system. 

Based on the uniqueness theorem, an evaluation criteria whether or not certain boundary 

condition is satisfied is used to evaluate the solution accuracy. 

4.4.1 An isolated droplet 

It is no doubt that the DPSM method is also suitable for a single condensation droplet. As 

presented in chapter 3, the mathematics-based solution of the Laplace equation provides the 

analytical solution (Eq. (4.5)) for the condensation rate of an isolated growth droplet. For 

validation, this section compares the predicted condensation rates for a single condensation 

droplet in different contact angles by the DPSM method against the analytical solutions. The 

case considers a single droplet on the substrate with the radius R = 300 μm. The humid air at the 

temperature Tma = 303.15 K has a relative humidity 94%. The temperature of the droplet surface 

is assumed to be equal to the substrate temperature Tds = Tw = 300.1 K. In DPSM, the number of 

the point sinks for one droplet is chosen as M = 200. 
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Figure 4.9 The predicted condensation rate by DPSM and the analytical solution for an 

isolated growth droplet. 

Figure 4.9 plots the predicted condensation rate comparing with the analytical solutions by Eq. 

(4.5). It can be observed that the predictions by DPSM closely match the analytical solutions. 

The relative error between two manners, for the contact angle greater than 90˚, remains below 

2%. And the relative error falls within 10% for the smaller contact angle. Furthermore, the 
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dimensionless concentration distributions of the exterior domain surrounding the droplet are 

provided by DPSM. For selected three contact angles (60˚, 90˚, 120˚), the dimensionless 

concentration fields are presented in Figure 4.10 from the cross-sectional view. The red 

dashed circular line depicts the droplet profiles. Based on the uniqueness theorem, an 

evaluation criteria whether or not certain boundary conditions is satisfied is utilized to 

evaluation the accuracy. It is apparent through the zero iso-concentration lines overlapping 

with the droplet profiles that the desired boundary conditions are satisfied exactly in different 

contact angles. 

 

 

 

Figure 4.10 The normalized vapor concentration fields for single condensing droplet in 

different contact angles (unit: μm).  
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4.4.2 A binary array of droplet 

This example considers a binary array of two droplets having the same size R = 60 μm and 

different inter-spacing d. The droplet is considered as a spherical suspended droplet and all 

droplets are assumed having the same vapor concentration on their surface. Three methods 

including PSM, MOI and DPSM are applied to predict the dimensionless concentration field 

and the correction factor for the droplet growth rate. 

First, using PSM the dimensionless concentration fields for there different separation 

distances are presented in Figure 4.11 from the cross-sectional view. The red dashed circles 

depict the droplet profiles. It is apparent from the zero iso-concentration line that the desired 

boundary conditions (B. C. #1) on all droplet surfaces are not satisfied exactly. With 

increasing the inter-spacing, the zero iso-concentration lines are getting close to the droplet 

edges. Even at the ratio d/R = 2.5, Figure 4.11(a) shows a negative region between two 

droplets. That is the result of the simplification in Eq. (4.12). The solution deviation of PSM 

is enlarged with the increasingly approaching droplets. Consequently, PSM is not competent 

for the strong interaction behavior between droplets.  

 

 

 

Figure 4.11 The normalized vapor concentration distributions for two condensation droplets 

predicted by PSM. (a) d/R = 2.5; (b) d/R = 3.2; (c) d/R = 5. 
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Comparing with PSM, the closed form MOI in section 4.3.2 can be seen as an exact 

analytical solution when the common ratio (N-1)Ra has a absolute value smaller than unity. 

As shown in Figure 4.6(b), there will be a fluctuation in the first few orders. In order to cancel 

the error due to the fluctuation, the point sinks in the first four orders are kept back, after that 

the closed form is adopted. As a result, Figure 4.12 gives the dimensionless vapor 

concentration distributions for the same three cases using the closed form MOI. In three 

different d/R, the satisfied boundary conditions are announced by the zero iso-concentration 

lines overlapping with the droplet edges, which also means an exact solution based on the 

uniqueness theorem. Unaffected by the droplet inter-distance, the closed form MOI can 

accurately predict the inter-droplet interaction so as a converged series in Eq. (4.25).  

 

 

 

Figure 4.12 The normalized vapor concentration distributions for two condensation droplets 

using the closed form MOI. (a) d/R = 2.5; (b) d/R = 3.2; (c) d/R = 5. 
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boundary conditions are exactly satisfied without doubt using only 200 point sinks for each 

droplet. From Figure 4.12 and Figure 4.13, the predicted field by the proposed DPSM is 

closely the same with that from the closed form MOI.  

 

 

 

Figure 4.13 The dimensionless vapor concentration fields for a binary array predicted by 

DPSM. (a) d/R = 2.5; (b) d/R = 3.2; (c) d/R = 5.  
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Figure 4.14 The correction factor determined by three methods for the binary array. 
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More deeply, the three methods are further examined in Figure 4.14 by plotting the 

correction factor against d/R. The value d/R = 2 means two droplets touch each other. In order 

to consider smaller inter-spacing, the number of the point sinks of one droplet in DPSM is 

chosen as M = 200 for calculating the correction factor. The predictions by the closed form 

MOI and DPSM closely match each other for all of the separation distances considered, even 

the approximately touching condition. However, the correction factors predicted by PSM 

increasingly deviate the exact results from the closed form MOI and DPSM with decreasing 

the inter-droplet spacing. The indications by the correction factor are following the results 

stated by the concentration field. As because of the simplification, PSM is limited to predict 

the relatively weak interaction when the droplets are far away each other. 

4.4.3 Another simple droplet array 

An additional comparison of the three methods is given in this section. Considering three 

different arrays having the spherical suspended droplets, the difference between the three 

arrays is just the droplet number surrounding the center droplet. The distance between the 

center droplet and the neighbors d and the droplet size R are the same and the surrounding 

droplets are evenly placed around the center droplet. For DPSM, the number of the point sinks 

for one droplet is M = 200, the radius of the imaginary radius is set as Ris = 0.5*R. Similar as 

above, the geometric progression is considered after the first four orders for MOI.  

The results in Figure 4.15 are the correction factor of the centered droplet. The vertical dash 

lines are the converging threshold of the closed form MOI. When d/R is larger than the 

threshold, the infinite series in the closed form MOI is convergent; otherwise divergent. The 

inter-droplet interaction, corresponding to the correction factor, is enhanced with increasing 

number of the neighboring droplets and decreasing the inter-droplet space. Furthermore, 

Figure 4.15 indicates that MOI can only give the exact solution under the weak interaction. In 

the convergent d/R ranges, the correction factors predicted by the proposed DPSM keep in a 

good correspondence with that using the closed form MOI. What is worth mentioning is that 

the proposed DPSM can accurately capture the correction factor in the full range. From Figure 

4.15, the error of PSM is gradually increased due to the enhanced interaction (the increased 

droplet number and the decreased separation distance), which keeps consistent with the 

observation above. From Figure 4.15(b) and (c), under the strong interaction, PSM produces 

even a negative correction factor which is totally wrong for the current mathematical model in 

section 4.2. 

Again, in order to check the boundary condition, Figure 4.16 and Figure 4.17 compare the 

normalized concentration profiles of a five droplets array at d/R = 2.2 and d/R = 5 using three 

methods. The red dashed lines are the droplet edge. At d/R = 2.2, the closed form MOI is 

divergent, since only the results determined by PSM and DPSM are presented in Figure 4.16. 

The droplet array at d/R = 2.2 represents a very small inter-spacing, i.e. a very strong 

interaction. In Figure 4.16(a), the iso-concentration line by PSM clearly states the 

concentration value at all droplet surface is not zero. The desired boundary conditions (B. C. 
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Figure 4.15 Comparison of the correction factor predicted by three methods for three arrays. 

(a) three droplets; (b) five droplets; (c) seven droplets.  

#1) are not satisfied. And the negative region between droplets explains the correction factor 

predicted by PSM is smaller than the exact solution in the strong interaction. On the other 

hand, as shown in Figure 4.16(b), the zero iso-concentration line produced by DPSM is 



4. Interaction effects between droplets 

55 

accurately overlapping with the droplet profile. That means the boundary conditions can be 

accurately fulfilled by DPSM. Moving to the weak interaction at d/R = 5, PSM can 

approximately satisfy the boundary conditions from the zero iso-concentration line (see 

Figure 4.17(a)). Figure 4.17(b) and (c) show that the boundary conditions can be correctly 

prescribed by the closed form MOI and DPSM still. 

 
Figure 4.16 The normalized concentration field at d/R = 2.2. (a) PSM; (b) DPSM. 

Aiming to evaluate the convergence efficiency of DPSM, Figure 4.18 plots the relative 

error of computed correction factor in different numbers of point sinks for several cases 

above. For all cases, the relative error is less than 1e-6 with M = 100. It can be seen that the 

convergence rate is depended on the droplet number and the inter-spacing. Hence the 

convergence rate of DPSM is depended on the strength of the inter-droplet interaction. A 

strong interaction (a lot of closing droplets) needs more point sinks (increasing Ns) for one 

droplet. For above droplet arrays (containing 2, 3, 5 droplets), the number of point sinks for 

one droplet M = 200 is enough to produce quite perfect result.  
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Figure 4.17 The normalized concentration field at d/R = 5. (a) PSM; (b) the closed form MOI; 

(c) DPSM. 
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Figure 4.18 The relative error of computed correction factor in different numbers of the point 

sinks M. 

In conclusion, the developed DPSM taking less point sinks is a powerful analytical tool in 

predicting the interaction between droplets over the full range inter-spacing. Due to the 

simplification in Eq. (4.12), PSM is essentially limited in processing the relatively weak 

interaction. Even though the closed form MOI can provide an exact solution, it is just suitable 

the weak interaction. And the point sinks in the first few orders should be considered in order 

to cancel the fluctuating influence of the common ratio. 

4.4.4 System of multiple condensation droplets 

For generality, this section considers a condensation system of multiple droplets. It contains 

21 droplets randomly resting on a 10001000 substrate with a contact angle 90° and the 

droplet size widely distributed in the range 15-100. The mathematical description including 
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the boundary conditions for this system has been given in section 4.2. Unfortunately, for this 

complicated interaction MOI is divergent due to a bigger common ratio than unity in Eqs. 

(4.25) and (4.26). Consequently, only two analytical methods (PSM and DPSM) are 

implemented to model the droplet interaction. In DPSM, for each droplet 200 point sinks are 

evenly distributed on the imaginary half-sphere having the radius Ris = 0.5*R (R is the droplet 

radius).  

Firstly, the normalized vapor concentration field from PSM is shown in Figure 4.19(a) and 

from DPSM in Figure 4.19(b). The red dashed circles and the red numbers are the droplet 

edge and its tag respectively. From Figure 4.19(a), the modeled zero iso-concentration line by 

PSM is totally out of order. Additionally, one can find a widely negative concentration region 

surrounding the droplets. The reversed direction of the concentration gradient means an 

evaporation flux instead of the condensation flux. By comparison, the solution by DPSM 

presents a closely matching between the zero iso-concentration lines and all droplet edges. 

According to the uniqueness theorem, the satisfied boundary conditions indicate the ability of 

DPSM to exactly model the droplet interaction.  

 

Figure 4.19 The normalized concentration field for a condensation system of multiple 

droplets. (a) PSM; (b) DPSM. 

On the other hand, the effects of two methods in the concentration field correspond to the 

correction factor. With that, for both methods the correction factors of all droplets shown in 

Figure 4.19 are summarized in Table 4.1. It is rather remarkable that negative correction 

factors for droplets 3 and 4 are provided by PSM. Because the concentration distribution 

surrounding the droplet determines its condensation rate, the negative correction factors are 

the result of the negative concentration region shown in Figure 4.19(a). And droplets 3 and 4 

have a strong interaction from the surrounding big droplets. On the whole, the difference is 

controlled less than 10% for most of the droplets. For small droplets, a strong interaction is 

forced by the neighboring big size droplet. The centered droplets face more strong interaction 

comparing with the edge droplet. The intensity of the interaction is also determined by the 
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number of the surrounding droplets and their inter-distance. A careful reader can find that the 

difference of PSM greater than 10% are those droplets facing a strong interaction (such as, 

droplets 2, 7, 8 and 15). Therefore, it can be concluded that PSM will introduce an unbearable 

error for the droplet facing a strong interaction which is in the range of DPSM ability. 

Actually, the correction factor defined by Eq. (4.4) denotes the improvements for the isolated 

growth model by PSM and DPSM. Therefore, it can be concluded that PSM and DPSM all 

provide a significant improvement comparing the isolated growth model. And DPSM has a 

higher accuracy in handling a strong interaction. 

Table 4.1 The correction factor of all droplets for the droplet system shown in Figure 4.19. 

The difference is computed based on the results of DPSM.  

Droplet No. DPSM PSM Difference (%)

1 0.09462 0.09743 2.97 
2 0.04579 0.01469 67.91 

3 0.01165 -0.02758 336.78 

4 0.01923 -0.04587 338.53 

5 0.17924 0.18884 5.36 

6 0.24025 0.24935 3.79 

7 0.08360 0.05366 35.81 

8 0.09767 0.06943 28.91 

9 0.30848 0.31156 1.00 

10 0.27576 0.27505 0.26 

11 0.31242 0.32160 2.94 

12 0.26028 0.27398 5.26 

13 0.34347 0.34930 1.70 

14 0.34835 0.35570 2.11 

15 0.11942 0.10231 14.33 

16 0.37565 0.38462 2.39 

17 0.34410 0.35175 2.22 

18 0.31893 0.31681 0.66 

19 0.14898 0.12995 12.77 

20 0.22973 0.21471 6.54 

21 0.24563 0.23926 2.59 

For the droplet distribution in Figure 4.19, Figure 4.20 plots the relative error of computed 

correction factor using DPSM in different numbers of point sinks M. Four droplets (Nr. 3, 6, 

17 and 19) present different convergence rate. The smallest droplet 3 has the smallest 

convergence rate because of a strong interaction by three big neighbors (droplets 15, 19 and 

21). Although equally face a strong interaction from neighbors, droplet 19 having a larger size 

converges more fast relatively. Locating on the edge droplets 6 and 17 suffer a relatively 

weak interaction which is responsible for the fast convergence. Combining with Figure 4.18, 

it can be concluded that the convergent rate of DPSM is decided by the interaction intensity. 
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For each droplet, the interaction intensity depends on its size and neighbors (size and inter-

spacing). And for DPSM, the solution accuracy can be improved by using more point sinks 

for each droplet which also means more computation cost. 
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Figure 4.20 The relative error of computed correction factor for several droplets using DPSM. 

4.5 Conclusions 

In this chapter, the distributed point sink method is presented for predicting the interaction 

effects of droplets during dropwise condensation. The droplet is treated as a series of point 

sinks of the vapor diffusion by a spherically distribution inside the droplet. A matrix 

formulation based on certain boundary conditions is constructed for solving the strengths of 

all point sinks. Because of the distributed point sinks determined by the boundary conditions, 

it can satisfy the boundary conditions automatically. Actually, its ability is decided by the 

nature of the method of the Green’s function. The proposed method makes it possible to 

accurately predict a strong interaction between droplets with a large number of considered 

droplets during dropwise condensation. The obtained correction factor can be used to improve 

the isolated droplet growth model as well as the accurately prediction of the condensation 

rate, and the solved droplets interaction can be contributed to understand the mechanism of 

dropwise condensation in the presence of non-condensable gas. 
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Chapter 5 Modeling of Heat and Mass Transfer 
for Dropwise Condensation with NCG 

In this chapter, based on previous works, a modeling idea is launched to predict 

heat and mass transfer during dropwise condensation with the presence of NCG. 

In chapter 3, single droplet growth model is developed to predict the 

simultaneous heat and mass transfer through the droplet from the free steam to 

the droplet base. In order to consider the interaction effects between droplets, 

the DPSM presented in chapter 4 is applied to correct the droplet growth rate by 

the isolated growth model. Furthermore, the enhancement effect of convective 

mass transfer is also considered by the droplet Sherwood number. For re-

constructing the droplet spatial distribution, a numerical algorithm is developed 

to reflect the droplet dynamics sufficiently detailed, including nucleation, 

growth, coalescence, slide-off/fall-off, re-nucleation. Combining all those 

aspects, for several experimental/re-constructed droplet size and spatial 

distributions, predictions of heat and mass transfer for dropwise condensation in 

case of NCG are carried out and compared with the measured results. 

5.1 Literature review 

As because of its extreme complexity, the direct numerical simulation for dropwise 

condensation is still a great challenge so far. Historically, two classical modeling ways for 

dropwise condensation of pure steam are developed and widely used in literature. For both of 

them, it is necessary to determine the droplet growth rate using the thermal resistance theory 

and the minimum droplet radius based on the nucleation theory, as presented by Eqs. (3.26-

3.28) in chapter 3 [4, 9, 43, 80]. The difference is how to construct the droplet distribution 

characteristic. Typically, a method based on the population balance theory, defined as 

conservation of droplet number, is developed to predict the droplet size distribution density 

[9] under a steady state. The overall heat flux for steady-state dropwise condensation can be 

obtained by integrating the product of single droplet heat transfer rate and the droplet number 

density function [9]: 

        max

min

e

e

R R

t R R
q Q R nd R dR Q R Nd R dR                                 (5.1) 

where Rmin and Rmax are the minimum and maximum droplet radius respectively. The critical 

radius Re depended on the nucleation site density denotes the boundary between the 

coalescence and non-coalescence size region. The droplet number density functions nd and 

Nd mean number of small and large droplets per unit area per unit size around droplet radius 
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R. The heat transfer rate Q contributed by one droplet having size R is derived by single 

droplet growth model in Eq. (3.27). Due to its direct simplicity, the integration method by Eq. 

(5.1) has mostly been employed to model dropwise condensation out of pure steam [44, 81-

87]. Another way particularly introduced by Khandekar and Muralidhar [4] is using a 

mathematical algorithm to consider a consequence of the time-dependent sub-processes 

during dropwise condensation [61, 88-90]. The minimum radius from the nucleation theory is 

considered as the initial size of droplet, and then the droplet will grow with a rate resulted 

from the thermal resistance theory. Comparing with the integration form, the droplet dynamic 

characteristics can be really reflected by the mathematical algorithm. Based on those two 

methods, modeling of dropwise condensation under pure vapor has been investigated 

successfully and deeply.  

In pure steam, dropwise condensation is uniquely controlled by heat transfer. Nevertheless, 

coupled heat and mass transfer due to the presence of NCG starts to drive dropwise 

condensation. Significantly, the presence of NCG introduces several important aspects related 

to mass transfer. The vapor diffusion resistance presented in chapter 3 corresponds to 

diffusion mass transfer due to the concentration gradient. The blocking effect of surrounding 

droplets for diffusion mass transfer introduces the interaction effect between droplets, which 

has been investigated in chapter 4. In mass transfer community, mass transfer can be 

significantly enhanced by convection (natural and forced convection) [91-92]. Based on the 

heat and mass transfer analogy, a famous dimensionless number the Sherwood number (Sh) is 

developed to define the ratio of the convective to diffusion mass transfer rate as the Nusselt 

number in heat transfer community [91-92]. In chapter 2, experiments have indicated that 

convective mass transfer is an unavoidable aspect for dropwise condensation heat transfer. 

Therefore, convective mass transfer should be considered in heat and mass transfer driven 

dropwise condensation, if convection is not neglected.  

As we concluded in chapter 3, mechanistic understanding of dropwise condensation in the 

presence of NCG is far away from being complete. And the correspondingly modeling is 

rarely lanuched. In this chapter, based on the modeling manner for dropwise condensation of 

pure steam, we develop a modeling idea for dropwise condensation with the prence of NCG. 

In chapter 3, single droplet growth model which gives the droplet growth rate and the 

minimum size is proposed with the droplet growing by a isolated form. Conduction heat 

transfer through the liquid droplet and diffusion mass transfer outside the droplet are all 

considered in single droplet growth model. In chapter 4, the distributed point sink method 

(DPSM) is developed for the interaction effect between droplets. The influence of the 

interaction effect of neighbors is defined by the correction factor which is used to correct the 

growth rate from chapter 3. The correction factor is strongly sensitive to the droplet spatial 

distribution. In order to predict the correction factor accurately, a numerical algorithm as 

similar with it in reference [4] is constructed to produce a more realistic droplet distribution. 

Additionally, Sherwood number defined by the empirical correlations is also added as another 

correction factor for considering the convective mass transfer. Finally, the droplet growth rate 
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and the overall heat flux during dropwise condensation with NCG can be predicted. And the 

predicted results are also compared to the measurements from chapter 2. Combining the 

modeling and experiments, mechanistic understanding of dropwise condensation with the 

presence of NCG is discussed simultaneously and conclusively. 

5.2 Numerical algorithm of droplet dynamics 

The photographic analysis of experiments has proved that dropwise condensation is a 

spatio-temporal cyclic process with the consequence of time-dependent sub-processes 

occurring repeatedly [4]. The sub-processes of the condensation cycle become visible from 

the experimental images taken by the high-speed camera, as shown in Figure 5.1. Dropwise 

condensation begins from the formation of an initial droplet, which is the nucleation. Then 

these tiny droplets grow by direct condensation, until they approach a neighboring droplet and 

a coalescence-dominated growth take place associated with direct condensation. Once the 

critical size is reached, the droplets will slide from the substrate due to external forces. 

Beyond the first sliding, the combination of coalescence and direct condensation promote the 

droplet growth commonly. Due to coalescence and sliding, the exposed substrate permits new 

nucleation droplets to become available. That is, those individual processes interrelate in 

space and time to constitute a closed cycle, and dropwise condensation finally reaches a 

statistical dynamic steady state [4, 88, 61]. 

 

 

Figure 5.1 Individual sub-processes of dropwise condensation observed from experiments. 

Although the growth rate depended on droplet size is provided by the proposed model in 

chapter 3, a mathematical algorithm is additionally required to simulate the droplet dynamics 

during dropwise condensation. Based on the above physical fundamentals, a numerical 
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algorithm considering those sub-processes is developed to simulate the droplet growth process 

from nucleation to departure. The main steps of the growth algorithm are listed as follows: 

1. Provide all variables such as the growth rate in full size (from single droplet growth 

model), the nucleate size (the minimum radius from single droplet growth model), the critical 

size for sliding (according to the experiments), the nucleation site density, the time-step, and 

the total computing time. 

2. Generate the nucleation sites using the random function, place the minimum radius at 

all sites and make sure to avoid overlaps between two neighboring droplets. 

3. Scan all active droplets, find the growth rate and calculate the new radius over a time 

step. 

4. Check the overlap and calculate the mass center before coalescence as the new center 

and the new radius according to the mass conservation, perform the coalescence.  

5. Inactivate the nucleation sites covered by the coalesced droplets and relax the hidden 

nucleation sites due to coalescence. 

6. Check the droplets near the substrate edges and guarantee the ingrowing. 

7. Check the sliding and the falling droplets, and give a constant sliding velocity 

(approximate value from experiment). 

8.  Reactivate the nucleation site in the exposed virgin area because of the sliding and the 

falling. 

9.  Repeat step 3-9 until the simulation is terminated. 

Figure 5.2 depicts the flow chart of the droplets growth algorithm for dropwise 

condensation at a vertical substrate. A Fortran 90 program is developed to actualize this flow 

chart. It is noteworthy that the algorithm at each time step needs to traverse all droplets and 

track every stage of droplets dynamics. Hence the open MPI is used to parallel the simulation 

algorithm for saving computing time. This algorithm reflects the droplet dynamics from 

nucleation to detectable size sufficiently detailed, including nucleation, growth/coalescence, 

slide-off / fall-off, re-nucleation.  

5.3 Convective mass transfer 

In the presence of NCG, dropwise condensation is driven by coupled heat and mass 

transfer. As discussed in section 5.1, mass transfer will be substantially enhanced by 

convection. In this work, the effect of convective mass transfer for condensation rate is taken 

into account by the Sherwood number which defines the ratio of the convective to diffusion 

mass transfer rate. Historically, different empirical correlations for droplet Sherwood number 

have been successfully constructed [93-98] and a great progress has been carried out [99]. In 

order to consider the vapor mass transfer in and out of droplet, a classical form is to correlate 

the experimental data by direct addition of terms representing mass transfer by pure diffusion 

and by forced convection [97-98]: 
1 2

0
m m

d dSh Sh BRe Sc                                                   (5.2) 

where Sh0 representing the vapor diffusion under natural convection is equal to 2 commonly, 
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the parameters (B, m1 and m2) are defined by correlating the experimental data. For majority 

of the correlations, the exponents m1 and m2 on droplet Reynolds number (Red) and Schmidt 

number (Sc) are 1/2 and 3/1, respectively.  

 

Figure 5.2 Flow chart of the droplet growth algorithm. 

The classical Ranz and Marshall correlation is exactly following this form. With this form 

in mind, based on the experimental and theoretical investigations Schwarz and Smolik [94] 

and Kulmala et al. [95] developed a correlation of Sherwood number for droplet over a 

vertical substrate:  
1/2 1/32.009 0.514d dSh Re Sc                                              (5.3) 

where the droplet Reynolds number Red is calculated by the bulk flow velocity and the droplet 

diameter. Therefore, the droplet condensation rate under convective flow can be solved by the 

diffusion condensation rate corrected by the droplet Sherwood number, i.e. the diffusion 

condensation mass flow rate is multiplied by the droplet Sherwood number. Here, the 

Sherwood number by Eq. (5.3) is seen as another corrector factor to consider the convective 

effect for mass transfer during dropwise condensation.  
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With the current conditions (Tma = 303.15 K, RH = 94%), the droplet Sherwood numbers at 

different bulk Re are plotted against its radius in Figure 5.3. It can be seen that the droplet 

Sherwood number is strongly sensitive to the droplet size and the bulk velocity. For larger 

size droplet, its Sherwood number up to 10 indicates a significantly enhanced mass transfer by 

forced convection. The droplet Sherwood number tends to Sh0 = 2 which corresponds to the 

vapor diffusion under natural convection. Accordingly, the enhancement effect by convective 

mass transfer can be overlooked for the droplet smaller than 1 m. In comparison, the larger 

droplet having more large surface area is instrumental in convective mass transfer between the 

bulk and the droplet surface.  
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Figure 5.3 Droplet Sherwood number at different bulk Re depending on its radius. 

5.4 Modeling outline for heat and mass transfer driven dropwise condensation 

For present dropwise condensation, heat flow is contributed by two parts: sensible heat by 

forced convection heat transfer and latent heat released by vapor condensation. The sensible 

heat is from the convection heat transfer through the bulk flow to the droplet surface and the 

substrate without covering by droplets. And the droplet will also enhance the convection heat 

transfer due to enlarged heat transfer surface. In present convective dropwise condensation 

flow, heat flow is mainly contributed by condensation latent heat and the sensible heat due to 

the forced convection is rather secondary. For that reason the enhancement effect of droplet 

from sensible heat is reasonably neglected, the convection heat transfer is assumed to a fully 

developed laminar flow heat transfer over the whole condensation substrate. Therefore, the 

heat flux because of the forced convection qfc can be calculated by: 

   * * /fc ma w ma s ma wq h T T Nu k L T T                                      (5.4) 

where kma and Ls represent the thermal conductivity of moist air and the length of the 

substrate, respectively. In calculating the mean heat transfer coefficient h*, the mean Nusselt 

number over the whole condensation substrate Nu* is estimated by the empirical correlation in 

Eq. (2.2).  



5. Modeling of heat and mass transfer for dropwise condensation with NCG 

67 

The latent heat is related to the overall condensation rate on the substrate which is 

attributed to the vapor condensation on all droplets surface. It is necessary to figure out the 

condensation rate of each droplet. For that, based on a certain modeling condition, the 

nucleation size and the droplet growth rate (corresponding to the droplet condensation rate) 

are solved by single droplet growth model in chapter 3. And then the obtained nucleation size 

and droplet growth rate are added into the growth algorithm for modeling the whole process 

from nucleation to departure of droplets. In single droplet growth model, the interaction 

effects between droplets and the convective mass transfer are not included. Accordingly, it is 

necessary to correct the condensation rate by considering those two aspects. As discussed in 

chapter 4, the correction factor for the interaction of droplets is strongly depended on the 

droplet distribution. During condensation, the droplet distribution has great changes at each 

step due to coalescence and growth. Because of the large number of droplets, computing the 

correction factor of droplets at each instant is insufferable in computing cost. It is completely 

unrealistic to correct the condensation rate at each step. On the other hand, the droplets 

distribution during steady dropwise condensation will also reach a steady state in statistic, as 

the droplet size distribution density presented in section 2.3.1. The droplet growth rate just 

change the fresh frequency during the time. The droplet distribution characteristic keeps 

consistency in different conditions. Thanks to those reason, after reaching steady state, 

different droplet spatial distributions at discrete time points from the numerical algorithm of 

droplet growth are chosen to consider the influence by the interaction effects of droplets and 

the convective mass transfer. For a certain droplet distribution, the overall condensation rate 

on the substrate mt can be corrected according to: 

1

N
i i

t d i iso
i

m Sh m


                                                       (5.5) 

where N is the droplet number over the substrate and i indexes the droplet, the droplet 

condensation rate miso depending on its size is solved by the isolated droplet model. The 

interaction effects between droplets are considered by the correction factors  which is solved 

by the DPSM. The term miso represents the droplet condensation rate due to vapor diffusion 

during dropwise condensation. In order to consider the enhancement effect of convective 

mass transfer, the droplet Sherwood number Shd as another correction factor is defined by Eq. 

(5.3). Finally, the overall condensation rate is averaged for different droplet distributions. The 

heat flux released by condensation at all droplet surfaces is related to the mean value of the 

overall condensation rate: 
* /s t sq m L A                                                         (5.6) 

where L is the latent heat of condensation for water vapor and As means the area of the 

condensation substrate.  

Finally, the total heat flux during convective dropwise condensation flow becomes: 

 * */ /t ma s ma w t sq Nu k L T T m L A                                        (5.7) 

Figure 5.4 illustrates the modeling outline. More details about modeling will come soon, and 

also mechanism discussion.  
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Figure 5.4 Flow chart of the modeling outline. 

5.5 Results and discussion 

5.5.1 Modeling details 

In this part, modeling dropwise condensation in the presence of NCG is launched in details. 

For validation, modeling conditions are selected according to experiments in chapter 2. Moist 

air having the temperature 303.15 K and the relative humidity 94% is considered as the 

working fluid corresponding the dew point temperature 302.1 K. The wall temperature lower 

than the dew point is adjusted for getting different temperature differences of condensation 

driving. The nucleation site density is considered to be 3.7×108 /m2 (after checking the 

simulated droplet size distribution with the experimental result), with 19980 nucleation sites 

on the simulated substrate (9×6 mm). Since the heat transfer performance of dropwise 

condensation is insensitive to the critical size for sliding, an approximately leaving radius 1.2 

mm observed from the experimental images is used in the current simulation. 

5.5.2 Modeling of dropwise condensation 

Based on the droplet growth and the minimum size from single droplet growth model 

(Model B in chapter 3), this section will present modeling of dropwise condensation using the 

numerical algorithm in different sub-cooling. Visualization of droplet distribution from 

simulation, the droplet size distribution density, the area coverage ratio of substrate, the 

droplet number and the effect of overall heat flux will be presented and discussed.  

The major processes of dropwise condensation observed in the experiment have been 

shown in Figure 5.1. These processes (nucleation, growth, coalescence, sliding/departure) 

constitute the basis of simulation for the droplet dynamics. Figure 5.5 highlights visually 

these sub-processes captured from the simulation of dropwise condensation. Contrary to the 

local phenomena (the contact angle, the contact line delay during merging, the dynamics of 

liquid-vapor interface seen in experiments), the perfect hemispherical droplet is assumed in 

the simulation. However, the major phenomena of the overall dropwise condensation at a 

vertical substrate are well simulated by the growth algorithm.  

As a key parameter, the nucleation-site density affects the heat transfer performance of 

dropwise condensation evidently. Increasing the nucleation-site density leads to the reduction 
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of the droplet size before coalescence occurs, more virgin spaces for re-nucleation and the 

high population of small droplets. Unfortunately, it is almost impossible to experimentally 

capture the nucleation phenomenon because of the initial droplets having the order of a few 

nanometers. The intuitive effect from the nucleation-site density is the discontinuity between 

the small droplets which grow mainly by direct condensation and the big droplets which grow 

mainly by the coalescence [100]. Section 2.3.1 has concluded that increasing of sub-cooling 

causes a large nucleation-site density. It is hard to define the nucleation site density in all sub-

cooling using experiments. According to this discontinuity effect, the droplet-size distribution 

density from the low sub-cooling experiment is considered to validate the nucleation sites 

density used in simulation.  

  

  

  

Figure 5.5 Visualization of main sub-processes captured in the simulation of dropwise 

condensation on the vertical substrate of area 9 mm*6 mm (∆Tdw=1.0 K). 

Figure 5.6 presents the droplet-size density distribution of various temporal stages in the 

low sub-cooling experiments and the simulation using the nucleation-site density 3.7×108 /m2 

after reaching the steady-state. Although the droplet radius less than ~10 μm cannot be 
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considered in checking of droplet for experimental images, the discontinuity in the sub-

cooling 0.48 K is also nearly visible. Clearly, the simulated droplet-size density distribution 

accurately predicts the experimental discontinuity. Furthermore, a good fitting between the 

experiment and the simulation for the big droplets of the coalescence size region also confirm 

the used nucleation-site density in simulation. Here, the used nucleation-site density is 

evidently lower than the pure steam case reported in [4]. This effect is explained by Lan et al. 

[101]. In their works, a physical and mathematical model with respect to the molecular 

clustering is proposed to describe the nucleation process of vapor molecules in steam 

condensation with NCG. The reduced nucleation-site density attributes to the positions of 

vapor clusters occupied by the NCG molecules. That is the droplet size distribution density 

will decrease with the increasing amount of NCG. 
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Figure 5.6 Droplet size density distribution of various temporal stages during the experiment 

and simulation. 

Figure 5.7 shows the variation of area coverage ratio and the available droplet number 

against the computing time, and they also give the effect of sub-cooling. A reverse tendency 

for those two parameters is correspondingly presented in Figure 5.7. At the beginning of 

dropwise condensation, the droplets growing only by direct condensation increase the area 

coverage ratio ω and decrease the available droplet number N dramatically. When the 

coalescence starts to promote the droplet growth, the fluctuating increase of the area coverage 

ratio and the fluctuating decease of available droplet number are provided until the first 

departure. After the first droplet departing from the substrate, dropwise condensation enters a 

dynamic steady-state. The surface coverage ratio and the available droplet number begin to 

fluctuate violently as the result of the sweeping effect of sliding droplets and the coalescence. 

It is easy to understand that two adjacent peak and wave imply the droplet departure from the 

substrate. Note that the steady-state is achieved more rapidly when the degree of sub-cooling 

is increased. More departing droplets are found at high sub-cooling.  

In view of the time-averaged value, the area coverage ratio is increased with the increasing 

of sub-cooling. The available droplet number behaves in an opposite fashion. This can be 
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ascribed to as follows: owing to the increasing of sub-cooling, the resulting higher growth rate 

accelerates the coalescence and the departure of droplets, the substrate is mostly covered by 

the big droplets and less space is left for re-nucleation. So the tendency of surface coverage 

ratio and available droplet number can be extrapolated. As reported in section 2.3.1, the 

measured surface coverage ratio located in the range 0.63 - 0.74 is slightly lower than the 

simulation results (0.8 - 0.87), which can be explained by the fact that smaller droplets are not 

accounted due to the camera limitations. 
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Figure 5.7 The area coverage ratio and available droplet number with respect to time and the 

degree of sub-cooling in 94% RH. 
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Figure 5.8 Fluctuations in the condensation heat flux as a function of computing time. 

The heat transfer performance is more concerned for dropwise condensation. Accordingly, 

the fluctuation of the condensation heat flux in the simulation as a function of computing time 

is depicted in Figure 5.8 depending on the sub-cooling. It is clear that the heat transfer 

fluctuation is corresponded to the droplet dynamics which results in the effect of area 

coverage ratio and available droplet number as shown in Figure 5.7. The peak at the 

beginning of simulation in Figure 5.8 implies the coming departure. On the other hand, from 
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Figure 5.7 and Figure 5.8, it can be concluded that the droplet distribution is not depended on 

the sub-cooling which just changes the droplet fresh frequency on the substrate. The droplet 

distribution locates on a steady state in statistic for different sub-cooling. As the result of the 

enhanced droplet dynamics (coalescence, the sweeping of sliding droplet and the departure) 

and the increased driving force, the heat transfer rate of dropwise condensation is improved 

by the increasing of the sub-cooling degree.  

What should be mentioned is that the interaction effects between droplets and the 

convective mass transfer are not considered in above modeling. As the reasons given in 

section 5.4, the droplet distributions provided by this section will be utilized to consider those 

two aspects as following. 

5.5.3 Interaction effect between droplets 

During dropwise condensation, the droplets face a strong interaction due to the closer inter-

spacing and a large number of neighboring droplets. As evaluated in chapter 4, PSM is limited 

to the relatively weak interaction because of the simplification in deriving process. MOI is 

divergent meeting a strong interaction. In comparison, the proposed DPSM can accurately 

capture the strong interaction using a small number of the point sinks. Therefore, the proposed 

DPSM is adopted to analyze a characteristic spatial distribution mode of the droplets from 

dropwise condensation experiments, as the snapshot shown in Figure 5.9. The snapshot 

(94006800 m) is recorded by the microscope camera. For it, 1167 droplets with the radius 

from 20.00 m to 1090.69 m are detected and marked by the red circles. The detected 

position and size information of the droplets are putted into DPSM for predicting the droplets 

interaction effect. The droplets are seen as a spherical cap having the contact angle 90 deg. 

For each droplet, the radius of the imaginary sphere and the point sinks number for one 

droplet are respectively chosen as Ris = 0.5*R and M = 200 considering the computation cost 

and the solution accuracy. Because of a large number of droplets, the solution based on the 

GPBiCG and TwoD algorithms is carried out on a distributed supercomputer. The numerical 

errors for GPBiCG and TwoD algorithms are chosen as 1e-5 and 1e-6 respectively.  

Considering the droplet system in Figure 5.9, the interaction effects of all droplets are 

solved by DPSM. Aiming to explain the interaction intuitively, the location and size of 

droplets are plotted in Figure 5.10(a) and the droplets are filled by the color according to its 

correction factors. Figure 5.10(b) plots the correction factors of the droplets versus its radius. 

In Figure 5.10(b), the correction factors mean that the droplet condensation rate is 3-1000 

times lower than that of single isolated droplet due to the interaction effect between droplets. 

On the other hand, the correction factor defined by Eq. (4.4) denotes how strong the 

interaction is. The droplet suffers a strong interaction by surrounding droplets if its correction 

factor is small; otherwise, the imposed interaction is weak. That is the correction factor is 

related to the intensity of the interaction. Comparing with the big size droplet, the small size 

droplets are easily affected by the neighbors. Thus, on the whole, small droplets have a 

smaller correction factor corresponding to the strong interaction. On the other hand, the 
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droplet correction factor (interaction intensity) is not absolutely depended on its size. As three 

droplets marked by numbers (1, 2 and 3), they approximately have the equal size. However 

the different locations result in different correction factors. As a whole, the droplets closing to 

the substrate edge have a weaker interaction than the droplets locating on the substrate center, 

as observed in experiments [42]. Actually, the droplet interaction as a complicated 

phenomenon is mainly depended on its own size, the number and size of the surrounding 

droplets and their inter-spacing. 

 

Figure 5.9 A characteristic droplet array during dropwise condensation experiments and the 

detected droplets. 

In Figure 5.9, only the droplets having the radius greater than 20 m are detected due to the 

limitation of the camera. However, dropwise condensation has a multi-scale feature as the 

droplet size spreads from the nucleation size of some nanometers to the maximum size at 

millimeter scale. For the droplets distribution in Figure 5.9, the droplets smaller than 20 m 

are not included in analyzing the interaction effect using DPSM. As discussed above, the 

bigger size droplets are not significantly affected by small size droplets. 

In order to quantify the influence of the missed small droplets, for the droplets distribution 

in Figure 5.9 the minimum radius of the considered droplets is gradually decreased in 

modeling the interaction effect using DPSM. With the decrements in the minimum radius, 

step by step, the number of the droplets is increased and small droplets are added in the 

calculation of the correction factor. During those process, we focus attention on four droplets 

(A, B, C and D) having different sizes as shown in Figure 5.10(a). The predicted correction 

factors for the droplets of interest are plotted in Figure 5.11(a), with the number of the 

surrounding droplets sorted in ascending order due to decreasing minimum radius of droplets 

considered. It is clear that the predicted corrector factors converge gradually by considering 
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more droplets in each calculation. The droplets in the size range 20-50 m give an influence 

for the correction factor less than 10%. As more of the small droplets, the relative error 

between decrements in the minimum size of the considered droplets is less than 1% from 

Figure 5.11(b). 
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Figure 5.10 (a) the color filling the droplets according to its correction factor; (b) the 

correction factors of the droplets versus its radius. 

In general, an accurate prediction of the interaction effects must consider all droplets over 

the condensation substrate. However, more droplets considered mean more computation cost. 
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From these results, it can be observed that the bigger size droplets contribute more for the 

interactions between droplets. Prediction of the interaction effects is not significantly 

influenced by the smaller size droplets. The minimum size of the considered droplets up to 20 

m is sufficient to accurately predict the interaction effects during dropwise condensation.  
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Figure 5.11 Prediction of the correction factor with a decreasing minimum size of the 

considered droplets. (a) the predicted correction factor for the interesting droplet; (b) the 

relative error between decrements in the minimum size of droplets considered. 

To sum it up, the droplet interaction effects are strongly depended on the size and spatial 

distributions of droplets. Over the condensation substrate, as a complicated dynamic behavior 

the size and spatial distributions of droplets are changing constantly during condensation. In 

section 5.2, a numerical algorithm is developed to simulate the dynamic behaviors of droplets 

during dropwise condensation. The re-produced instantaneous droplet distributions have been 

presented in Figure 5.5 and the resulting droplet size distribution density also shows a good 

agreement with the experimental results in Figure 5.6. For a simulated size and spatial 

distributions of droplets, the interaction effects between droplets are solved using DPSM with 
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the minimum radius of the considered droplets 10 m. As before, the predicted correction 

factors are depicted in Figure 5.12 using two manners. The results reflect the general 

character with that in Figure 5.10 for the experimental droplet distribution. 
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(b) 

Figure 5.12 Prediction of the interaction effects for a simulated droplet distribution. (a) the 

color filling the droplets according to its correction factor; (b) the correction factors of the 

droplets versus its radius. 

In addition, different droplet distributions from experiments and simulation are also 

considered to predict the interaction effects between droplets using DPSM. The predicted 

correction factors for those distributions have been presented in APPENDIX D. Although no 

rule for the correction factor of individual droplet can be found, the predicted correction 
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factors versus the droplet radius state that the correction factors are totally scattered between 

line 1 and line 2 for different distributions. The upper bound by line 1 denotes the weak 

interaction (e. g., the droplets near the substrate edge); the lower bound by line 2 represents 

the strong interaction (e. g., the droplets locating on the substrate center and small droplets 

closing larger one). Accordingly, the interaction effects of droplets during dropwise 

condensation have generality on the whole, and also present personality as an independent 

individual. 

5.5.4 Evaluation of single droplet growth rate 

According to section 5.4, the growth rate of single droplet during dropwise condensation 

dR/dt can be evaluated by including the interaction effects of droplets and the enhancing 

effect of convective mass transfer: 

d
iso

dR dR
Sh

dt dt
     

 
                                                  (5.8) 

where the droplet growth rate by the isolated droplet model as (dR/dt)iso is calculated by Eq. 

(3.22). Eq. (5.3) permits to define the droplet Sherwood number Shd. The point is how to 

accurately predict the correction factor .  
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Figure 5.13 The predicted range of the droplet growth rate and the measured results. 

In section 5.5.3, we have previously concluded that the interaction effect of droplets is 

sensitive to the size and spatial distributions of droplets. The correction factor related to the 

droplet interaction effect changes at all times and places. Furthermore, the correction factors 

for the equally size droplets differ up to two orders in different conditions. An exact definition 

for the correction factor depends on the accurately captured distribution of the droplets size 

and spatial. In chapter 2, the droplet growth rates are measured by the camera which focuses 

on a small part of the substrate. In spite of the measured growth rate, the droplet distribution 

over the whole substrate can not be captured correspondingly due to the limited view of the 

camera in high magnification. Therefore the direct comparison between the modeling and 

measured growth rates can not be released. A feasible manner is we can apply the generality 
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for the interaction effects, i.e. the upper and lower bounds of the correction factors by line 1 

and 2 in last section. With that, one can delimit the range of the droplet growth rate. Keeping 

consistent with the experimental conditions, the upper and lower bounds of the droplet growth 

rate are defined by using the upper and lower bounds of the correction factors. The upper and 

lower bounds (by line 1 and 2) are depicted together with the measured data, as shown in 

Figure 5.13. It can be seen that the measured droplet growth rates are scattered into the 

predicted range. As probably noticed, the measured growth rate is far away from the predicted 

bounds. It is because that not all of the characteristics of the interaction effect can be captured 

due to the influence of the coalescence events.  

5.5.5 Evaluation of the overall heat flux 

Based on the predicted correction factor in Figure 5.10 and Figure .12, the total heat flow 

rate contributed by all droplets can be evaluated by: 
max

min

R

t d iso
R

Q L Sh m                                                       (5.9) 

where Rmax is the maximum droplet radius in the droplet distribution, Rmin is the minimum 

radius of the interesting droplets. Eq. (5.9) means the total heat flow contributed by the 

droplets locating at the size range Rmax-Rmin. By decreasing Rmin, the heat flow rate due to 

smaller droplets is included into Qt step by step. For two droplet distributions and the 

corresponding predicted correction factor as shown in Figure 5.10 and Figure 5.12, the 

predicted total heat flow rate is depicted against Rmin in Figure 5.14. With more droplets 

considered, the total heat flow rate converges gradually. The increase is slowed down quickly 

and the increment thanks to the droplets between 100-10 m is less than 6%. When Rmin = 20 

m, the relative error of Qt is within 0.2%. It is no doubt that the droplets having the size 

greater than 100 m contribute the main heat flow rate.  

In case of pure steam, it is widely accepted that heat transfer is mainly attributed to the 

quite small droplets. As shown in Figure 3.5, in case of pure steam the growth rates of small 

droplets are few orders higher than big droplets having larger thermal conduction resistance. 

In addition, much more large number of small droplets also makes explain. As a consequence, 

aiming to promote dropwise condensation heat transfer of pure steam, investigations are 

concentrated on enhancing the droplet dynamics and accelerating the departure of the big 

droplets [4, 6, 8, 11-12, 15, 18]. However, it is reversed in the presence of NCG. As resulted 

in Figure 5.14, the relatively larger droplets are more beneficial for dropwise condensation 

heat transfer with the presence of NCG. From Figure 3.5, the predicted growth rate by the 

isolated growth model still follows the case of pure steam that smaller droplets grow few 

order faster than larger droplets. The difference is the convective mass transfer and the 

interaction effects between droplets turn in favor of big droplets, as presented in sections 5.3 

and 5.5.3. As discussed in section 5.5.2, the presence of NCG also decreases the nucleation-

site density, which represents less small droplets. All those aspects together lead to the 

primary contribution of big droplets for dropwise condensation heat transfer in case of NCG.  
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Figure 5.14 The predicted heat flow rate for the droplets of interest. 
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Figure 5.15 The predicted overall condensation heat flux after correcting at different time 

steps in simulation. 

Owing to the computation cost of a certain droplet distribution by DPSM, it is impossible 

to correct the droplet growth rates at each time steps. For that reason the corrections 

considering the droplets interaction effects and convective mass transfer are applied to the 

droplet distribution at some discrete time points of simulation. Figure 5.15 depicts the 

predicted condensation heat flux after correcting qs at Re = 1671 and Tdw =1.0 K. The 

condensation heat flux for a certain droplet distribution is calculated by Eq. (5.6) using the 

total condensation rate by Eq. (5.5). From the beginning of this subsection, we have shown 

that the droplets greater than 20 m are sufficient to accurately predict the instantaneous 

overall heat flux for a certain droplet distribution. Thus, the minimum droplet considered is 

chosen at 20 m for all considered cases. The fluctuation of the heat flux in Figure 5.15 is 

normal because of different size and spatial distributions of droplets as a result of the droplet 

dynamics. Then, the predicted values for all cases are averaged as the final condensation heat 
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flux. Using Eq. (5.7), the overall heat flux qt is the sum of the mean condensation heat flux 

and the heat flux by the forced convection. Finally, the predicted overall heat flux qt at 

different Re and sub-cooling are plotted against the experimentally measured results, as 

shown in Figure 5.16. To sum it up, the predicted overall heat flux and the experimental data 

show a good agreement, which verifies the present modeling manner. Those important aspects 

are accurately captured in modeling.  

0 2 4 6 8
0

400

800

1200

1600

2000

2400

T
ma

=303.15K

RH=94%

q t (
W

/m
2 )

T
ma

-T
w
 (K)

 Experiments, Re=2790
 Experiments, Re=1671
 Experiments, Re=826
 Modeling, Re=2790
 Modeling, Re=1671
 Modeling, Re=826

 

Figure 5.16 The predicted overall heat fluxes and the measured results at different Re. 

5.6 Conclusions 

In this chapter, a modeling idea is constructed for coupled heat and mass transfer driven 

dropwise condensation with considering NCG. The isolated growth model developed in 

chapter 3 is applied to predict the growth rate of droplets. The droplet size and spatial 

distribution is re-produced by a number algorithm which sufficiently reflects the droplet 

dynamics in details. The interaction effects between droplets are considered by the correction 

factors solved by DPSM. Additionally, the influence of convective mass transfer is included 

by the droplet Sherwood number. Using all those aspects, modeling of heat and mass transfer 

for convective dropwise condensation flow of moist air is launched. The present modeling 

idea is firstly evaluated by the experimentally determined droplet growth rate. And good 

overall agreement of the overall heat flux between the experimental and predicted results 

demonstrate that the current modeling idea is robust and applicable to dropwise condensation 

in the presence of NCG. This works also highlight the interaction effects between droplets, 

except the reduction of droplet growth rate by the diffusion resistance, is also responsible for 

the heat transfer reduction due to the presence of NCG. Nevertheless, convective mass 

transfer has a great potential for promoting dropwise condensation heat transfer in case of 

NCG. Furthermore, it is notably shown through the interaction of those aspects that in 

contrast to the pure steam condition the big droplets contributes more for condensation heat 

flow rate.  
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Chapter 6 Simulation by a Multi-component 
Multi-phase Lattice Boltzmann Model 

A multi-component multi-phase thermal lattice Boltzmann model considering 

vapor-liquid phase change is developed to study droplet condensation with the 

presence of non-condensable gas. Some tests, including an isolated droplet 

evaporation, are conducted to verify the capability of this model in simulating 

multi-component multi-phase flow with vapor-liquid phase change. After that, 

single droplet condensation considering non-condensable gas is investigated 

with different mass fraction of non-condensable component and contact angles. 

The results show that the influence of the non-condensable gas upon droplet 

condensation heat transfer is depended on the growth stage and the amount of 

the non-condensable gas. The mass transfer of vapor and non-condensable 

component will tend to an equilibrium state with the droplet condensation 

going. Furthermore, for different contact angles, the dynamic behavior of the 

contact line plays a critical role in the accumulation effect of the non-

condensable component. And the heat transfer of droplet condensation is 

enhanced by the hydrophilic substrate rather than the hydrophobic substrate as 

expected, no matter adding the non-condensable component or not. In different 

conditions, the power law, which fits the droplet radius with time, is used to 

define the growth rate mathematically.  

6.1 Literature review 

Known as a typical case of multiphase flow, dropwise condensation having the complicated 

dynamic behavior of the droplets (nucleation, growth, coalescence and motion) collects many 

difficult topics, including vapor-liquid phase change, free surface flow, coupled heat and mass 

transfer, multi-scale feature, interfacial behavior. Because of those difficulties, it is always a 

great challenge for the numerical simulation of dropwise condensation. 

Computational fluid dynamics (CFD) based on solving the Reynolds-averaged Navier-

Stokes (RANS) equations has shown a considerable success in simulating single-phase flow 

and heat transfer. For modeling multiphase flow undergoing a phase change process, many 

approaches based on CFD have been proposed [102, 103]. As reviewed by Kharangate and 

Mudawar [103], all efforts for the simulation of multiphase flow focus on the phase interface. 

That is exactly because the multiphase flow with phase change is complicated by the 

deformability and the motion of the interface. Therefore, the simulation must consider 
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tracking the moving interface, computing momentum, heat and mass transfer across the 

interface region, and hydrodynamics of the superposed flow. However, following the 

assumption of continuum, the conventional CFD based multiphase models neglect that the 

interface and the phase separation are the result of molecular interactions. It is still necessary 

to bridge the macroscopic phenomena and the underlying microscopic dynamic. As a 

fundamental approach, the microscopic numerical methods, such as molecular dynamics 

(MD) and direct simulation Monte Carlo (DSMC), are capable of capturing the microscopic 

interactions, while the high computational cost restricts their application [104].  

The lattice Boltzmann (LB) method, a mesoscopic method which discretizes the original 

Boltzmann equation of the kinetic theory, has become a powerful simulation tool in modeling 

complex flows involving interfacial dynamics and complex boundaries. The kinetic and 

mesoscopic nature of the LB method bring its advantages, which permits it to reflect the 

hydrodynamic behavior at the macroscopic scale as well as the microscopic dynamics [105-

107]. With the developments during the past two decades, the LB method has become to be a 

powerful and efficient simulation method in various phenomena and processes [108-111]. 

Many multiphase LB methods proposed have been deeply reviewed and summarized by 

Huang et al. [108] and Li et al. [109]. Especially, Li et al. [109] present the elaboration of a 

critical review for LB methods for multiphase flow and phase-change heat transfer. Owing to 

the computational efficiency and straightforward algorithm, the pseudopotential LB method 

devised by Shan and Chen [112-113] has developed into a very popular model in the 

multiphase LB community and has been adopted successfully to many problems [109, 114]. 

In this method, the phase separation is realized spontaneously via the introduced inter-particle 

pseudopotential for determining the fluid interactions. Therefore, the interface motion is 

simulated without utilizing any techniques to track or capture interfaces.  

Besides its great progresses in single-component multi-phase flows, many efforts [115-117] 

are still trying to improve and complete the multi-component pseudopotential LB method. In 

the original pseudopotential LB model for a multi-component system, the external force is 

incorporated into an equilibrium velocity [112]. However, the investigation of Porter et al. 

[115] stated that this formulation will lead to viscosity-dependent numerical results. An 

explicit forcing model incorporating the external forces into the discrete Boltzmann equation 

for each component results in the viscosity-independent equilibrium densities and is capable 

for a larger kinematic viscosity ratio. In the method of Chai and Zhao [116] and Sbragaglia 

and Belardinelli [117], the velocity used in the equilibrium distribution function and the 

forcing term is just the mixture velocity based on the MRT version of Guo et al.’s forcing 

scheme. Most recently, some efforts [118-121] for the multi-component pseudopotential LB 

model have been given. Zhu et al. [118] developed a multi-component LB-MRT model in 

simulating multi-phase flow at a larger density ratio with small spurious current and better 

numerical stability. The heat transfer model for heat conduction melting is also considered by 

coupling the enthalpy-based method as the solid-liquid phase change term. Based on the 

original multi-component LB model, Li et al [119] and Zhang et al. [120] separately 
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constructed a multi-component multi-phase thermal LB-BGK model with vapor-liquid phase 

change to simulate condensation with the presence of NCG. What deserves to mention is the 

fresh work from Hou et al. [121]. In their study, the improvements of the single-component 

LB model by Li et al. [122-123] is extended to the multi-component system for realizing low 

spurious current, good thermodynamic consistency, viscosity-dependent densities, large 

density and kinematic viscosity ratios. Nevertheless, the thermal effect is not considered. As 

concluded in [109], the theory of multi-component pseudopotential LB method is far from 

being complete in spite of much progresses achieved.  

In the present study, some recent improvements in LB community are adopted to develop a 

multi-component multi-phase hybrid thermal LB-MRT model with vapor-liquid phase 

change, which can achieve low spurious current, viscosity-dependent results and a large 

density ratio. The improvement by Li et al. [122-123] for restoring the thermodynamic 

consistency of the single-component LB model is extended to the present multi-component 

LB model, as done in reference [121]. Following the references [116-117], the mixture 

velocity is used in the equilibrium distribution function and the forcing term. The temperature 

solver in [122-123, 124] is extended for simulating heat transfer with vapor-liquid phase 

change in a multi-component system. After the elaboration of the validation of the present LB 

model, single droplet condensation in the presence of the non-condensable component is 

simulated considering a variety NCG concentrations and different contact angles. 

6.2 Model description 

6.2.1 Multi-component multi-phase pseudopotential LB-MRT model 

The multi-relaxation-time (MRT) collision operator [125], which is superior over the 

Bhatnagar-Gross-Ktook (BGK) collision operator [126] in terms of accuracy [124, 127], 

model stability [127], large viscosity ratio [115] and density ratio [121-122, 128], is adopted 

in this work. In the two-dimensions, the multi-component multi-phase pseudopotential-based 

LB-MRT model for the evaluation of the density distribution function of each component can 

be written as [121-122, 128]:  

            1
, , , , ,, , , , ,eq

k t t k k k t kf t f t f t f t F t     
        M Mx e x x x x  (6.1) 

where fk,α(x,t) stands for the particle density distribution function of component k along the α-

th direction at time t and position x, F'   
k, α denotes the forcing term in the discrete velocity 

space. In the two-dimensional nine-velocity scheme (D2Q9), the discrete lattice velocity 

vector eα can be defined as: 

 0 1 2 3 4 5 6 7 8

0  1  0  -1  0  1  -1  -1  1
, , , , , , , ,

0  0  1   0 -1  1   1  -1 -1
lc
 

  
 

e e e e e e e e e                      (6.2) 

where lc =δx /δt is the lattice constant with the lattice spacing δx and the time spacing δt (equal 

to unit in this work). And f eq 
k,α (x,t) is the equilibrium density distribution function defined by: 
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2 2
eq
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f t w
lc lc lc


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 
    
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e ue u u
x                                (6.3) 

where wα are the weighting coefficients. For the D2Q9 model, w0=4/9 and w1-4=1/9 for four 

nearest lattices, w5-8=1/36 for four next-nearest lattices. The lattice sound speed lcs is set to be 

lcs = lc/ 3 . For the present multi-component LB model, the macroscopic density ρk and the 

mixture velocity vector u can be determined via [116-117, 121]: 

,k kf 
                                                           (6.4) 

   
 , 0.5k t kk

kk

f  






 


e F

u                                            (6.5) 

where Fk stands for the total body force acting on the fluid particle of the component k. 

In Eq. (6.1), the collision matrix is defined by (M-1ɅM)αβ. Ʌ and M are a diagonal matrix 

and an orthogonal transformation matrix, respectively, and defined as below [125]:  

1 1 1 1 1 1 1 1 1

4 1 1 1 1 2 2 2 2

4 2 2 2 2 1 1 1 1

0 1 0 1 0 1 1 1 1

0 2 0 2 0 1 1 1 1

0 0 1 0 1 1 1 1 1

0 0 2 0 2 1 1 1 1

0 1 1 1 1 0 0 0 0

0 0 0 0 0 1 1 1 1

 
      
    
    
    
 

   
   
 

  
   

M                              (6.6) 

 1 1 1 1 1 1 1 1 1, , , , , , , ,e j q j qdiag                                                    (6.7) 

where the relaxations in Eq. (6.7), which are set as , τρ-1 = τj-1 = 1, τe-1 = τζ-1 = 0.8, τq-1 = 1.1 

[121, 129], is significant to optimize the LB-MRT model. The relaxation time τυ is determined 

by the kinematic viscosity (υ) with υ = lcs
2(τυ-0.5). 

Using the transformation matrix M, the collision process is transformed to the moment 

space as follows: 

   * 0.5eq
k k k k t k    m m m m I S                                    (6.8) 

where I is the unit tensor, the distribution functions at the moment space mk and meq 
k  are 

derived from mk = Mfk and meq 
k  = Mfeq 

k with fk = (fk,0, fk,1, …, fk,8)T and feq 
k = (f eq 

k,0 , f eq 
k,1 , …, f eq 

k,8 )T. 

Based on Eq. (6.3) and (6.6), the equilibrium distribution function at the moment space meq 
k  

can be finally obtained:  

 2 2 2 21, 2 3 ,1 3 , , , , , ,
T

eq
k k x x y y x y x yu u u u u u u u      m u u                 (6.9) 

And then the streaming process can be formulated by: 

   * 1 *
, ,, ,k t t k kf t f t       M mx e x                                 (6.10) 
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For the multicomponent pseudopotential LB method, the fluid-fluid interaction force 

includes two parts: the intra-component interaction force Fk,k and the inter-component 

interaction force Fk,k̄, which are defined as: 

     ,k k kk k kG w  
   F x x x + e e                                (6.11) 

     , kk k k k k
G w  

   F x x x + e e                                 (6.12) 

where wα stands for the weights with w1-4=1/3 for four nearest lattices and w5-8=1/12 for four 

next-nearest lattices. Gkk and Gkk̄ denote the interaction strength for the same components and 

different components, respectively. The pseudopotential ψk(x) as a function of the local 

density is chosen below [130]: 

   2

2

2 k
EOS k s

k
k

p lc

lc G





x                                            (6.13) 

where lc represents the lattice constant, the pressure pk 
EOS is determined by the non-ideal 

equation of state. Different from the pseudopotential ψk(x), the empirical choice of the 

pseudopotential εk(x) = ρk(x) is employed in this work to enforce a proper component 

distribution [115, 117].  

In this work, components 1 and 2 stand the water vapor (condensable) and non-condensable 

gas, respectively. For the water component, the Peng-Robinson (P-R) equation of state (EOS) 

is adopted as [131]: 

  2

2 21 1 2

a TRT
p

b b b

 
  

 
  

                                           (6.14) 

     2
21 0.37464 1.54226 0.26992 1 cT w w T T                        (6.15) 

with a = 0.45724R2Tc
2/pc and b = 0.0778RTc/pc, the acentric factor w is 0.344, a = 1/49 and b 

= 2/21 are chosen, and R = 1. For the non-condensable component, an ideal gas equation is 

used:  

p RT                                                           (6.16) 

As the ideal gas, the interaction strength G22 for the non-condensable component is 

considered as zero. Therefore, the pseudopotential ψk(x) for the non-condensable component 

is meaningless. It should be noted that the interaction strength between different components 

G12 = G21 depends on the mass fraction of NCG. A proper value G12 = G21 should be adjusted 

to reach the immiscibility/miscibility of the binary mixture [115]. In the present work, two 

mass fractions of NCG (WNCG = 0.5% and WNCG = 1.0%) are considered. After many 

numerical tests, we set G12 = G21 = 0.15 which can provide a suitable miscible state between 

the water and non-condensable components in small NCG mass fraction considered in this 

study. 

Aiming to the thermodynamic consistency for the water component, Li et al. [122] 

developed an improved forcing scheme introducing an adjustable term, which is employed as 

follows: 
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where |Fk|2 = F2 
k,x + F2 

k,y and the parameter κ can be tuned to achieve a good thermodynamic 

consistency for the water component. According to our previous work [124], the adjustable 

parameter for the thermodynamic consistency of the water component is chosen as κ= 1.30. 

For the non-condensable component as the ideal gas, just set κ= 0 without considering the 

thermodynamic consistency [121].  

For implementing the contact angle in the pseudopotential LB method, the geometric 

formulation approach proposed by Ding and Spelt [132] is applied which can be capable of 

exactly reproducing the prescribed contact angle. The formulation for numerical application is 

given by [133]: 

 ,0 ,2 1,1 1,1tan 2 a
i i w i i                                            (6.18) 

with θa 
w is the prescribed static contact angle, and ρi,0 is the density of the ghost layer (i, 0) 

beneath the solid boundary (i, 1). The first and second subscripts represent the coordinates 

along the x- and y- direction, respectively. In this study, the wettability effect using Eq. (6.18) 

is just applied for the water component. And the NCG component is considered as the no-

wetting fluid for the solid wall. 

6.2.2 Energy equation for phase change 

For the temperature field, the energy equation including the source term of phase change 

must be solved. Anderson et al. [134] have reviewed the diffuse-interface models of 

multiphase flow. After neglecting the viscous heat dissipation, the local balance equation of 

entropy is given by:  

 ds
T T

dt
                                                                 (6.19) 

where s and λ are the entropy and thermal conductivity, respectively. And d(•)/dt = ∂t(•) + u · 

 (•) is the material derivative. 

The thermodynamic relation of entropy has the following form [135]: 
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where pEOS is given by the equation of state, cv is the specific heat at constant volume. And the 

continuity equation is given by:  

d

dt

    u                                                                   (6.21) 

Using Eq. (6.20) and (6.21), the energy equation (6.19) can be rewritten as [136]: 

 1 EOS
t

v v

pT
T T T

c c T 


 

          
u u                           (6.22) 

In order to solve the energy equation using the LB equation, the target energy equation (Eq. 

(6.22)) is rewritten a convection-diffusion equation with a source term as follow [136]: 

       1 EOS
t

v v

pT
T T k T T k T T

c c T 


 

                    
u u  (6.23) 

where k represents a constant having no physical meaning. Based on the pseudopotential LB 

model, the underlined term is incorporated into the thermal LB equation as a source term and 

calculated by the finite-difference scheme, another term as a convection-diffusion equation 

are solved using the standard LB equation. For the thermal LB model within the framework of 

double-distribution-function approach, two different distribution functions (the density and 

temperature distribution functions) are utilized for the flow and temperature fields. In order to 

recover the macroscopic energy equation, Li et al. [136] constructed a thermal LB model 

based on the MRT and SRT collision operators including the detailed Chapman-Enskog 

analysis. The thermal LB model has been widely used to simulate the multiphase flow with 

vapor-liquid phase change. However, in the thermal LB model, the forcing term in 

pseudopotential LB equation will introduce the addition error into the energy equation. Using 

the Chapman-Enskog analysis and the numerical benchmark tests, Li and Luo [137] have 

revealed the effect of the forcing term in the thermal LB model. For avoiding the drawback, 

the hybrid thermal LB model is devised subsequently. In hybrid thermal LB model, the target 

energy equation is directly solved by the finite-difference scheme. 

Therefore, the temperature solver formulated in Ref. [128] for single component is adopted 

in this work, which solves the temperature equation using the finite-difference scheme. For 

solution, Eq. (6.22) is reorganized as [124, 128]:  

 1 EOS
t

v v

pT
T T T

c c T 


 

           
u u                         (6.24) 

Note that all quantities in Eq. (6.24) are for the mixture. The mixture density ρ is the 

summation of the two components ρ = ρ1 + ρ2. The physical properties of the mixture ϕ 

(namely the specific heat at constant volume cv and the thermal conductivity λ) are defined as 

[138]: 

k k kk k
                                                      (6.25) 
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According to the Dalton’s law of partial pressures, the term pEOS in Eq. (6.24) is the 

summation of the equation of state for two components as shown in Eq. (6.14) and (6.16). 

Using the classical second-order Runge-Kutta scheme, the time discretization for the 

temperature equation can be written below [124, 128]:  

 1 2 1( ),  ( 0.5 )t t
th K T h K T h                                          (6.26) 

 1 20.5tt t
tT T h h                                                 (6.27) 

where K(T) is the right-hand side of Eq. (6.24). In particular, the fluid density, velocity and 

thermal parameters keep fixed during the time marching for the temperature equation (6.24) 

using the Runge-Kutta scheme. Consequently, the solution of temperature equation is 

independent of the solution of the flow field by LB method. For the present forcing scheme in 

Eq. (6.1), LB method is second-order accuracy in space and first-order accuracy in time [109, 

110]. In order to ensure high accuracy and consistency, the second-order Runge-Kutta scheme 

which has been commonly used in various investigations [112, 117, 119] is chosen for the 

time stepping of Eq. (6.24). Following the second-order isotropic difference scheme for the 

spatial discretization, the spatial gradient and Laplacian of an arbitrary quantity ϕ in the LB 

method are constructed by the Taylor series expansions [124, 128, 139]: 
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where wα represents the weight factors, eαi is eα along the i-coordinate axis. Additionally, the 

thermal conductivity λ is set as λ = ρcv χ associated with the constant thermal diffusivity χ in 

this work. Consequently, the second term in the right-hand side of Eq. (6.24) must be treated 

with different ways [124, 136]: 
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6.3 Results and discussion 

This section is deployed as follows. Firstly, several tests are considered to validate the 

present multi-component multi-phase thermal LB formulation. After the validation, the NCG 

influence on droplet condensation is investigated in considering the effect of the contact angle 

and the mass concentration of NCG. Through this work, it notes that the lattice unit (l.u.) is 

used for all quantities and the gravity is free.  

6.3.1 Test of immiscibility/miscibility 

For the single-component pseudopotential LB method, the thermodynamic consistency 

from the pressure tensor is crucial to define the liquid-gas coexistence densities [109]. As we 
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did in reference [124], the validation for the coexistence curve from the simulation and the 

Maxwell construction is absolutely necessary for restoring the thermodynamic consistency of 

the single-component system. However, the pressure tensor for the multi-component LB 

model is the coupled form, which is totally different from the single-component LB model 

according to [117]. So far, the mechanical stability condition is still keeping blank. 

Consequently, the thermodynamic consistency for the single-component LB model is not 

considered in this work. In addition, the inter-component interaction force via Eq. (6.12) will 

change the system thermodynamics consistency. And according to the tests, the inter-

component interaction force will influence the density distribution closing the phase interface. 

For the multicomponent system, we cannot restore the unknown thermodynamics consistency 

by adjusting something. In order to minimize the deviation of the thermodynamics 

consistency due to the inter-component interaction force, a small WNCG corresponding a small 

inter-component interaction force is considered here in order to make sure the reliability of 

the simulated results. 

Firstly, we check the immiscibility/miscibility of the binary mixture in this multi-

component multi-phase LB model. For that, a 2D isothermal square system (200×200 l.u.) 

having a static droplet with radius R0 = 50 surrounded by the vapor/NCG mixture is 

considered with all periodic boundary conditions. Corresponding to the setting temperature, 

the coexistence densities from the analytical solution of Maxwell construction are used as the 

initial densities of the vapor and droplet. In the mixture, the NCG density is defined by WNCG 

= ρ2/(ρ1+ρ2) based on the mass concentration WNCG. Ideally, the NCG component cannot be 

dissolved in the liquid water, which means a zero-density region of NCG component within 

the water droplet. However, the zero-density region is not feasible for numerical simulation 

because of the discontinuities in the gradient calculation and simulation divergence. For 

application, the small non-zero density region is indicated as the zero-density region. Here, 

we initialize a much smaller NCG density within the water droplet as the zero-density region. 

Finally, the local density is initialized as follows: 
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where ρk is the density of component k, ρk,in and ρk,out represent the densities of component k 

inside and outside the droplet, (x0, y0) is the domain center, the initial interface thickness is set 

as W = 5. Simulations are carried out at the setting temperature 0.85Tc, corresponding to the 

vapor density ρ1,out = 0.34 and the liquid density ρ1,in = 6.63 for the water component. Two 

different mass concentrations of the NCG component are considered with the NCG density 

ρ2,out = 0.00171 (WNCG = 0.5%) and ρ2,out = 0.00341 (WNCG = 1.0%).  

After reaching the equilibrium state, the density distributions of the water and NCG 

components at WNCG = 1% are presented in Figure 6.1(a). Figure 6.1(b) shows the density 

variation across the centerline at y = 100. The left snapshot of Figure 6.1(a) reveals that a 

water droplet (red region) is surrounded by the vapor (blue region) and the smooth density 
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region between the droplet and vapor represents the diffusion interface. Corresponding to the 

same lattice nodes, the homogeneous red region in the right snapshot of Figure 6.1(a) 

indicates the well simulated mixture system between the NCG component and the vapor (blue 

region in the left). Comparing with the vapor region of water component, the smaller NCG 

density region (blue region) in the right snapshot denotes the immiscible effect between the 

water and NCG components. Figure 6.1(b) quantitatively presents the mixture effect between 

the vapor and NCG and the immiscible state between the liquid water and NCG. In the liquid-

vapor interface region, the density of water component is smoothly transited from the vapor 

density to the liquid density. A contrast tendency of NCG component is found in the interface 

region. And the NCG mass fraction has no influence for the density of the water component. 

In summary, Figure 1 clearly demonstrates that the present multi-component LB model is 

capable to simulate the immiscibility/miscibility between the water and NCG components in 

different phases. 

Another common benchmark is the Laplace law which reflects the relationship between the 

pressure drop across the vapor/droplet interface ∆p and the droplet radius R, and the surface 

tension. The system pressure for the multi-component LB model can be calculated by:  
2 2 2 20.5 0.5s k kk k kk k k

k k k k

p lc lc G lc G   


                               (6.32) 

Tests show a linear relationship between the simulated pressure drop across the interface and 

the inverse of the droplet radius at different system temperatures. Additionally, the surface 

tension which is determined by the slope of the fitting line is temperature dependent. 

6.3.2 Wettability effect 

For droplet condensation, it is necessary to consider the wettability effect of the solid wall. 

The present study extends the geometric formation approach via Eq. (6.18) to the multi-

component pseudopotential LB model for implementing the wettability effect. Thus, we 

simulate a rectangle domain (200×100 l.u.) filled by the vapor-NCG mixture with WNCG=1%, 

which has a droplet with the contact angle 90° and the radius R = 30 l.u. located at the bottom 

wall. The non-slip boundary condition [140] and the convective boundary condition proposed 

by Lou et al. [141] are implemented for the bottom solid wall and the top outflow boundary, 

respectively. The periodic boundary condition is considered in the x-direction. Based on the 

prescribed contact angle θ a 
w , the droplet finally reaches the equilibrium state over the solid 

wall. For different system temperatures, Figure 6.2 plots the simulated contact angle θw versus 

the prescribed contact angle θ a 
w . There is no doubt that the present contact angle adjustment 

method works well for the multi-component pseudopotential LB model with minor deviation 

at θ a 
w  < 80° and θ a 

w  >140°. The obtained contact angles at different temperatures are almost the 

same, which indicates that this method is independent with respect to the thermal variable 

(surface tension). Accordingly, the contact angle is approximately fixed at the described value 

when simulate the phase change case. The snapshots of the density distribution of the water 

component in Figure 6.2 illustrate the droplet profile at two prescribed contact angles after 

achieving a steady state. 
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Figure 6.1 (a) The density distribution of water and NCG components at WNCG = 1% after 

reaching a steady state; (b) the density variation of water and NCG components along the 

centerline (y = 100) at WNCG = 0.5% and WNCG = 1%. 

Figure 6.3 further presents the density distribution of two components when the steady state 

is achieved at T = 0.85Tc and θ a 
w = 90°. From the density profile of the entire simulation region 

shown in Figure 6.3(a), the contact angle adjustment method has no influence for this LB 

formulation in achieving the immiscibility/miscibility between the water and non-condensable 

components. Furthermore, as shown in Figure 6.3(b), the density variation across the 

centerline at x = 100 also indicates that the water and non-condensable components densities 

near the wall are not influenced by the geometric formulation approach. Again the excellent 

ability of the geometric formulation approach in adjusting the contact angle is demonstrated 
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for the multi-component pseudopotential LB method. 
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Figure 6.2 Wettability test for the geometric formulation approach with WNCG=1%, τυ = 0.8. 

6.3.3 Droplet evaporation 

The classical D2 law describing droplet evaporation, which predicts a linear variation of the 

square of the droplet radius with time, has become to be a common benchmark for validating 

the numerical method [136, 142]. It is instructive to give the main assumptions for 

establishing this law: Constant thermo-physical properties (e.g., the specific heat cv and 

thermal conductivity λ), quasi-steady vapor and liquid phases, neglecting the viscous heat 

dissipation and buoyancy, etc. Similarly, the evaporation of an isolated droplet is simulated to 

evaluate the capability of our multi-component thermal LB model in simulating phase change. 

Simulations are carried out at a square 2D domain (200×200 l.u.). A liquid droplet with 

radius R = 30 l.u. is placed at the center of computational region. The droplet is surrounded by 

a vapor-NCG mixture with WNCG = 1%. The saturation temperature 0.86Tc and a uniform 

temperature 1.0Tc are set to the droplet and the surrounding mixture, respectively. The 

temperature gradient at the interface is responsible for evaporation. The constant temperature 

and periodic boundary conditions are employed for all boundaries. According to the 

assumption, specific heat and kinematic viscosity are chosen as cv =5.0 and υ = 0.1, 

respectively, for the entire computational domain. Two cases having different thermal 

conductivities λ = 2/3 and λ = 3/3 are considered. Additionally note that the term · (λT) in 

Eq. (6.24) is simplified to λ2T [119, 136] in this test. 

The snapshots of the temperature field at different times for the case λ = 3/3 are shown in 

Figure 6.4 Figure 6.5 presents the water mass fraction field during the evaporation process. 

And the velocity vectors are also provided in Figure 6.4 Figure 6.5. The white dashed circle in 

each snapshot represents the droplet profile which is determined by the interface density. It is 

clear that the droplet keeps the original circular shape during evaporation. Furthermore, the 

radial and rotational symmetry vectors around the droplet in every snapshot declare the 

θa 
w = 60° 

θa 
w = 120°
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consistent Stefan flow generated by evaporation as expected. Figure 6.4 shows that the droplet 

temperature is gradually decreased due to evaporation and the interface temperature is higher 

than the temperature of the droplet center. Turning to the water mass fraction profile in Figure 

6.5, the decreasing fraction gradient is attributed by the decreasing evaporation rate 

corresponding to the temperature gradient. And the water mass fraction in the surrounding is 

increased with the time. The reason for this is that the vapor created by evaporation moves 

into the surroundings. 

ρwater ρNCG 
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Figure 6.3 The influence of the geometric formulation approach for the density distribution. 

(a) the density profile of the entire system for two components; (b) the density variation 

across the centerline of the bottom wall. 

Additionally, the normalized temperature and water mass fraction profiles across the 

centerline are depicted in Figure 6.6. The temperature and water mass fraction in the vicinity 

of the interface change rapidly. During evaporation, the decreased droplet temperature 

corresponds to the constant mass fraction of the water component. Eventually, the decreasing 

temperature and fraction gradients demonstrate the tendency in reaching the equilibrium state 

during evaporation. The simulated temperature and water mass fraction profiles in this work 

are consistent with that using the level set method, smoothed particle hydrodynamics method 
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and phase-field multiphase LB method [143-145]. Note that the present profile of the water 

mass fraction has little difference with the temperature distribution. This is because that we 

use the periodic boundary condition and constant temperature condition for all boundaries. As 

shown in Figure 6, during evaporation, the temperature on the boundary keeps constant while 

increasing the water mass fraction. In those three methods, the constant temperature and 

constant vapor mass fraction is applied as the boundary condition, which results in a 

consistent profile between the temperature and the vapor mass fraction. 

T 

 

 

 

Figure 6.4 Temperature field and velocity vectors at different times for 2D droplet 

evaporation. 

For two cases having different thermal conductivities, the variation of the reduced square 

radius with time is plotted in Figure 6.7. The latter one is enough to state that the numerical 

results of the present multi-component LB model obey the D2 law - that is the square of the 
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droplet radius decreases linearly over time. Moreover, the evaporation rate shows linear 

dependently on the thermal conductivity linearly.  

In summary, the present multi-component multi-phase thermal pseudopotential LB model 

is capable of simulating the phase change problem in presence of NCG through several above 

validations. Droplet condensation in presence of NCG will be carried out next using the 

developed multi-component LB formulation. 

Wv 

Figure 6.5 Evolution of the water mass fraction and velocity vectors during 2D droplet 

evaporation. 
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Figure 6.6 Evaluation of the normalized temperature and water mass fraction across the 

centerline. (a) the normalized temperature; (b) the water mass fraction. 
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Figure 6.7 Normalized square of droplet radius versus evaporation time. 
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6.3.4 Single droplet condensation in presence of NCG 

Aiming to investigate the mechanism of dropwise condensation with the presence of NCG, 

the present multi-component multi-phase thermal pseudopotential LB model is employed to 

simulate single droplet condensation in the vapor-NCG mixture. Firstly, the NCG mass 

fraction and the sub-cooling are considered to study the influence of NCG on droplet 

generation and growth. Finally, the effect of contact angle is also studied.  

Effect of the NCG mass fraction and the sub-cooling 

Initially, the computational domain is filled by a mixture of vapor and NCG at the 

saturation temperature Tsat = 0.86Tc. The system has the length Lx = 400 l.u. and the height Ly 

= 200 l.u.. The periodic boundary condition is specified in the x-direction. Moreover, the non-

slip boundary condition [140] and the convective boundary condition [141] are employed for 

the bottom and top boundaries, respectively. At the center of the bottom wall, the clod spot 

(30 l.u.) having temperature Tw is appointed as the nucleation site. The temperature for all 

boundaries is fixed at T = 0.86Tc, except the cold spot where the sub-cooling for condensation 

is ∆T = Tsat – Tw. The computational domain and the boundary conditions are illustrated in 

Figure 6.8. Furthermore, the thermal conductivity for the whole domain is chosen as λ = ρcvχ 

with cv = 3.0 and χ = 0.05. The kinematic viscosity is ν = 0.1. In studying the effect of the 

NCG mass fraction and the sub-cooling, the prescribed contact angle is chosen as θa 
w = 90°.  

 

Figure 6.8 Sketch of droplet condensation with NCG on a cold spot (the blue line on the 

bottom wall). 

Firstly, the condensation process at the sub-cooling ∆T = 0.19Tc and NCG mass fraction 

WNCG = 1% is simulated. In Figure 6.9, we give the density distribution of two components 

and the temperature at the condensation time t = 30 000δt. The semi-circular black line 

defines the droplet profile. Due to condensation of the water component, an isolated water 

droplet is formed at the cold spot. The Marangoni flow within the droplet and the suction flow 

outside the droplet are clearly presented by the streamlines. From the density profile of the 

NCG component in Figure 6.9(b), we can find a density gradient in the surroundings of the 

droplet as well as the accumulation layer of the NCG component. This is because that the 

NCG component cannot be dissolved in the liquid water when the phase change of the vapor 

occurs at the interface with the coming vapor-NCG mixture.  
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 (a) 

  
 (b) 

  
   (c) 

Figure 6.9 Droplet condensation with NCG on a plate at ∆T = 0.19Tc, WNCG = 1%, t = 30 

000δt. (a) the density distribution for water component; (b) the density distribution for NCG 

component; (c) the temperature profile. 

Furthermore, more attentions should be given to the smaller NCG density region within the 

droplet which is corresponding to the immiscible effect between water and the NCG 

components. The droplet is generated because of condensation and is not initially placed at 

the bottom wall. Therefore, the immiscible effect (the smaller NCG density region) is 

automatically resulted by the repulsive interaction force between two components by Eq. 

(6.12). The temperature gradient between the droplet surface and the cold spot is the driving 

force for heat transfer which leads to the temperature profile inside the droplet. The 

temperature profile following the droplet shape is due to the larger thermal conductivity of the 
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water droplet.  

On the other hand, a thin layer of higher temperatures is formed around the droplet. This 

region indicates the existence of the temperature jump between the environment and the 

droplet, though it is meaningless to define the interface temperature for the diffusion interface 

method. The latent heat released by phase change is such that the higher temperature region is 

formed. The physical reason for the temperature jump adjacent to the interface is discussed by 

Young [50] on molecular level. Outside this region, a minor temperature gradient from the 

surroundings towards the droplet surface is found corresponding to the saturated-temperature 

gradient. This is caused by the decreased gradient of the saturated-vapor density due to 

condensation. In the present work, the vapor contains small amounts of NCG so that the 

temperature gradient is very small. In order to make the temperature intuitive, the temperature 

variation of the centerline across the droplet from the top boundary to the bottom wall is 

plotted in Figure 6.10. The dotted line indicates the location of the droplet surface. 
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Figure 6.10 Temperature variation along the centerline of the bottom wall. 

For droplet condensation, we care more about the diffusion process of vapor from the 

environment towards the interface and the heat transfer performance. Next, we will turn the 

attention to the vapor mass fraction profile, the growth process of droplet and the heat flux at 

different NCG mass fractions and levels of sub-cooling.  

As an important aspect, the heat flux can directly reflect the influence of NCG on 

condensation heat transfer. Here, the influences of NCG mass fraction and sub-cooling on the 

heat flux are investigated as shown in Figure 6.11. Figure 6.11(a) plots the variation of the 

average heat flux on the cold spot with time at different NCG mass fractions. Droplet 

condensation in the pure vapor with WNCG = 0% is simulated using the LB model from our 

previous LB model [124]. Even adding the NCG component, the tendency of the averaged 

heat flux during condensation is also following that in the pure-vapor case. Some waiting time 

is always necessary before onset of condensation. The lower insert plot indicates that the 

presence of NCG increases the waiting time before nucleation. This tendency is caused by the 
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fact that the position of some vapor clusters is occupied by NCG molecules. During 

nucleation and early condensation, the heat flux is noticeably decreased by the NCG 

component. The reduction effect is enhanced with increasing the NCG amount. The reason is 

that in the early stage the conduction resistance of the droplet is very small and adding the 

NCG component induces the diffusion resistance. We can conclude that the diffusion 

resistance is significant comparing with the small conduction resistance in the early stage. 

Interestingly, the NCG has a minor reduction effect for the heat transfer of droplet 

condensation when the droplet is grown to the large size, as shown in the upper insert plot. 

This is because that the condensation resistance is more duo to the conduction resistance for 

large sized droplets. In this work, we just consider to addition of small concentrations of 

NCG, which corresponds to a small diffusion resistance. Thus the effect of the diffusion 

resistance will be minor when compared with the higher conduction resistance for larger 

droplets. Based on our results, the influence of small amounts of NCG on droplet 

condensation heat transfer is significantly difference with that in reference [119]. In reference 

[119], the heat flux in the whole stage of droplet condensation is seriously reduced by the 

non-condensable component even at small amount. Here, our conclusion is that the presence 

of NCG significantly reduces the heat transfer of droplet condensation in early condensation, 

while for the larger droplets the influence of NCG is depending on the amount of NCG. 

Therefore, the reduction effect of the NCG component for droplet condensation heat transfer 

depends on the growth stage and the NCG amount. For dropwise condensation on a cold 

substrate, the experiments indicate that even small amounts of NCG can significantly decrease 

its heat transfer coefficient. The present results give the explanations that adding non-

condensable components seriously decreases the heat flux for the early stage of condensation, 

which contributes the main heat transfer performance for dropwise condensation. Figure 

6.11(b) gives the effect of sub-cooling. Out of questions, the wall sub-cooling has an 

enhancing effect for heat transfer in droplet condensation in presence of NCG. And higher 

sub-cooling decreases the waiting time of nucleation, as well as the advancing condensation.  

On the other hand, the variation of the droplet radius with time, which can reflect the 

droplet growth rate during condensation, is plotted in Figure 6.12. Both, the NCG mass 

fraction and the wall sub-cooling are considered. The experimental and theoretical 

investigations have revealed that the isolated droplet radius during condensation obeys the 

power law R = a*tb [146, 147], where the pre-factor a and exponent b control the droplet 

growth rate. The growth rate can be determined by the derivation of the power law function 

dR/dt = a*b*tb-1. Thus, the numerical results are fitted using the power law, as shown in 

Figure 6.12. From Figure 6.12(a), the exponent b is increased with adding the NCG 

component and increasing the NCG amount. However, the pre-factor a presents an opposite 

tendency compared with the exponent b. The effect of NCG on the parameters a and b gives 

the growth rate which can be determined by the derivation of the fitted power law function. 

Increasing the wall sub-cooling also results in the opposite effect for the parameters a and b, 

as seen from Figure 6.12(b). 
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Figure 6.11 The average heat flux over the whole cold spot versus the condensation time. (a) 

the effect of the NCG mass fraction at ∆T = 0.19Tc; (b) the sub-cooling effect at WNCG=1%. 

In order to analyze the accumulation effect of NCG qualitatively, Figure 6.13 presents the 

mass fraction distribution of the water component during condensation. The left and right 

sides show the results at WNCG = 0.5% and WNCG = 1.0%. The profile of the water mass 

fraction is corresponding to the NCG mass fraction distribution. The red region having the 

water mass fraction close to 1.0 represents the liquid droplet which has a small quantity of 

NCG inside. The lower mass fraction of the water component reflects the accumulation effect 

of the NCG component neighboring the droplet surface. Through the formed concentration 

layer, the density gradient derives the mass transfer of vapor from the surroundings to the 

interface, while the NCG component diffuses far away from the interface. For an isolated 

droplet on the plane, the profile of the concentration boundary layer presents a radial 

diffusion. With growing of the droplet, the NCG accumulation effect becomes weakened due 

to the reduced condensation rate. Furthermore, the concentration boundary layer is enlarged 

as more and more vapor components condensate on the interface and the NCG component 

diffuses to the surrounding. The extended conclusion is that the mass transfer of the vapor and 
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NCG will reach an equilibrium state. These results from Figure 6.13 are consistent with our 

former discussions about the average heat flux. 
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Figure 6.12 Condensation droplet radius with time. (a) the effect of the NCG mass fraction at 

∆T = 0.19Tc; (b) the sub-cooling effect at WNCG = 1%. 

According to the results and discussions in Figure 6.11 and Figure 6.13, the mechanism for 

droplet condensation considering NCG is carried out. During nucleation and early growth, the 

diffusion resistance is dominant as the barrier of condensation. Thus, the heat transfer is 

noticeably weakened by adding the NCG component even at a small amount. A strong 

accumulation effect of NCG (small density gradient) is caused because of the fast 

condensation. With the condensation going on, the growing droplet marks an increased 

conduction resistance of the droplet. The proportion of the conduction and diffusion 

resistances is changed; nevertheless, the proportion is also depended on the NCG amount. For 

the small amount of NCG in the present work having a small diffusion resistance, the 

conduction resistance significantly controls the condensation rate for the larger sized droplet. 

In this stage, a smaller density gradient is due to weak condensation. 
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Wv 

Figure 6.13 The distribution of the mass fraction of the water component during condensation 

at WNCG = 0.5% (left side) and WNCG = 1.0% (right side). 

Effect of the contact angle 

In this section, the contact angle effect is considered for droplet condensation. At a certain 

wall sub-cooling, Figure 6.14 gives the average heat flux at droplet condensation with and 

without a NCG component at different contact angles. Figure 6.14(a) and Figure 6.14(b) 

indicate clearly that the wettability does have the same influence for droplet condensation 

with and without a non-condensable component. The larger contact angle slightly increases 

the waiting time for nucleation. Significantly, no matter adding the NCG component or not, 

the heat transfer of droplet condensation is enhanced by the hydrophilic substrate rather than 

the hydrophobic one, particularly in the early stage of condensation. This phenomenon is 

resulted by the combined action of the droplet height and base which control conduction 
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resistance and heat transfer area, respectively.  
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Figure 6.14 Evaluation of the average heat flux at different contact angles and ∆T = 0.19Tc. (a) 

the pure vapor; (b) the NCG mass fraction WNCG = 1%. 

On the other hand, the evaluation of the power law for the droplet growth rate at different 

contact angles is investigated. Corresponding to Figure 6.14, the droplet radius over time is 

plotted in Figure 6.15 for different contact angles. The slope of the fitting line which is the 

derivation of the power law function represents the growth rate of the droplet. The effect of 

the contact angle on the droplet growth rate follows that of the heat flux.  

For the fitted power law function, the pre-factor a and the exponent b are important in 

controlling the growth rate. Accordingly, the fitting coefficients a and b at different contact 

angles and NCG mass fractions are summarized in Table 6.1. Using the fitting coefficient, the 

droplet growth rate at different conditions can be evaluated mathematically. Furthermore, the 

waiting time for nucleation can be also included into the power law function. In the present 

study, the factor for the waiting time is neglected because of the short waiting time.  
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Figure 6.15 Evaluation of the power law for the droplet growth rate during condensation at 

different contact angles and ∆T = 0.19Tc. (a) the pure vapor; (b) the NCG mass fraction WNCG 

= 1%. 

Turning to the accumulation effect of the non-condensable component, Figure 6.16 presents 

the distribution of the mass fraction of the water component for different contact angles and 

two WNCG. Combining the results for θa 
w = 90° in Figure 6.13, we can investigate the influence 

of the contact angle on the accumulation effect of the NCG component. Naturally, we do not 

care about the NCG distribution within the droplet. It is clear that the contact angle has a 

serious influence for the NCG accumulation around the interface. For θa 
w  = 70°, the non-

condensable component prefers to accumulate on the top of the droplet. However, a strong 

accumulation is observed at the corners adjacent to the wall for θa 
w  = 110°. These different 

accumulation effect are attributed to the dynamic behavior of the contact line in different 

contact angles. With growing of the droplet, the contact angle deviates from the equilibrium 

contact angle causing an unbalanced force toward outside which leads to the contact line 

motion for reaching the equilibrium contact angle. This phenomenon is the dynamic behavior 

of the contact line during droplet condensation at the mode of the constant contact angle. 
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More details about this phenomenon can be found in references [148-149]. Comparing with 

the bigger contact angle, the smaller contact angle brings a more strong dynamic behavior of 

the contact line. The motion of the contact line will introduce an extrusion effect for the 

mixture at the corners, thus influencing the mass transfer of NCG around the droplet. 

Table 6.1 Power law, 0.19Tc. 

WNCG 
θa 

w = 70° θa 
w = 90° θa 

w = 110° 
a b a b a b 

0.0% 0.5493 0.3527 0.6304 0.3250 0.5847 0.3222 
0.5% 0.5180 0.3527 0.5950 0.3260 0.5237 0.3284 
1.0% 0.4893 0.3531 0.5720 0.3257 0.4629 0.3359 

 

Wv 

Figure 6.16 The distribution of the mass fraction of the water component in two contact 

angles for the NCG mass fraction WNCG = 0.5% (left side) and WNCG = 1.0% (right side), ∆T = 

0.19Tc, t =500 00δt.  

In practice, the distance between the contact point and the droplet center denotes the radius. 

Consequently, the contact line movement can be evaluated by the droplet growth rate during 

the time. In above, we have concluded that the droplet radius is a power law function of the 

condensation time R = a*tb. After fitting, the parameters a and b under different conditions 

have been listed in Table 6.1. In order to clarify the dynamic behavior of the contact line in 

different contact angle, the droplet growth rate (dR/dt) versus the considering time is plotted 

in Figure 6.17 at WNCG = 1% and ∆T = 0.19Tc. The growth rates at different contact angles 
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demonstrate intuitively the relationship between the contact line dynamics and the contact 

angles discussed above.  

In conclusion, the strong dynamic behavior of the smaller contact angle during droplet 

condensation enhances the mass transfer of the NCG component far away from the interface, 

i.e. attenuating the NCG accumulation. 
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Figure 6.17 The evaluation of the contact line dynamics in different contact angles by the 

droplet growth rate at WNCG = 1% and ∆T = 0.19Tc.  

6.4 Conclusions 

Trying to simulate dropwise condensation considering the non-condensable component, a 

multi-component multi-phase thermal pseudopotential lattice Boltzmann method is developed 

in realizing the stable and viscosity-independent physical results. After validation of this 

method using several numerical benchmarks, numerical simulation for single droplet 

condensation with non-condensable gas is carried out including the effects of mass fraction of 

non-condensable component and contact angle.  

During droplet condensation, the heat transfer in the nucleation and early stage is seriously 

reduced by the non-condensable gas. For the large size droplet, the small amount of non-

condensable gas brings a weak reduction for the condensation heat transfer. The waiting time 

of nucleation is increased with the amount of non-condensable component increasing. The 

influence of the non-condensable gas for the heat transfer of droplet condensation is depended 

on the growth stage and the amount of the non-condensable gas. 

The smaller contact angle having more strong dynamic behavior of the contact line will 

promote the mass transfer of non-condensable component far away from the corner near the 

wall. As expected, the heat transfer of droplet condensation in the presence of non-

condensable gas or not can be enhanced by the hydrophilic substrate rather than the 

hydrophobic substrate.  
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Chapter 7 Summary and Future work 

7.1 Summary 

In the present thesis, dropwise condensation in case of NCG is both experimentally and 

numerically investigated. A series of vital aspects are evaluated after concerning NCG. 

Correspondingly, Mechanistic understanding is also released on the basis of this work.  

In the experimental investigations, dropwise condensation experiments are performed at a 

constant relative humidity and different sets of bulk flow velocity and sub-cooling degree. 

Using the microscope camera, the defined droplet size distribution density declares that the 

droplet distribution during dropwise condensation is a steady state in statistic. In addition, it is 

observed that the droplet growth rate is not depended on its size uniquely. The local depletion 

of the vapor concentration field resulted by neighbors (i.e. the interaction effects between 

droplets) is testified by the present experiments. Notable that the forced convection even at a 

quite low level should be regarded as a vital factor for promoting dropwise condensation in 

case of NCG.  

With the object of modeling dropwise condensation, parts of the thesis are dedicated to the 

modeling method for the case of several vital aspect. The overarching issue is the coupled 

heat and mass transfer during droplet condensation. For that, an isolated droplet growth model, 

which incorporates three regions (the continuum region, the Knudsen layer and the region of 

liquid droplet) by matching the mass flow and energy flow rates, is developed to evaluate the 

droplet growth rate. However, a crucial parameter the accommodation coefficient is 

introduced by the Knudsen layer for considering the multi-scale feature of droplet size. 

Considering the dispute definition for the accommodation coefficient, a simplified model is 

correspondingly presented. Different models with different considered resistances are 

compared together including the droplet growth model for the case of pure steam. The 

quantitative growth rates demonstrate that for single droplet the case of pure steam is reduced 

more than one order by the vapor diffusion resistance. Hence, the induced diffusion resistance 

is a key factor for the decrements in heat transfer.  

Further, as another important factor, the interaction effects between droplets must be 

considered to correct the growth rate from the isolated droplet growth model. For capturing 

the strong interaction during dropwise condensation, the DPSM method is creatively proposed. 

The correction factor reflecting the interaction intensity can be determined and favorable to 

correct the results of the isolated form growth model. It is notably shown through the 

predictions for some droplet distributions that the reduction of the growth rate by the 

interaction effects can be rated as dramatic comparing with the effect of the diffusion 

resistance. For the droplets smaller than 10 m, the growth rate can be decreased up to three 
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orders thanks to the interaction effect of droplets. In comparison, the big droplets suffer a 

relatively weaker interaction. Actually, the interaction effects between droplets are strongly 

depended on the size and spatial distributions of droplets. To sum it up, for the interaction 

effects between droplets, the generality on the whole coexists with the personality as an 

independent individual.  

Considering the influence of convective mass transfer for droplet growth rate, the droplet 

Sherwood number as another correction factor is also included by an empirical correlation. 

The enhancement effects of convective mass transfer present great difference for different 

size droplets. It is found that the increment of the condensation rate can be up to 10 times for 

big droplets. For small droplets, the enhancement effect can be overlooked.  

Withal, not to forget that the interaction effects of droplets are sensitive to the droplet size 

and spatial distributions. Therefore, a numerical algorithm reflecting the droplet dynamics 

behaviors is developed to re-construct the droplet distribution over the substrate. The 

developed numerical algorithm is quantitatively and qualitatively evaluated by the 

experimental results for the case of droplet dynamics characteristics. Finally, taking the 

simulated droplet distribution, the condensation behaviors of droplets are predicted by 

combining all aspects. The growth rates of all droplets from the isolated droplet growth model 

is corrected by the correction factors related to the interaction effects between each others and 

their Sherwood number corresponding to the enhancement effect of convective mass transfer. 

The predicted results including single droplet growth rate and the overall heat flux all keep a 

good agreement with the measured data. It is no doubt that the current modeling idea is robust 

and applicable to predict heat and mass transfer driven dropwise condensation in the presence 

of NCG.  

Significantly, this thesis highlights the mechanistic understanding on the influence of NCG 

for dropwise condensation. Firstly, the NCG induces the vapor diffusion resistance which 

seriously slows down the droplet condensation rate. But more important, the blocking effects 

of neighboring droplets for the vapor diffusion is another significantly negative factor for 

condensation. Conversely, convection (natural and forced convention) can be seen as an 

enhancing factor due to the case of convective mass transfer. However, the blocking effects 

between droplets and convective mass transfer turn in favor of big droplets from the point of 

heat transfer. As a consequence, different with the case of pure steam, heat transfer of 

dropwise condensation with the presence of NCG is primarily dedicated by the quite big 

droplets.  

Aiming to advance the direct numerical simulation for dropwise condensation, a multi-

component multi-phase thermal pseudopotential-based LB model is developed to simulate 

droplet condensation. Due to the limitation of the model, only small mass fraction of non-

condensable component and one droplet are considered in simulation. Nevertheless, some 

significant results are provided. Droplet condensation is simulated starting from nucleation 

and the waiting time of nucleation is increased with adding non-condensable component. In 

addition, the influence of NCG for heat transfer of droplet condensation is depended on both 



7. Summary and future work 

111 

the growth stage and its amount. In case of the isolated form, the droplet growth can be 

evaluated by the power law. Investigations of different contact angles demonstrate that the 

smaller contact angle having strong dynamic behavior of the contact line will promote mass 

transfer of NCG far away from the corner near the wall. From this point, heat transfer of 

droplet condensation considering NCG can be enhanced by the hydrophilic substrate rather 

than the hydrophobic substrate.  

7.2 Future work 

Knowing the fact that the NCG is key factor for dropwise condensation heat transfer, it is 

still necessary to investigate the basic mechanism of droplet condensation with the presence 

of NCG using different methods. Firstly, the thermal conduction resistance inside the droplet 

and the diffusion resistance of vapor outside the droplet should be figured out more details in 

the forthcoming future work. Secondly, as the enhancement effect of convective mass transfer, 

it can be possible to improve the blocking effect of neighbors for vapor diffusion. On the 

other hand, there is no doubt that the present developed isolated growth model with a proper 

accommodation coefficient can accurately describe the droplet growth in case of NCG. Due to 

the complexity of the corresponding physical mechanisms and the limitation of measurement 

technology, the accommodation coefficient in the presence of NCG is still a subject of dispute. 

An exact definition of the accommodation coefficient is necessary in future. Further, DPSM 

in predicting the interaction effects of droplets is expensive in time, which limits the solution 

in each time step. It is heuristic that we found the interaction effects of droplets having 

generality on the whole. Accordingly, it is desired that in future a kind of correlation can be 

found based on the prediction of DPSM. From numerical simulation, significant efforts are 

still required to improve the multi-component pseudopotential LB method theoretically in 

future. And the present developed LB method need to be extended in 3D and parallel 

computation. There have been other methods to study the vapor diffusion in the interfacial 

region such as the molecular dynamics simulation that can be implemented into the future 

work. And the molecular dynamics simulation can be applied to investigate condensation 

mechanism from the molecular level. 
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Appendix A: Uncertainty analysis 

The uncertainty analysis is carried out according to the guide to the expression of 

uncertainty in measurement (GUM) [33]. The heat flux through the block sensor is calculated 

using the measured value: 

 * *
t s fs bs sq k T T                                                    (A.1) 

The uncertainty in heat flux by Eq. (A1) can be calculated by: 

         2 222 2

fs fs bs bsq k k T T T Tu c u c u c u c u c u                                  (A.2) 

with the sensitivity coefficients c for different variables: 

 * *
k t s fs bs sc q k T T                                                         (A.3) 

 * * 2
t s s fs bs sc q k T T                                                        (A.4) 

 * *
t s fs bs sc q k T T                                                          (A.5) 

*

fsT t fs s sc q T k                                                              (A.6) 

*

bsT t bs s sc q T k                                                             (A.7) 

These sensitivity coefficients defined the partial derivatives describe how the output estimate 

varies with changes in the values of the input estimates. The mean temperature at front and 

back side from the thermocouple readings can be seen as a Type A uncertainty. The 

uncertainty for the thickness δs is considered zero. The thermal conductivity ks and the 

correction factor γ are considered as Type B uncertainty are estimated with the accuracy ±2.0 

W m-1 K-1 and ±0.1, respectively. Table A.1 lists the relative fractional uncertainties for all 

measured values. Considering a coverage factor 2, the relative expanded uncertainties of the 

overall heat flux for convection and condensation experiments are located in a range 6.9%-

10.6% and 14.5%-17.0%. 

Table A.1 The relative fractional uncertainties. 

Input variable Type Uncertainty u (%) 

Thermal conductivity ks B 2.9 

Correction factor γ B 5.8 

Front side temperature T* 
fs A 0.025-1.2 

Back side temperature T* 
bs A 0.012-0.37 
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Appendix B: The incoming and outing mas flow rate of vapor molecules  

The droplet itself is supposed to be in internal equilibrium. Finally, all molecules 

evaporating and reflecting from the droplet surface are considered having a Maxwellian 

velocity distribution with the temperature Tds. The velocity distributions of vapor molecules 

are specified as follows: 

 

2 2 2
,

3 2 exp
22

rv ds
v

v dsv ds

f
R TR T

   




        
    

                                  (B1) 

where (βr, βξ, β) are the velocity components of vapor molecules in the spherical coordinate 

system (r, ξ, ). The outgoing mass flow rate of vapor from the droplet surface can be 

calculated using the integration of the Maxwellian velocity distribution over the hemispherical 

surface of droplet: 

   
0

,
2 22 1 co 2 2s 1 cosv r v ds vr dv ds v sm R f d d R R T Rd T          

  

 
 

      (B2) 

However, the vapor in the continuum region outside the Knudsen layer is in a non-

equilibrium state, and hence the Maxwellian velocity distribution for the equilibrium state 

cannot be well approximated for the molecules velocity distribution. As a good representation 

of the real molecules velocity distribution, a much better approximation in continuum region 

is the Grad distribution, which can also work at the interface i between the Knudsen layer and 

the continuum region. When the Knudsen layer is considered as a collision-free zone, the 

molecules velocity distribution arriving at the droplet surface corresponds to that at the 

interface. Thus, the velocity distribution of incoming molecules at the droplet surface can be 

written as the Grad distribution function: 
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   (B3) 

where ub,i is the bulk velocity, vv,i is the diffusive velocity of vapor, qv,i is the contribution of 

the vapor molecules for the radial heat flux. Likewise, the incoming mass flow rate of vapor 

at the droplet surface can be got by substituting Eq. (B3). The final form is obtained using 

some assumption and approximation, and the total mass flow rate m: 
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Appendix C: GPBiCG algorithm 

A general linear system is written as: 

  Ax b                                                               (C1) 

where the coefficient matrix A is an square matrix, b and x are a column vector with same 

order. The GPBiCG algorithm as an iterative method is developed to solve a non-symmetric 

linear system [76-78]. The algorithm is proceeding below [76-78]: 

1:  let r0 be an initial guess, and take r0 = b-Ax here 

2:  chose a arbitrary vector r* such that (r*, r0) ≠ 0, e.g. r*=r0  

3:  other vectors and scalars using next is initialized with zero vector and constant zero 

4:  for k=1, 2, …, until || rk|| ≤ tol 

5:       1 1 1k k k k k     p r p u ; k kq Ap  

6:      
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10:         k k ku q  
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12:         1k k k k  r t s  

13:     else 
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16:          1 1 1k k k k k k k k       u q t r u  

17:         1 1k k k k k k k     z r z u  

18:         1k k k k k k    r t y s  

19:     end if 
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20:    
 
 
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kk
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
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21:    1k k k k k   x x p z  

22:    1k k k k  w s q  

23: end 

In the algorithm, the small bolds mean the vector, the big bolds represent the matrix, the 

Greek symbols are the scalar. Here the convergence criterion is less than tol=1e-5 of the 

residual ||rk||. Moreover, notation (x, y) denotes the inner product of two vectors. The 

computing cost for the inner product of vectors can be ignored comparing with matrix-vector 

multiplication. Therefore, only the matrix-vector multiplication (namely the computation for q 

and s) is paralleled in our program. The above symbols in this subsection are just suitable to 

illustrate the solution of a linear system.  
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Appendix D: Additional figures for the prediction of the interaction effects 

 
 

 

Figure D-1 Prediction of the interaction effects between droplets for the experimentally 

detected droplet distribution: Case E1. 
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Figure D-2 Prediction of the interaction effects between droplets for the experimentally 

detected droplet distribution: Case E2. 
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Figure D-3 Prediction of the interaction effects between droplets for the experimentally 

detected droplet distribution: Case E3. 
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Figure D-4 The predicted correction factors of droplets with respect to its radius. 



 

121 

 
 

10 100 1000

1E-3

0.01

0.1 Line 2

C
or

re
ct

io
n 

fa
ct

or
 (
)

R(m)

Line 1

 

Figure D-5 Prediction of the interaction effects between droplets for the simulated droplet 

distribution: Case S1. 
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Figure D-6 Prediction of the interaction effects between droplets for the simulated droplet 

distribution: Case S2. 
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Figure D-7 Prediction of the interaction effects between droplets for the simulated droplet 

distribution: Case S3. 
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