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Time-optimum parallel binary address setting

algorithms for array processors
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Department of Applied Electronic Engineering
Faculty of Engineering
Osaka Electro-Communication University

18-8, Hatsu-cho, Neyagawa-shi, 572, Japan

Abstract Two time-optimum = parallel binary address setting algorithms,

both suitable for VLSI implementations on array processors, are presented.

One is a pipelined method and the other is a parallel binary division
method which is based on the firing squad synchronization algorithm in the
cellular automata theory. They are represented by the cellular logics and
their time complexities for n processors are n - 1 + [logzn] and 2n - 1

steps, respectively. Our algorithms are time-optimum ones in different

situations, respectively.

1. Introduction

With the recent developments of VLSI technology it becomes possible to
design and construct special- or general-purpose VLSI-based parallel

cellular computers with reasonable costs[3], [8].
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In this paper we consider an address setting problem on cellular
computers, consisting of many identical processors each with its own
address. The concept of processor address in the parallel computer
architecture sometimes plays an important role in the design of parallel
algorithms, such as for SIMD-type parallel computers. The problem
considered in this paper was originally proposed in the study of conversion
of parallel algorithms from the SIMD-type to the MISD[1]. But this problem
will be useful for the future general-purpose VLSI-based parallel computers
and is interesting in its own right from a theoretical point of view.

The organization of this paper is as follows. Section 2 defines the
address setting problem. In section 3 two time-optimum parallel binary
address setting schemes, both suitable for VLSI implementations on array
processors, are presented. One is a. pipelined scheme and the other is a
parallel binary recursive division scheme which is based on the firing
squad synchronization technique in the cellular automata theory[2], [4],
[6]. They are represented by the cellular logics. . For n processors, the
former requires n - 1 + [1og2n] steps, and the latter requires 2n - 1
steps, respectively. Both of them are time-optimum algorithms in different

situations. The conclusion is presented in the last section 4.
2 The Address Setting Problem

Consider a cellular computer M, consisting of identical n processors,
where n = 2" for some integer m. See Fig.l. Each processor is referred to
as a cell, denoted by Ci(O <i<n-1). As is shown in Fig.l, M is used as

an attached processor of a host computer. Each cell Ci( 1 <i<n-2) is

Array Processors
P,

CZ o o e e Cn-z Cn-]

Host
Computer

Fig.1 Illustration of an attached cellular computer.
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uniformly connected to Ci—l and Ci+1 and can communicate directly with each
other in one step. C0 and Cn—l act as end cells, each connected to C1 and
Cn—2’ respectively.

Each cell is composed of a finite number of finite registers and an
address register Ra. The internal state of Ci at step t, denoted by S;’
means the content of all registers in Ci at step t, where t > 0.

At time t=0 the host computer gives an activating signal to M via C

0

Each cell is in quiescent state until the activating signal reaches the
A, . 3 . .

cell. A local transition fumction 6§ : Q° > Q, which is common to all

cells, determines the next state of Ci from the local informations such

X + . .
that S; 1_ § ( S;—l’ si, S§+l ), where Q is the set of internal states, t
. t+1 t+1
>0, and 1 <1 <n- 2. The states S0 and s,-1 are determined from the
host computer st and st and st and s respectivel
P ’ 0’ 1 n-2 n-1’° P vely.

The address setting problem on M is to design the local transition
function § of M so that the Ra in Ci contains the binary representation of
i, where 0 £ i < n - 1. We place the following restrictions on this

problem from an automata-theoretic consideration.

Basic Restrictions:

Al § is independent of n.
A2 Each Ra has at least m = [logzn] compartments, each capable of

dl"""’ d

holding 1 bit. They are denoted by d m-1"""

>
according to the lowest digit order. °
The content of the j-th digit of Ra in Ci at step t is
represented by dg(i).

A3 1Initially all Ra's are set to "zero", that is, dg(i) = "o", for.
any i and j.

A4 At most one digit can be altered in one step from "zero" to "one"
in each Ra.

A5 The Ra is non-erasable, except for dm—l’ ‘

A6 Each cell must print explicitly the symbol "#" on the highest
digit dm—
the cell.

1 to denote the completion of the address setting in

3 Optimum Address Setting Algorithms
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Two time-—optimum parallel address setting schemes are presented. Our
algorithms are represented by the wavefront notation, which has been a
useful tool for describing cellular automata algorithms[2], [4], [6] and
is recently made effective use of in the design of VLSI cellular
computers[7]. The readers can easily obtain the local transition function
from an algorithm described by the wavefront notation.

In addition to the basic restrictions in the previous section, we

consider the problem on the following assumptions.

Optional Assumptions:

- Bl The transition function is restricted to the left-to-right
. . +
one-way information flow, that is, sz 1 S( SE 1 S; ).
B2 Two-way information flow.

B3 Each Ra has a special marking on the exact [1og2n] compartments.

We first propose an addressing scheme, referred to as pipelined
addressing scheme(ver.l), based on Ai, i = 1, 2, .., 6, Bl, and B3

assumptions.
[Pipelined Addressing Scheme Ver.l]

(Algorithm) In this scheme an address is set from the lowest digit in
each cell. From time t=1, CO generates repeatedly m waves, denoted by wj,
j=0, 1, 2, ,m - 1, at the rate of one-wave/one-step. Each wave
propagates in the right direction at one-cell/one-step speed. The j-th
wave w. sets the j-th digit of Ra to "zero" or '"one" according the
following rule given below.
The first wave v setS'dO to "zero" or "one", alternatively, in each
cell, that is, for each i such that 0 £ i <n -1,
0, i is even,
ast@y =
1, 1 is odd.
The succeeding waves set dj in CO to "zero" such that d§+l(0) = 0. The
j-th wave sets dj in Ci at step t = j + i + 1 from the following pre-set

values of C. and C, such that
i-1 i



P T t-1,, = t N
dj(l—l), if dj_l(l—l) =1 and dj_l(l) = 0,

(=9
~
e
~
It

d§(i—l), otherwise

where 1 < j<m-1,1<i<n-1,t=1+j, and X denotes the complement
of x in { 0, 1 }. 1In this settingz das of the first'Zj cells are set to
"zero" and those of the next 27 cells are set to "one" by T These
settings are repeated alternatively to the right end.

The wave generation can be stopped by C0 at time t = [logzn] +.1,

since CO detects the time t = [logzn] on the assumption B3. The last wave

LA completes the address setting of M at time t = n - 1 + [logzn].
The scheme presented here is a time—optimum one in the sense that the
activation of Cn—l and its address setting require n and [logzn] -1
steps, respectively.
The validity of our algorithm is easily obtained by the mathematical
induction on j. Fig.2 is an illustration of the pipelined addressing

scheme(ver.1l). Thus we get the following theorem. I

[Theorem 1] (Assumptions: Ai,i =1, 2,.., 6, Bl, B3)
The pipelined addressing scheme(ver.l) sets addresses ofhﬁ

processors inn - 1 + [logzn] steps, so in optimum time.

C C, « . .. ....C.,

t =10
1
t = 19 000 001 010 011 100 101 110 111 : 1 10 11 100 101 110 111

Fig.2 Pipelined addressing Fig.3 Pipelined addressing

scheme(ver.1). ' scheme(ver.2).
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[Pipelined Addressing Scheme Ver.2]

In our above scheme, we made a somewhat unnatural assumption B3 that
only C0 had an address register with specially-marked exact [1og2n]
compartments. It is shown that this assumption can be removed if we don't
require the scheme to make an explicit mark on the highest digit in each‘
cell. It is sufficient to change the wave generation places such that wj(l

£ j £ m-1) is generated by C k = 23, which is initiated by wj—l’ shown in

k,
Fig.3. At time t = n - 1 + [logzn] the address setting of M is
completed. ' .

Now the following theorem is established on the assumptions that Ai,

i=1, 2,.., 5, and Bl.

[Theorem 2] (Assumptions: Ai, i =1, 2,.., 5, Bl)
The pipelined addressing scheme(ver.2) sets addresses of n

processors inn - 1 + [logzn] steps, so in optimum time.

C [
(] -1
I - %o Co-1

ft=n-1

t =2n-2

= 2n-1 . . ) ‘
t=2n Fig.5 Wave propagation schene

Fig.4 Pipelined addressing in optimum firing squad

scheme(ver. 3). synchronization.
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[Pipelined Addressing Scheme Ver.3]

Next we consider the problem on the base of Ai, i = 1, 2,.., 6, and
B2. If we allow two-way information flows on the processors, a somewhat
modified method of ver.2 can set -the addresses of M, with satisfying A6.
Note that we don't require B3.

The places of the wave generations are the same as those of ver.2.
When LA gets to Cn—l’ Cn—l sends  out a left-propagating signal with
velocity one-cell/ one-step. This signal collides with the last wave Vo1
at time t = n - 1 + [1og2n]/2 on Ck’ where k = n - 1 - [logzn]/z. After
the collision the left-going signal sets the highest digit. for the cells

Ci’ 0<i<<mn-~-1 - [logz]/Z. For other cells, w sets the highest

m-1
digit. See Fig.4. This addressing scheme requires 2n - 1 steps. From our
assumptions it is clear that this setting scheme is time-optimum. il

The following theorem is derived.

[Theorem 3]  (Assumptions: Ai, i =1, 2,..., 6, B2)
The pipelined‘addressing scheme(ver.3) sets addresses of n

processors in 2n - 1 steps, so in optimum time.

In our schemes discussed above, the setting was begun from the lowest
digit in order in each cell. Next we present the secbnd addressing scheme
with two-way information flows, referred to as parallel binary division
addressing scheme, whose setting is begun from the highest digit in order
in each cell. This method is based on the famous firing squad
synchronization algorithm known as a method for synchronizing cellular
automatal[2], [4], [6]. We discusé the problem on the assumptions that Ai,

i=1, 2,.., 6, and B2,
[Parallel Binary Division Addressing Scheme]

(Algorithm) This scheme is based on the time-optimum firing squad
synchronization algorithm proposed by A. Wakaman[4] and R. Balzer[6].
Fig.5 shows the wave propagation in the cellular space which fires in
optimum time. The addresses are set by these waves from the uppermost

digits in each cell. At t =1 CO becomes the "general" cell and begins to

v



prepare firing. Our setting rule is the following simple one:
Left-to-right propagating waves, eXcept for the first propagating wave with
velocity one-cell/one-step generated by C0 at t=1, set the uppermost
un-preset digits to 'zero'". Right-to-left propagating waves set the
uppermost un-preset digits to "one" in each cell.

The address setting operations are completely finished at the time
when the firing occurs. Thus 2n - 1 steps are required. Our algorithm is
a time-optimum one, since C0 needs to receive the signal from Cn—l which is
activated at time t = n - 1. Note that our algorithm is valid for n = 2m,

m=0, 1, 2,..... . Fig.6 shows the setting scheme in the case n = 8. l

Then, we get the following theorem.

[Theorem 4] (Assumptions: Ai, i =1, 2,..., 6, B2)
The parallel binary division addressing scheme sets addresses

of n processors in 2n - 1 steps, so in optimum time.

C0 C1

5 55 888S

t =12 ----------.-*«

t = 14 :lt » ocoescew
00 01 10 11
t = 15 occaaa

000 001 010 011 100 | 101 110 111

Fig.6 Parallel binary division addressing scheme.

4. Conclusion

Two time-optimum parallel binary address setting schemes, both
suitable for VLSI implementations on array processors, are presented. One
is a pipelined method and the other is a parallel binary division method

which is based on the firing squad synchronization algorithm in the
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cellular automata theory. Their time complexities for n processors are n -
1 + [logzn] and 2n - 1 steps, respectively. Several extensions of our

discussions, such as to multi-dimefisional arrays, are easily obtained.
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