
 

 

저작자표시-비영리-변경금지 2.0 대한민국 

이용자는 아래의 조건을 따르는 경우에 한하여 자유롭게 

l 이 저작물을 복제, 배포, 전송, 전시, 공연 및 방송할 수 있습니다.  

다음과 같은 조건을 따라야 합니다: 

l 귀하는, 이 저작물의 재이용이나 배포의 경우, 이 저작물에 적용된 이용허락조건
을 명확하게 나타내어야 합니다.  

l 저작권자로부터 별도의 허가를 받으면 이러한 조건들은 적용되지 않습니다.  

저작권법에 따른 이용자의 권리는 위의 내용에 의하여 영향을 받지 않습니다. 

이것은 이용허락규약(Legal Code)을 이해하기 쉽게 요약한 것입니다.  

Disclaimer  

  

  

저작자표시. 귀하는 원저작자를 표시하여야 합니다. 

비영리. 귀하는 이 저작물을 영리 목적으로 이용할 수 없습니다. 

변경금지. 귀하는 이 저작물을 개작, 변형 또는 가공할 수 없습니다. 

http://creativecommons.org/licenses/by-nc-nd/2.0/kr/legalcode
http://creativecommons.org/licenses/by-nc-nd/2.0/kr/


Master's Thesis 

 

 

 

Augmenting Information Propagation Models with 

Graph Neural Networks 

 

 

 

 

 

 

 

 

 

 

 

Wonjun Hwang 

 

Department of Computer Science and Engineering 
 

 

 

 

Ulsan National Institute of Science and Technology 

 

2021 



 

 

Augmenting Information Propagation Models with 

Graph Neural Networks 

 

 

 

 

 

 

 

 

 

Wonjun Hwang 

 

 

 

 

 

 

 

Department of Computer Science and Engineering 

 

 

Ulsan National Institute of Science and Technology 

 



 

Augmenting Information Propagation Models with 

Graph Neural Networks 

 

 

 

 

 

 

 

 

 

A thesis/dissertation submitted to  

Ulsan National Institute of Science and Technology 

in partial fulfillment of the 

requirements for the degree of 

Master of Science 

 

 

 

 

 

Wonjun Hwang 

 

 

 

12/18/2021 

Approved by 

_________________________ 

Advisor 

Youngbin Im 

 



 

Augmenting Information Propagation Models with 

Graph Neural Networks 

 

Wonjun Hwang 

 

This certifies that the thesis/dissertation of Wonjun Hwang is approved. 

 

12/18/2021 

 

                     

Signature 

 

 ___________________________ 

Advisor: Youngbin Im 

 

Signature 

 

___________________________ 

typed name: Kyunghan Lee 

 

Signature 

 

 ___________________________ 

typed name: Hyoil Kim 

 

Signature 

 

 

 

 

 

 

 



 

Abstract 

 

Conventional epidemic models are limited in their ability to capture the dynamics of real world 

epidemics in a sense that they either place restrictions on the models such as their topology and contact 

process for mathematical tractability, or focus only on the average global behavior, which lacks details 

for further analysis. We propose a novel modeling approach that augments the conventional epidemic 

models using Graph Neural Networks to improve their expressive power while preserving the useful 

mathematical structures. Simulation results show that our proposed model can predict spread times in 

both node-level and network-wide perspectives with high accuracy having median relative errors below 

15% for a wide range of scenarios.  
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Introduction and Related Works 

 

Prior works on epidemic models often place restrictions on the distribution of the contact patterns 

between the restrictions on the distribution of the contact patterns between the nodes and the topology 

of the network for mathematical tractability.  

For example, prior works on epidemic modeling such as [8],[10] fails to go beyond average behavior 

and even the attempts to give relatively precise predictions [1] places Markovian assumptions on inter-

contact processes along with topological restrictions. 

Such restrictions prevent epidemic models from accurately modeling the real-world epidemics. For 

example, if the infection is quarantined and through the breach in the quarantine system the infection 

spreads, we would want contact patterns to follow Weibull distribution which is often used for the 

reliability engineering. Or the topology of the network under our analysis might be different from the 

models’ restrictions. A fully data driven approach might be considered but acquiring high quality 

datasets on epidemics is very difficult due to many practical concerns including the privacy issue and 

the technical issue from knowing who have been infected and cured especially when we are facing a 

novel epidemic like CoVID-19. 

To tackle these challenges, in this paper we propose a new hybrid modeling approach: augmenting the 

epidemic models with Graph Neural Networks (GNNs) which is the type of neural network that learns 

the dependencies between two nodes in a graph to improve their expressive power while preserving the 

useful mathematical structures.  

We take the following steps to detail the efficacy our approach: 

1) We revisit the conventional approaches in Epidemic modeling. 

2) We review the recent advances in Graph Neural Networks, the deep learning architecture that 

specialized in handling graph data. 

3) We detail the methodology of augmenting Epidemic models with Graph Neural Network. 

4) We finally show that our augmentation approach yields promising results is various scenarios. 

 

Our proposed model is powerful in that it can be applied to a wide range of contact patterns from 

light-tailed to heavy-tailed distributions under a general network topology and is flexible enough to 
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accommodate possibly heterogeneous nodes with different infection rates. Based on our augmented 

epidemic model, we analyze spread times from node-to-network level perspectives by introducing local 

completion time and global completion time for a certain level of spread.  

We show the efficacy of our model through extensive simulation studies on synthetic and real-world 

heterogeneous networks. We find that our approach gives highly accurate predictions for networks with 

diverse contact patterns and topology freeing the epidemic models of their restrictions. 
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Epidemic Models Primer 

 

We consider a network represented by a graph 𝐺 = (𝑉, 𝐸). Each node 𝑣 ∈ 𝑉 can be in state of being 

susceptible (S) or Infected (I) during a spreading process. The spreading process starts with initially 

infected nodes 𝑖 ∈ 𝑉  which is called the seeds. Each seed 𝑖  attempts to spread the infection to 

adjacent susceptible nodes 𝑗 such that (𝑖, 𝑗) ∈ 𝐸 when they contact. This attempt by infected node I 

succeeds with probability 𝜙𝑖 which is called the infectivity of node 𝑖. On successful reception of the 

infection, susceptible node 𝑗 actually become infected and turns into an infected node with probability 

𝛾𝑗 which is called the susceptibility of node 𝑗. Once a node becomes infected it behaves identically to 

the seed. The rest of the spreading process is then carried out in a similar manner by infected nodes until 

all reachable nodes in the network become infected.  

In this paper, we analyze the local completion time 𝐿(𝑋, 𝑣) and global completion time 𝐺(𝑌) as 

performance metrics on spread time, which we define as follows. 

 

 

Fig. 1 Global and Local Completion Time of a Network 

 

Definition 1. (Local Completion Time). We define 𝐿(𝑥, 𝑣) to be the time needed to guarantee the 

infection of a node 𝑣 ∈ 𝑉 with probability 𝑋: 

𝐿(𝑋, 𝑣): = min{ 𝑃(𝐼𝑣(𝑡) = 1) > 𝑋} 

where 𝐼𝑣(𝑡) is the indicator variable defined for node 𝑣 as 𝐼𝑣(𝑡) = 1 if it is infected at time 𝑡 or 

𝐼𝑣(𝑡) = 0 otherwise.  
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The local completion time is useful for answering the questions on how long it takes for an individual 

node to become infected with 𝑋 percent guarantee, or, given the current time, how likely it is for a 

specific node to be in infection state. It is sometimes critical to test people whether they are infected or 

not with limited resources in a timely manner. 

A plausible solution is to utilize our resource on testing the people 𝑣 with : (𝑋, 𝑣) < 𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝑡𝑖𝑚𝑒 

since those are the one who are more likely to be in a infection state. 

Definition 2. (Global Completion Time). We define 𝐺(𝑌) to be the expected time taken for Y fraction 

of the total nodes in the network to become infected: 

 

𝐺(𝑌) ≔ 𝐸[min {𝑡 ≥ 0|
|{𝑣 ∈ 𝑉|𝐼𝑣(𝑡) = 1}|

|𝑉|
} > 𝑌]] 

Where |𝐴| denotes the size of a set A. 

  The global completion time informs us how long it will take for 𝑌 fraction of the nodes in the entire 

network to become infected. We can exploit 𝐺(𝑌) in a network-wide application scenario such as seed 

selection problems for expediting the spread over the entire network or estimation of how much of the 

total population is infected at a given time. 

Prior analysis of information spreading places restrictions on inter-contact time between nodes, 

network topology or property of information being propagated etc. Similar works by [1] has restrictions 

on inter-contact time with exponential distribution and its topology is fixed to fully connected topology 

which is the specific case where infection time can be shown to follow exponential distribution under 

the assumption that inter-contact time is exponential.  

Those models cannot be applied to many real world scenarios where the underlying topology may be 

arbitrary with arbitrary intercontact times between nodes with heterogeneous properties. For example 

in the cases such as computer virus spread in the presence of anti-virus software screening the packets 

transferred between nodes inter contact time should be better modeled as Weibull distribution as in 

reliability engineering(failure analysis) since the spread occurs only with the failure of the anti virus 

software to screen the packets sent by infected computer.  

Also, as in recent cases of COVID-19 the virus causes mutation changing its properties and its 

behavior. Due to the limitations of conventional mathematical analysis we should augment our analysis 

using data driven methods. 
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Graph Neural Networks Primer 

 

We specify the details of our deep learning model we use to predict Completion Times of epidemic 

models. Our deep learning model is based on Graph Neural Network(GNN), deep learning architectures 

specialized in performing deep learning on graph structured data [5][6].  

GNN overview 

Let 𝐺 = (𝑉, 𝐸) be directed or undirected graph with nodes 𝑣 ∈ 𝑉 and edges (𝑣, 𝑢) ∈ 𝐸. Inputs to 

GNNs consist of input node features 𝑋 ∈ 𝑅𝑛𝑑  and adjacency information 𝐴 ∈ 𝑅𝑛2
  where n is the 

number of nodes in the graph and d is the dimension of node level input features.  

 

 

Fig. 2 Message Passing in Graph Neural Networks 

 

Graph Neural Networks often consist of T iterative steps of Message Passing Phase followed by 

Readout Phase[3][4]. Single progression of GNN layers as in Fig. 2 is equivalent to one or multiple 

Message Passing Phase. Message Passing Phase take the topology of the graph data into account by 

iteratively propagating and aggregating the node features only between adjacent nodes according to 

adjacency information A.  

The hidden representations ℎ𝑣
𝑡   of 𝑣 ∈ 𝑉  at step 𝑡 ∈ 𝑇  of Message Passing are propagated as 

messages 𝑚𝑡  between adjacent nodes by the message function 𝑀𝑡 ,  Each node then aggregate the 

messages arrived from neighboring nodes and updates its hidden representation using update function 

𝑈𝑡. Single iteration of Message Passing Phase could be formally described as: 
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𝑚𝑣
𝑡+1 = ∑ 𝑀𝑡(ℎ𝑣

𝑡 , ℎ𝑤
𝑡 , 𝑒𝑣𝑤),

𝑤∈𝑁(𝑣)

 

ℎ𝑣
𝑡+1 = 𝑈𝑡(ℎ𝑣

𝑡 , 𝑚𝑣
𝑡+1) 

Where node 𝑁(𝑣) is the set of nodes adjacent to nodes 𝑣 ∈ 𝑉 and ℎ𝑣
0 is the initial input the node v 

in 𝑋 = [ℎ𝑣
0]. Finally the Readout Phase computes the outputs of the whole graph with readout function 

R. 

𝑦̂ = 𝑅({ℎ𝑣
𝑘|𝑣 ∈ 𝑉, 𝑘 = 0,1, … , 𝑇}) 

All functions in Message Passing phase and Readout Phase can be any trainable functions. 

The core concept of Graph Neural Networks is that it encodes the structure and topology of a graph 

data by carrying out the message passing phase only between adjacent nodes. As in fig2 there is no 

direct link between 𝑣3  and 𝑣4  so the hidden representations ℎ𝑣3, ℎ𝑣4  cannot be exchanged in a 

single Message Passing. By propagating the node features only through neighboring nodes GNNs learn 

the relationships between the nodes regarding the structure of the graph. 

 

Graph Attention Networks 

Recently proposed Graph Attention Networks (GAT) [2] enhances GNN architectures by using 

attention mechanism which computes the level of importance (attention coefficient) that should be 

placed on hidden representation ℎ𝑗 of node 𝑗  when updating hidden representation ℎ𝑖 of node 𝑖 in 

the Message Passing Phase. Attention coefficient 𝑒𝑖  is calculated using the attention function 

𝑎: 𝑅𝐹′ × 𝑅𝐹′
 

𝑒𝑖𝑗 = 𝑎(𝑊ℎ𝑖 , 𝑊ℎ𝑗) 

Where W is a trainable weight matrix that can be learned for sufficient expressive power. Each GAT 

layer performs masked attention which means that attention coefficients 𝑒𝑖𝑗 are computed only for 

nodes 𝑗 ∈ 𝑁(𝑖) to take the topological structure of a graph into account according to 𝐴 ∈ 𝑅𝑁 × 𝑅𝑁. 

Attention coefficients are then normalized across all 𝑗 ∈ 𝑁(𝑣) using softmax function: 

𝛼𝑖𝑗 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑒𝑖𝑗) =
exp(𝑒𝑖𝑗)

∑ exp (𝑒𝑖𝑘)𝑘∈𝑁(𝑖)
 

As in the original paper our attention function a is a single later neural network which we parametrize 

by a weight vector 𝑎→ ∈ 𝑅2𝐹′
  followed by ReLU function for nonlinearity 𝜎 . Overall normalized 
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attention coefficient could be fully written as: 

𝛼𝑖𝑗 =
exp(𝜎(𝛼→𝑇

[𝑊ℎ𝑖||𝑊ℎ𝑗]))

∑ exp (𝜎(𝑎𝑇[𝑊ℎ𝑖||𝑊ℎ𝑘]))𝑘∈𝑁(𝑖)
. 

Where || and 𝑇 are concatenation and transposition operator. Normalized attention coefficients 𝛼𝑖𝑗 

assigns the importance on node 𝑗′𝑠 hidden representation when updating 𝑖′𝑠 hidden representation 

through update function:  

ℎ𝑖
→ = 𝜎 ( ∑ 𝛼𝑊ℎ𝑗

→

𝑘∈𝑁(𝑖)

) 

For stable training of the GAT as suggested in the original paper we employ multi-headed attention 

mechanism where we concatenate K independent attention mechanism: 

ℎ𝑖
→ = ||𝑘𝜎( ∑ 𝛼𝑖𝑗

𝑘

𝑘∈𝑁(𝑖)

𝑊𝑘ℎ𝑗
→) 

𝛼𝑘 are normalized attention coefficients of the kth attention head 𝑎𝑘 and 𝑊𝑘 are the corresponding 

weight matrices. In the final GAT layer we average the attention heads by: 

ℎ𝑖
→ = 𝜎(∑

1

𝐾
𝑘

∑ 𝛼𝑖𝑗
𝑘 𝑊𝑘ℎ𝑗

𝑘∈𝑁(𝑖)

) 

Readout Phase 

In our readout phase [3][4].of the model the model could give either node level prediction  𝑦𝑣̂  where 

we get output for every node in the graph or graph level prediction 𝑦𝐺̂   where readout phase has 

additional step that aggregates all the node level features ℎ𝑣
𝑡  in the final layer to give predictions for 

the whole graph. We place additional dense layers at the end of GAT layers for graph level prediction. 

𝑦𝑣̂ = 𝐺𝐴𝑇𝑉(ℎ𝑇−1) 

𝑦𝐺̂ = 𝐷𝑒𝑛𝑠𝑒(𝐺𝐴𝑇𝑇) 

Graph Attention Networks are capable of inductive learning which means that they can give 

predictions for graphs that are completely unseen during training. This enables us to use GAT for giving 

predictions to completely new networks if the node features are preserved in a consistent manner. 
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Augmenting Epidemic Models with GNN 

 

In this section, we detail the process of augmenting the epidemic models using GNN. Inputs to our 

GNN model consist of input node features 𝑋 ∈ 𝑅𝑛×𝐹  and the adjacency matric 𝐴 ∈ 𝑅𝑛×𝑛  of the 

network. Each input node features consist of infectivity, susceptibility, their node labels to encode 

different inter-contact time between them, and the initial infection information. We can say that the 

whole network where the spreading process is taking place becomes the input.  

 

 

Fig. 3 GAT Model Architecture for Epidemic Prediction 

 

Input node features are propagated and aggregated between adjacent nodes through iterative Message 

Passing until the readout. Depth of our GNN models are chosen so that by the final iteration of Message 

Passing every node would have received the node features of every other nodes in the graph at least 

once to incorporate as many propagation paths as possible.  

To predict the local completion time, we need node-level output, i.e, 𝐿(𝑋, 𝑣) for every node 𝑣 ∈ 𝑉 

for which the output of the final Massage Passing is sufficient. To predict the global completion time, 

we put additional dense layer at the end as readout to output a single value. 
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Fig. 4 Encoding Propagation Process into Graphs 

 

The knowledge of a propagation process is provided in the observations (Fig. 4) which are the 

completion time values of the nodes sampled randomly according to chronological order. From the 

observations our GAT models are expected to learn the propagation of information throughout the 

network eventually to predict the Global and Local Completion time of all the nodes in the network and 

one value for the entire network. 

The provide the potential interpretation, or potentially useful insight, of using the Graph Attention 

Networks could come from interpretation of attention values. Attentions placed on the neighboring 

nodes shows which of the adjacent nodes or edges are important when predicting the completion times.  

 

 

Fig. 5 Interpretation of Attention in Propagation Path of Epidemic models 
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For example, as in Fig. 5, suppose we are predicting the completion time values for node 𝑣1 . 

Attention values for node 𝑣1 features coming from 𝑣3, 𝑣4 should be very low (those information are 

not very useful when predicting completion times since there is no possible path that infects 𝑣1 coming 

from 𝑣3 or 𝑣4. On the contrary, attention values for 𝑣2 should be very high because right behind 𝑣2 

there is an adjacent source node which will be very important in deciding the completion time value for 

node 𝑣1. This interpretation of attention can be of crucial use when deciding for example, links to which 

nodes should be deleted or added to accelerate or slow down the spread of the information to specific 

node or graph as whole. 
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Experimental Evaluation. 

 

We evaluate our proposed epidemic model with GNNs on 10000 networks each with 800 nodes. We 

first generate networks under three different topologies: classic ones with preferential attachment, and 

random attachment and practical one from the NY Manhattan island. To simulate spreading processes 

in a real-world network, we generate the network with the nodes as GPS points on the NY Manhattan 

island. For the nodes under the Manhattan island topology, we set the mean inter-contact times equal to 

the mean travel times between the GPS points calculated using Graph Hopper route planning API. 

Table 1: Relative Errors (%) of Local Completion Time under Random attachment Topology 

 

Table 2: Relative Errors (%) of Local Completion Time under Preferential Attachment Topology 

 

Table 3: Relative Errors (%) of Local Completion Time under Manhattan island Topology 

 

We next diversify the contact patterns between nodes in a way where the inter-contact times follow 

Weibull distributions with different shape parameters 𝛽 ∈ {0.5, 1.0, 3.0}.  Note that the shape 

parameter 𝛽 characterizes heavytailness of the inter-contact times: 𝛽 of 0.5, 1.0 and 3.0 corresponds 

to heavy-tailed, exponential and light-tailed distributions, respectively.  

Whenever two nodes contact, there can occur an infection whose possibility is determined by the 

infectivity and susceptibility of these contacting nodes. We compose each network with heterogeneous 

nodes by selecting the infectivity and the susceptibility of the nodes by selecting the infectivity and the 

susceptibility of the nodes uniformly at random in the set {0.2, 0.5, 0.7, 1.0}. The epidemics are then 

propagated until every node in the network becomes infected.  
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We use relative errors to assess the accuracy of our model, defined as: 

 

𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝐸𝑟𝑟𝑜𝑟 =
|𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 − 𝑡𝑟𝑢𝑒 𝑣𝑎𝑙𝑢𝑒|

𝑡𝑟𝑢𝑒 𝑣𝑎𝑙𝑢𝑒
× 100 (%) 

 

Our model achieves satisfactory performance in predicting both the global and the local completion 

times. As shown in Figures 6,7 and 8, In predicting the global completion times, our model gives highly 

accurate predictions with the median relative errors below 15% for every combination of topology, 

inter-contact time distribution, and Y( fraction of the infected nodes in the network).  

In Tables 1,2 and 3 we scrutinize the errors involved in predicting the local completion times with 

respect to the nodes’ shortest distance to the closest seed. We can see that the prediction brings a stable 

error over all hops, meaning that our node-level prediction is impervious to the distance of the node 

from the seeds. 
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Relative Errors of Global Completion Time Predictions  

 

Fig. 6 Global Completion Time under Random Topology (Weibull 0.5, 1.0, 3.0 left to right) 

 

 

Fig. 7 Global Completion Time under Manhattan Topology (Weibull 0.5, 1.0, 3.0 left to right) 

 

 

Fig. 8 Global Completion Time under Preferential Topology (Weibull 0.5, 1.0, 3.0 left to right) 
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Discussion and Conclusion 

 

In this work we developed a new modeling approach that augments conventional epidemic models 

using GNNs to lift restrictions on contact patterns and network topologies of previous models. Based 

on our proposed model, we analyze spread times form node-to-network level perspectives in terms on 

the local and global completion times. Simulation studies show that our proposed approach can predict 

the spread time with high accuracy for various contact patterns and network topologies with 

heterogenous nodes.  
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