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“...by their [standing electromagnetic short waves] use we may produce
at will, from a sending station, an electrical effect in any particular region of
the globe; [with which] we may determine the relative position or course of
a moving object, such as a vessel at sea, the distance traversed by the same,
or its speed.”

- Nikola Tesla, in The Electrical Experimenter 5.4 (1917).
Commonly known as the first idea of radar.
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Abstract

The focus of this thesis is to find and verify a non-invasive method to de-
termine the layer distribution (stratigraphy) in snowpacks, which might aid
avalanche risk assessment. Slab avalanches release due to failure and collapse
in a weak snow layer. Determining the spatial distribution and depth of weak
layers in avalanche starting zones is a high-risk task. Moreover, by manually
digging snow pits, the occurrence of a weak layer can only be identified on
a pit scale. We, therefore, propose a technical solution to this problem by
mounting an ultra wideband radar system onto an unmanned aerial vehicle
to obtain information about weak layers over a larger area and improve safety
for avalanche professionals. During 2016, we have operated the radar system
via a stationary platform 1 m above the snow, along 4.2 m long transects.
For verification, we dug a full snowpit and used snow measurement probes
(Avatech SP2 and Toikka SnowFork) to measure snow depth, liquid water
content and density, as well as snow stratigraphy. Results show an average
correlation between radar and in situ measurements of 0.97 and RMS error
of 2.48 cm when extracting the most prominent transitions in the snow. The
method developed in this thesis is tested on different types of snow. Addi-
tionally, the radar system is tested as payload on an unmanned aerial vehicle.
Future work includes further development of the radar system and airborne
measurements on snowpacks.
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Chapter 1

Introduction

1.1 Avalanche Risk Assessment

Snow slab avalanches are responsible for approximately 90 % of avalanche-
related fatalities [1], and typically involves dry snow slabs triggered by people
[2]. Therefore, an improved method to determine the level of threat with this
snow type is desired. Currently, avalanche professionals make mechanical
measurements by manually digging snow pits and assess the layer distribu-
tion by hand hardness tests [3]. Manual measurements in avalanche starting
zones can be dangerous and might cause deviations between each trained
professional. Scientific methods exist where avalanche professionals make
mechanical measurements at many different length scales, from micrometer
scales [4] to studies on entire avalanche slopes [5], [6].

Most weak layers develop at the snow surface and get subsequently buried
[7]. Different weather conditions during layer development result in a diverse
set of densities and hardness through the snowpack. Buried porous layers
can collapse and allow the layers above to slide, and thin layers can be hard
to detect with hand hardness tests [4]. Normally the avalanche risk is deter-
mined to be on a scale of 1 to 4 where 1 is ”low risk” and 4 is ”very high
risk” [8, 9]. Additionally, the destructive capabilities of an avalanche are
determined on a scale from 1 to 5 [10].

1.2 UWB radar

The idea of radar is often considered introduced by Nikola Tesla in 1917.
However, the first experiments with traveling electromagnetic waves and
their reflection were already conducted in the late 19th century by Heinrich
Hertz (1893) [11], showing that transverse free space electromagnetic waves
(TEM waves) can travel over some distance as predicted by James Maxwell
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and Michael Faraday [12]. In the first radar systems, targets were detected
by transmitting a pulse of electromagnetic energy into the atmosphere and
receiving the reflected signals. To achieve higher resolution, radars were de-
signed to transmit shorter pulses, thus making the transmitted spectrum
broader. Transmitting short pulses implies high energy peaks over a short
time. Later on, radar waveforms were designed to be longer in time and have
a spread out frequency bandwidth as a function of time, thus enabling both
high range resolution without high energy peaks. If the bandwidth is large
compared to the center frequency of the transmitted signal, it is called an
Ultra Wide Band (UWB) signal [13]. The Federal Communications Com-
mission (FCC) currently define UWB as an antenna transmission for which
the emitted signal bandwidth exceeds 500 MHz or is greater than 20% of the
transmitted signal center frequency. In recent years, the use of UWB signals
in radar has increased after the FCC allocated part of the spectrum below
10 GHz for unlicensed use.

1.3 Aim of Study

The aim of this thesis is to find and verify a non-invasive method to determine
the layer distribution (stratigraphy) in snow, which might aid the prediction
of avalanche risk.

The key solution proposed in this thesis is to utilize ultra wide band
(UWB) radar systems to measure snow stratigraphy that can be later ana-
lyzed by avalanche professionals. To verify the ability to find snow stratigra-
phy with UWB radar systems, a measurement platform was constructed to
facilitate for stable above ground measurements.

The radar proposed in this report can be mounted under an unmanned
aerial vehicle (UAV) to enable autonomous scanning of large areas. This will
also yield a considerably better resolution of avalanche risk mapping, and
might ”steer” skiers to safer regions of the mountain. There are several other
applications for non-invasive snow measurements. For instance, it might be
used to predict water resources stored in snow covered mountains [14], or aid
in the search for buried people [15].

All radar measurements are correlated against in situ measurements with
several traditional measurement tools and high-performance scientific instru-
ments. An important aspect of this thesis is to use ”traditional” methods
of snow pit characterization and compare these to the radar measurements
to see if it is possible to determine and identify the same snow stratigraphy.
Dielectric and mechanical properties in snow are related in an unknown and
complicated way [16]. However, Geldsetzer and Jamieson [17] did show that
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there is a relationship between snow density and crystal hardness, which in
turn is related to the dielectric and mechanical properties respectively. Thus,
we might be able to distinguish the same structures with the UWB radar as
with in situ measurements.

1.4 Related Work

The scientific study of snow stratigraphy began in the 18th century, however,
tools to perform quick and objective measurements have not been available
until recent years. In Pielmeier and Schneebeli [18], a review of the de-
velopment of snow stratigraphy research is conducted. Here, they point out
that the recent advances in stratigraphy measurements provide evidence that
challenges the traditional assumption of a snowpack consisting of discrete,
homogeneous layers.

Many previous studies have shown correlations between snowpit and
radar measurements. However, in comparison with other media, little work
has been done on UWB radar stratigraphy measurements on snow. Early
work by Gubler and Hiller [19] and Holmgren et al. [20] show that surface
and ground layers are easily detected. Ellerbrugh and Boyne [21] investi-
gated the amplitude of the scattered radiation as a function of depth in the
snow-pack and if it can be correlated with such physical characteristics as
density, hardness, stratigraphy, and moisture content to estimate snow water
equivalent (SWE) of the snowpack. Previous studies using impulse radar
([22, 23]) show that this method is sensitive to the layering in the snow and
that the snow water equivalent could, to some degree, be estimated. Several
studies using frequency modulated continuous wave (FMCW) radar ([16, 24,
25, 26]) show that the most prominent structures in the snowpack are also
detectable with radar using ground based measurement platforms. In Mar-
shall, Schneebeli, and Koh [16] a correlation between measured transition
depths with radar and in situ instruments was found to be 0.92 with RMS
error of 1.6 cm. A gated stepped frequency continuous wave (SFCW) radar
is presented in Øyan et al. [27] and is tested on glacial ice and permafrost
in Svalbard. In Yankielun, Rosenthal, and Davis [14], Gogineni et al. [28],
Kwok et al. [29] and Panzer et al. [30] FMCW radars are used to measure
snow and ice thickness from aircraft. The effects of snowpack parameters
at X- and KU- band are described in Arslan et al. [31] where a correlation
between SWE and back-scattering coefficients were investigated. In Eder
et al. [32] and Singh et al. [33] ground penetrating radar (GPR) is used for
crevasse detection below snow and snow depth measurements. In Azadegan
et al. [34] an analytical formulation for the scattering of a rough dielectric
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boundary (e.g. ground layer) is presented.
The preliminary results from this thesis have been presented in a con-

ference proceeding for the International Snow Science Workshop in Brecken-
ridge, Colorado. In this proceeding, Jenssen et al. [35] briefly presented the
measurement method and preliminary results.

1.5 Structure of Thesis

This thesis is divided into four parts:

Part 1 contains the background theory needed for the methods used
in this thesis. Chapter 2 presents fundamental antenna theory. The basic
equations presented here form the basis for the theory and considerations to
come. Chapter 3 presents UWB radar theory, where combined with chapter
2, the central theorems used when designing and operating radar systems are
presented. Chapter 4 presents methods to improve radar responses where
the methods are divided into two types: A-scan and B-scan processing. Here
we look at data representation, deconvolution, edge detection, migration,
adaptive filtering and much more. Some parts of the presented theory are
especially important regarding snow measurements. Therefore, some sections
will have short case studies where we look at how the previously presented
theory works in snow.

In part 2, we present the radar systems and in situ measurement tools.
In chapter 5 we go through the two radar systems used during the mea-
surement campaign and discuss advantages and disadvantages with both the
radar sensors and antennas. Additionally, we will take a look at the physical
layout of the measurement scenario and how the measurement platform was
constructed. Chapter 6 presents several methods to measure different snow-
parameters and some instruments are compared to explain why certain in
situ tools were chosen.

In part 3, the results from the measurement campaign are presented.
Chapter 7 and Chapter 8 use a selected measurement as a case study to
show the effects of each processing step through A-scan and B-scan pro-
cessing respectively. Chapter 9 present the correlation between the radar
measurements and the in situ measurements. Chapter 10 present additional
results from testing the radar systems on different snow types and a UAV
flight test, as well as a comparative study of two different radar systems.

In part 4 we draw conclusions based on the results and discuss possible
improvements to both hardware and software. Suggestions to future work
are also presented along with already planned measurement campaigns.



Part I

Background Theory
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Chapter 2

Antenna Theory

The central theory in this thesis is based on the propagation of electromag-
netic waves in a medium and their reflection [11]. Arguably, the most impor-
tant part of any radar system is the antenna. The Institute of Electrical and
Electronics Engineers (IEEE) definition for antennas defines the antenna as:
“That part of a transmitting or receiving system which is designed to radiate
or to receive electromagnetic waves.” [36]. Such a medium is a central part of
any radar system. In other words, the role of the radar antenna is to couple
the free-space and guided-wave propagation of electromagnetic waves.

A directional antenna concentrates the radiated energy into a shaped
directive beam that illuminates the target in the desired direction. The
reflecting energy is then collected by the receiving antenna, which could be
the same antenna, and sent to the radar receiving system. A typical UWB
system utilizes two antennas; one for transmitting and one for receiving. This
is due to the simplicity of implementing two antenna ports instead of using
a directive coupling on a single port. The reciprocal behavior of antennas
means that these two antennas are best matched when they are identical.
Some of the most applied parameters to characterize antennas are; Gain,
Directivity, Half Power Beam Width (HPBW) and Voltage Standing Wave
Ratio (VSWR) (see below for definitions).

2.1 Radiation Pattern

The radiation pattern is the spatial distribution that characterizes the elec-
tromagnetic field generated by the antenna. Normally, it is a plot of the
amplitude or power pattern of the antenna.

In Figure 2.1 we can see the horizontal radiation pattern of a general
directional antenna. This particular antenna is to some degree bidirectional
as it has a significant lobe 180◦ from the main lobe. An omnidirectional

7
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Figure 2.1: Example horizontal radiation pattern vs angle of a directional
antenna.

antenna has about the same amplitude in all directions in at least one plane.
Assuming the antenna is stationary or is moving relatively slowly com-

pared to the acquisition time of the radar system, we can imagine at each
sampled data point a collection of several returning pulses from different
objects. These reflected pulses become part of a weighted sum where each
returning pulse receive a weight based on their direction of arrival. This is
inherent in a radar system and is caused by the antenna radiation pattern.

2.2 Directivity

Directivity is defined as: “The ratio of the radiation intensity in a given
direction from the antenna to the radiation intensity averaged over all direc-
tions. The average radiation intensity is equal to the total power radiated
by the antenna divided by 4π. If the direction is not specified, the direction
of maximum radiation intensity is implied.” [36]. Directivity is a measure of
how ’directional’ an antennas radiation pattern is. Directivity is a function
of angle, commonly expressed as:

D(θ, φ) =
4πU(θ, φ)

Prad
[dBi] , (2.1)

where U(θ, φ) is the radiation intensity, which is the power density per unit
solid angle and Prad is the total radiated power. Antenna gain and directivity
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are in reference to the radiation intensity of an isotropic source [36]. Hence,
it is on the unit form dBi (i stands for isotropic). Directivity is a function
of angle, but normally when a directivity is specified for an antenna it is the
peak directivity that is given.

2.3 Efficiency

The efficiency of an antenna is a ratio of the power delivered to the antenna
(PIN) relative to the power radiated from the antenna (Prad). That is, a
high-efficiency antenna radiates most of the power present at the antenna
input terminals. If most of the power is absorbed within the antenna it is
considered a low-efficiency antenna. Being a ratio, antenna efficiency is a
number between 0 and 1, often quoted in terms of percentage (e.g. 0.5 is 50
%):

e =
Prad
PIN

. (2.2)

This measure takes into account reflection, conduction and dielectric ef-
ficiency of the antenna. These terms are difficult to measure individually,
though numerical computation can be used to identify the different loss fac-
tors. If the reflection coefficient Γ is known the reflection efficiency er can be
calculated as:

er = (1− |Γ|2) , (2.3)

which is related to return loss (see VSVR).

2.4 Absolute Gain

The ability of an antenna to concentrate energy in a narrow angular region
(a directive beam) is described in terms of antenna gain [36]. Antenna gain
is described as a ratio of the radiation intensity in a given direction, related
to the total input power radiated by an isotropic antenna.

G = 4π
U(θ, φ)

PIN
[dBi] . (2.4)

Absolute gain is more commonly quoted than directivity because it takes
into account the efficiency of the antenna.

Antenna Gain can be related to directivity and antenna efficiency by:
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G = eD . (2.5)

Partial gain is defined as the absolute gain related to a given polarization
[36].

2.5 Voltage Standing Wave Ratio (VSWR)

Since measures such as directivity do not account for any dissipative losses
in the antenna, voltage standing wave ratio (VSWR) is also needed to best
characterize antennas. VSWR is in direct relation to the performance of
the antenna as it is a measure of how well matched the antenna is to the
transmission line or transceiver system. Power reflected by an antenna on a
transmission line interferes with the forward traveling power, and this cre-
ates a standing voltage wave. The ratio between the maximum and minimum
standing wave is the VSWR. Which in return depends on the reflection co-
efficient Γ at the input terminals of the antenna [37].

V SWR =
Vmax
Vmin

=
1 + |Γ|
1− |Γ|

. (2.6)

The reflection coefficient is defined as [37]:

Γ =
Zin − Z0

Zin + Z0

, (2.7)

where Z0 is the characteristic impedance of transmission line and Zin is the
input impedance of the antenna. This impedance is not frequency indepen-
dent and will change over a band of frequencies, which is important to take
into account when working with UWB systems as antenna design consider-
ations can alter the rate of change in impedance through frequency bands.

In other words, VSWR describes the impedance matching of a radar
system. Bandwidth is described as: “The range of frequencies within which
the performance of the antenna, with respect to some characteristic, conforms
to a specified standard.” [36]. The impedance matching over frequencies and
therefore VSWR is closely related to bandwidth.

VSWR can also be related to antenna mismatch loss (return loss) by:

Lm = −20 log |Γ| . (2.8)

This will be used later when all losses related to the radar system are
calculated.
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2.6 Half Power Beamwidth

The half power beam width (HPBW) is defined by the IEEE as: “In a
plane containing the direction of the maximum of a beam, the angle between
the two directions in which the radiation intensity is one-half value of the
beam” [36]. The half power beamwidth is a description of the width of the
main beam of the antenna radiation pattern. In other words, the angular
separation in which the maximum magnitude of the power radiation pattern
decrease by 50% (-3 dB).

This is an adequate measure to distinguish different types of antennas in
terms of directivity. Since HPBW is an indicator of the directivity of the
antenna, it is also a measure of the transversal resolution of the antenna
system.

2.7 Polarization

Polarization is defined by IEEE as: “In a specified direction from an antenna
and at a point in its far field, the polarization of the (locally) plane wave
which is used to represent the radiated wave at that point.” [36]. The
electric field is perpendicular to the direction of propagation, and it is the
direction of this electric field that is the polarization of the electromagnetic
wave. The polarization is the figure that the electric field traces out while
propagating.
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Chapter 3

Ultra Wideband Radar Theory

Ultra Wideband Radar systems have high range resolution due to the large
bandwidth in use. Nonetheless, many of the same principals from conven-
tional radar theory also apply for UWB radar systems. In this chapter, we
will take a look at the most central principals for radar systems that send
signals into different media. Most of the subjects presented are collected
from GPR theory, as many of the same principals apply for ground and snow
penetration.

3.1 The Radar Equation

The radar equation is the most fundamental equation describing radar sys-
tems. The received power is defined as [13]:

Pr =
PtGtArσF

4

(4π)2R2
tR

2
r

, (3.1)

where each parameter is defined in table 3.1. In the most common case, where
the transmitting and receiving antenna is in the same position; Rt = Rr = R
and we get:

Pr =
PtGtArσF

4

(4π)2R4
. (3.2)

If we have the same gain for the receiving and transmitting antenna (Gt =
Gr = G) and use that Ar = Grλ2

4π
, we get:

Pr =
PtG

2λ2σF 4

(4π)3R4
. (3.3)

It is common to express the radar equation in terms of range, which
reformulates the radar equation to:

13
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R =
4

√
PtG2λ2σF 4

(4π)3Pr
. (3.4)

The pattern propagation factor F includes several losses that influence
the system considerably. This includes:

• Internal attenuation factors of the radar system on the transmitting
and receiving paths.

• Fluctuation losses during reflection from the target.

• Atmospheric losses during propagation of the electromagnetic waves to
and from the target. Different loss factors for multiple-medium paths
must also be considered.

Path loss is described in more detail in section 3.4.

Table 3.1: Radar equation designators

Designator Description
Pr Received Power
Pt Transmitted Power
Gt Gain of transmitting antenna

Ar = Grλ2

4π
Effective aperture of receiving antenna

Gr and λ Gain of receiving antenna and transmitted wavelength
σ Radar cross section, or scattering coefficient, of the target
F Pattern propagation factor (total loss factor)
Rt Distance from the transmitter to the target (range)
Rr Distance from the target to the receiver (range)

An important effect of these equations is the relationship between the
received power and the range. The received power decreases as the fourth
power of the range, which means that increasingly distant targets become
significantly harder to detect. This effect is known as spreading loss (Ls)
and is defined as [38]:

Ls = −10 log10

G2λ2σ

(4π)3R4
. (3.5)

The maximum measuring distance of a radar is not orientated only at
the value determined by the radar equation, but also on the duration of
the receiving time. We cannot send out another pulse until a time window
has passed, in which we expect to see a return pulse. This property is called
unambiguity range and is defined in section 5.2 for m:sequence radar systems
and in section 5.4 for pulse radar systems.



15

3.2 Velocity of Propagation

If the propagation velocity of a wave through a medium can be measured, or
derived, then absolute measurement of depth or thickness of the medium can
be made. For homogeneous and isotropic materials, the relative propagation
velocity vp can be calculated by [38]:

vp =
c
√
εr

[ms−1] , (3.6)

and the distance to a given target (often denoted as depth) becomes:

d = vp
t

2
[m] , (3.7)

where εr is the relative permittivity of the medium, c is the speed of light
in vacuum and t is the two-way travel time from the radar to the target. In
most practical trial situations the relative permittivity will be unknown and
must be measured in situ.

As shown in Daniels [38], the velocity of propagation is also slowed by an
increase of loss tangent tan δ, as well as relative permittivity. However, tan δ
must be significantly greater than 1 for any significant slowing to occur. In
the case of snow, tan δ is in the range 0.2 ·10−4−0.5 ·10−4 and can therefore,
be ignored.

3.3 Monostatic and Bistatic Antenna Config-

uration

Monostatic and Bistatic is a way of describing radar antenna configuration
and also defines how transmission can be performed. In the case of monos-
tatic operation, the transmitting and receiving antenna are the same. This
implies that transmission and receiving have to be performed in separate
cycles. The bistatic configuration uses a separate transmitting and receiving
antenna which in turn gives the possibility to transmit and receive at the
same time. Additionally, the spacing and relative angles of the receiving and
transmitting antenna can be configured in many different ways depending
on the measurement scenario. Due to the reciprocal behavior of antennas,
the best match for transmitting and receiving antennas is when they are
identical.
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3.4 Limiting Factors for the Radar Response

Noise

Noise, in this case, is referred to random variations from the components
that form the radar transmitter, receiver, and antenna. Noise will create
unwanted disturbance in the received signal and adequate measures must
be taken to reduce noise in the design of systems as well as filtering during
the processing of received signals. The radiated signal amplitude decreases
rapidly during propagation (see equation (3.3)), and subsequently noise from
internal components contributes to the reduction of radar range.

Crosstalk

Crosstalk is caused by an undesired capacitive coupling or even propagation
at a larger distance between the transmitting and receiving antenna. This
implies that some of the transmitted pulse is collected by the receiving an-
tenna directly from the source. This unwanted effect can to a high degree be
canceled by subtracting a free space reference from the radar response data.
See section 4.2 for a detailed description of crosstalk removal.

Doppler Effect

If there is motion in either the target or the radar a frequency shift can
be introduced due to the change in wavelengths between the target and the
radar. This can be desirable if the system is to detect velocity or moving
objects, but in a system that is to obtain high-resolution information from a
stationary target, this can be problematic if the radar is moving. However,
this will not create any significant problems if the radar is moving relatively
slow compared to the transmitted frequency.

The difference in frequency between the transmitted (ft) and received
(fr) signal is called the Doppler frequency fd = ft− fr [39]. If the velocity of
the radar (or object) v is much less than the pulse velocity of the radio wave,
which is often close to the vacuum speed of light c (v � c), the following
expression can be written for the Doppler frequency:

fd ≈ 2v
ft
c

cosα , (3.8)

where α is the angle between the propagating wave and the target. The
maximum Doppler frequency is reached when α = 0. In radar scanning situ-
ations (B-scan, presented in section 4.1), maximum Doppler would represent
the periphery of radar aperture.
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Equation (3.8) shows that the velocity of the radar (or object) must
decrease if the transmitted frequency increase, to avoid unwanted Doppler
effects.

Case Study: Doppler Effects

We can consider the antenna with the largest HPBW used in this thesis to
rule out Doppler effects. The Archimedean spiral antenna have an HPBW of
70◦. If we consider the HPBW as the angle of maximum Doppler, note that
the radar moved at approximately 0.01 m/s and choose the highest frequency
from the radar bandwidth we get:

fd ≈ 2(0.01 m/s)
6 GHz

c
cos(90◦ − 70◦) ≈ 0.37 Hz . (3.9)

From this result, we can conclude that the Doppler effect will have no
significant contribution on the measurements when considering that within
the bandwidth of 5.05 GHz we will get a Doppler frequency ranging from
0.056 Hz to 0.37 Hz.

Clutter

There might be objects close to the target that is not of interest to the radar
operator. Still, these objects will give a response collected by the receiving
antenna. If the target is non-stationary and the clutter is stationary (or
’Vice Versa’) this can be reduced with Doppler processing. Additionally,
there might be objects between the target and the antenna, or close to the
path of radiation that might cause unwanted clutter in the radar image.
Some objects cause ringing resonance effects when detected. This can be
utilized to remove all contributions responsible for the ringing effect.

Interference

In a UWB radar system, a very broad range of frequency components are
collected by the receiving antenna. These might include other competing
signals than what are radiated by the transmitter. Wireless communication,
global positioning system (GPS) signals and atmospheric noise all contribute
to the interference of the system. In addition, we have internal interference
generated within the receiver and clutter from non-interesting objects (de-
scribed above). The ability of the radar system to overcome these unwanted
signals defines its signal to clutter ratio (SCR).
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Path Loss

Snow stratigraphy imaging requires a wave penetrating the snow surface and
the internal layers of the snow until reaching the ground and returning back
through the layers. The transmitted signal is attenuated in all media depend-
ing on the permittivity as well as the scattering in the air-snow interface and
between interfaces in the snow.

The detected signal undergoes several losses in its propagation path from
the transmitter to the receiver. The total propagation loss for a particular
distance can be written as [38]:

LT = Le + Lm + Lt1 + Lt2 + Ls + La + Lsc , (3.10)

where each loss is described in table 3.2:

Table 3.2: Path loss equation designators

Designator Description. All designators are in dB
Le Antenna efficiency loss
Lm Antenna mismatch loss (return loss)
Lt1 Transmission loss from air to material
Lt2 Retransmission loss from material to air
Ls Antenna spreading losses
La Attenuation loss in material
Lsc Target scattering loss

Antenna efficiency and mismatch loss are described in the antenna theory
section. In [38] it is shown that the transmission loss and retransmission
loss is effectively the same. The antenna spreading loss is related to the
inverse fourth power of the distance to a point reflector; previously defined
in equation (3.5) as:

Ls = −10 log10

G2λ2σ

(4π)3R4
. (3.11)

The loss due to the reflection at the air-snow interface can be regarded
as equal for transmission and retransmission (Lt1 = Lt2) and depends on the
angle of the electric field relative to the incident plane. If the electric field
is parallel to the incident plane (i.e. the snow) the loss can be calculated as
[40]:

Lt1 = 20 log10

(
2
√
εr − sin2θi

εr cos θi +
√
εr − sin2θi

)
, (3.12)



19

where θi is the incident angle and εr is the relative permittivity of the snow.
In Daniels [38] the transmission loss is defined in terms of impedance. Addi-
tionally, any dielectric boundary (e.g. internal snow layers) can be described
in terms of reflectivity R [26]:

R =

(√
ε
′
r1 −

√
ε
′
r2√

ε
′
r1 +

√
ε
′
r2

)2

, (3.13)

where ε
′
r1 and ε

′
r2 are the real components of the relative permittivity of the

medium at each side of a layer boundary.
The attenuation loss (La) inside each (relatively homogeneous) layer of

snow is related to the thickness of the layer h and the attenuation constant
α.

La = 20 log10(exp(−αh)) , (3.14)

where the attenuation constant α is given by [38]:

α = ω

√
µε′

2

(√
1 + tan2 δ − 1

)
, (3.15)

with the magnetic permeability µ = µ0µr and the real part of the permittivity
ε
′
= ε0ε

′
r is defined based on its relative value and the free space value.

Since c = 1√
µ0ε0

equation (3.15) can be rewritten as:

α =
ω

c

√
µrε

′
r

√
1

2

(√
1 + tan2 δ − 1

)
, (3.16)

where ω is the angular frequency. The relative permeability µr is 1 for non-
magnetic materials [38], hence it is often not taken in to account in the
expression. The loss tangent of the medium, tan δ is given by [38]:

tan δ =
σ

ωε
, (3.17)

where σ is the conductivity and ε is the absolute permittivity of the medium
(i.e. snow or any dielectric material).

From equation (3.16) we can see that the loss in the snow depends on
the permittivity, the loss tangent, and the frequency. In practice, this means
that some frequencies will not be able to penetrate a certain medium. This
can be exploited in many ways. For instance, radar systems supposed to
detect objects under clothes use a frequency that penetrates the clothing but
not the human body [40]. An UWB radar system, therefore, has different
attenuation constants across its bandwidth and only part of the bandwidth
will penetrate a given medium.
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The target scattering loss is given by [38]:

Lsc = 20 log

(
1− Z1 − Z2

Z1 + Z2

)
+ 20 log σ , (3.18)

where σ is the radar cross section for a given target. Z1 and Z2 are the
characteristic impedances of the two materials in the interface. In the case of
snow, a radar cross section is hard to quantify as the target is a relatively large
plane. We will instead consider a spherical target to give some impression of
the losses related to scattering.

σ = πa2 , (3.19)

where a is the radius of the sphere target. In our example, the radius is set
to a = 0.5 m. The characteristic impedance of snow is found in section 3.4.1.

3.4.1 Case Study: Loss Factors in Snow

Snow can be regarded as a complex material when it comes to electrical
characterization. To estimate snow-parameters, we need to use models which
are made based on physical experiments. The characteristic impedance of a
material can be expressed as [38]:

Zm =

(√
µ0µr
ε0εr

)
1

(1 + tan2 δ)
1
4

(
cos

δ

2
+ j sin

δ

2

)
. (3.20)

The loss tangent tan δ for snow can be modeled as [41]:

tan δ = 1.59 ·106

(
0.52ρd + 0.62ρ2

d

1 + 1.7ρd + 0.7ρ2
d

)
(f−1 +1.23

√
f ·10−14)e0.036T , (3.21)

where ρd is the density of dry snow, f is the frequency and T is the tempera-
ture in degrees Celsius (i.e. in Kelvin: C = K− 273.15). The in situ density
measurements of snow have been measured throughout the snowpack. For
this calculation we use the average measured density of the dry snowpack
from 11.03.16 (ρd = 0.256 g/cm3). This yields a characteristic impedance of
Zm = 319.3 Ω which is close to the impedance of air Za = 377 Ω.

We can now perform calculations regarding the losses in the radar system.
The return loss and efficiency loss are only approximates taken from Daniels
[38]. To find the spreading loss a gain figure was also collected from Wahab,
Saputera, and Wahyu [42]. Additionally, to estimate the radar cross section;
a spherical target with radius 0.5 m was used. The attenuation loss was found
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Table 3.3: Loss summary for 1 GHz

Loss Type Value
Le −4 dB
Lm −1.5 dB
Lt1 −0.76 dB
Lt2 −0.76 dB
Ls −32.3 dB
La −1.38 dB
Lsc −2.84 dB
Total loss −43.54 dB

assuming a homogeneous snowpack of 1 m, and the attenuation constant was
found through measurements with the Snow Fork [43].

In table 3.3 it is evident that the largest contributor to the loss in this
measurement scenario is the spreading loss. This is due to the inherent
properties of propagating waves explained in the radar equation (see section
3.1).

Penetration Depth in Snow

Now after investigating the loss factors in snow, we can consider what pene-
tration depths we can achieve with microwaves. In Stiles and Ulaby [44] and
Mätzler et al. [45] the penetration depth for dry and wet snow is computed.
Figure 3.1 show the penetration depth for dry and wet snow according to the
microwave emission model for layered snowpacks (MEMLS) [45].

Figure 3.1 shows that liquid water content in snow significantly reduces
penetration depth. This will also become apparent in section 10.5 where we
look at radar scans of wet snow.
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(a) (b)

Figure 3.1: Penetration depth in dry (a) and wet (b) snow versus frequency.
Reproduced from [45]. For dry snow, three different crystal sizes are consid-
ered (0.1 mm, 0.2 mm and 0.3 mm). For wet snow, two different amounts of
liquid water content are considered (W = 1% and W = 5% of a unit volume).

3.5 Basic Model of Bistatic Radar System

Given the limiting factors of the radar system, we can model the process
with all significant effects taken into account. The electric field generated by
the transmitting (TX) antenna is called Erad and can be modeled by [40]:

Erad(r, θ, ϕ, t) =
1

2πrc
hTX(θ, ϕ, t) ∗

√
Z0√
Zc

dVTX(t)

dt
, (3.22)

where r, θ, ϕ are spatial coordinates, t is time, c is the speed of light in vacuum
and hTX is the transfer function of the transmitting antenna. Additionally,
Z0 and Zc are the impedances of free space and the feed cable respectively.
Finally, VTX(t) is the voltage applied to the antenna as a function of time
and ∗ represents the time convolution between the transfer function and the
applied voltage.

We can, based on equation (3.22), model the received voltage from the
receiving (RX) antenna VRX as:

VRX(t) =

√
Zc√
Z0

hRX(θ, ϕ, t) ∗ Emeas(t) , (3.23)

where hRX is the transfer function of the RX antenna and Emeas(t) is the
incident field.

When the antenna receives a propagating field, all spatial components
are integrated to one signal. This is why VRX(t) and VTX(t) are scalars.
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Now lets look at the process that transforms Erad into Emeas. This de-
pends on the different travel paths (e.g. crosstalk and path via target) and
can be denoted temporarily as the impulse response X(r, θ, ϕ, t). Equation
(3.23) becomes:

VRX(t) =

√
Zc√
Z0

hRX(θ, ϕ, t) ∗X(r, θ, ϕ, t) ∗ Erad(r, θ, ϕ, t) . (3.24)

Factoring out 1
r

from Erad give us the possibility to combine all antenna
terms into one term hA:

VRX(t) =
1

r
hA(θ, ϕ, t) ∗X(r, θ, ϕ, t) . (3.25)

Now, we can separate equation (3.25) into two distinct travel paths. That
is, crosstalk and the other paths via the target area. We denote the impulse
response of the direct path between the antennas as CA and TR as the
impulse response of the other (non-direct) paths between the antennas.

VRX(t) =
1

DTXRX

hA(θ, ϕ, t) ∗CA +
1

r
hA(θ, ϕ, t) ∗TR , (3.26)

where DTXRX is the direct distance between TX and RX. The first term can
be measured by pointing the antenna to the sky or an absorber. This term
does not contain any interesting information and can be easily subtracted
from any future measurement with the same configuration. The second term
can contain information about the target and is, therefore, the most inter-
esting part of the returned signal. This term contains the impulse response
of the target hT and clutter hC .

TR = hT + hC . (3.27)

In equation (3.27) the target hT can, for instance, be the transitions be-
tween densities in the snow and the clutter hC is anything that adds incorrect
or irrelevant information to the signal. This includes multiple reflections be-
tween layers, non-constant permittivity in the medium or high permittivity
objects in the far field of the antenna that give a large relative reflection.
A final term n is added to describe the inherent noise in the measurement
system itself. Now we can model the received signal as:

VRX(t) =
1

DTXRX

hA(θ, ϕ, t) ∗CA +
1

r
hA(θ, ϕ, t) ∗ (hT + hC) + n . (3.28)
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The received voltage VRX(t) is measured as a summation of all terms
in equation (3.28). This is the main source of error in the radar system.
However, there are several methods of coping with such errors, as described
in chapter 4.



Chapter 4

Methods of Improving Radar
Response

Methods of improving the radar signal are almost countless and some meth-
ods might be a lot more intuitive than others. The processing methods are
divided into two specific parts. First, we cover the processing of the raw
radar pulses recorded by the sensor (A-scan processing). After putting the
pulses together to form an image we go through some methods to process
the constructed two-dimensional (2D) data (B-scan processing).

4.1 Data Representation

In most bistatic radar measurements, 3 types of data representation are used.
A-scan, B-scan and C-scan [38], [46], [47]. The A-scan is obtained during the
acquisition of only one impulse response. This implies that the resulting data
is only one vector containing the returned pulse.

A single A-scan provides a low amount of information. Therefore, we
can combine many A-scans by moving the radar along a specified transect.
This allows us to put several A-scans together and form a 2D image called
a B-scan. A B-scan is normally visualized with the scanning direction hor-
izontally and time (or depth) vertically. It can also be represented as a
three-dimensional (3D) image giving the third dimension to the recorded
amplitude.

Moving the radar across a grid (i.e. plane), obtaining an A-scan at each
known grid point will create a C-scan giving a 3D image. This data is
more difficult to visualize since it contains 4 dimensions when considering
amplitude.
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Regarding Colormaps

When presenting the radar image some consideration regarding color-maps
should be taken. Color-map settings can drastically change the image and
should therefore be chosen based on scientific studies in the same sense as
other methods used to change the image. According to Borland and Taylor
[48] it is important to choose color-maps that are perceptually uniform and
do not range through all colors in the visual spectrum. A Python library con-
taining perceptually uniform color-maps based on color perception research
have been implemented in Matlab and used in this thesis1. The chosen color-
map can be seen in e.g. Figure 4.4. Note that the color is arbitrary selected,
as it is the distribution of intensity in the colormap that gives a perceptually
uniform colormap.

In the proceeding steps, the data processing will be divided into two
phases, namely A-scan and B-scan processing. A-scan processing involves
the processing performed on the data vectors before forming a matrix (i.e.
image).

4.2 A-scan Processing

These methods are usually the first processing techniques used in radar post-
processing and do not require any tuning parameter or initialization for dif-
ferent measurement scenarios. The main task of the A-scan processing is
to represent the measured target as truthful as possible, without any image
processing or data mining.

4.2.1 Zero Time Estimation

Time zero is the time instant where the actual radar signal starts. Due to the
cable length to the antennas from the radar, it will appear as if the antennas
are situated the distance of the cable from where the signal started. Finding
time zero means to rotate all received impulse responses so that the first
data point corresponds to the spatial position of the TX antenna. This can
be done by looking at the crosstalk and position that at time zero. If the
antennas are spaced a significant distance apart one might want to factor in
the travel time of the crosstalk. Assuming the antennas are situated in air,
this can be calculated by:

tTXRX =
DTXRX

cair
, (4.1)

1Colormap scripts found at http://bids.github.io/colormap/

http://bids.github.io/colormap/
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where cair is the speed of light in air, tTXRX is the travel time from TX to
RX and DTXRX is the distance between the antennas.

4.2.2 Reference Subtraction

When performing radar measurements, a reference response should be taken
for calibration purposes. This can be done by pointing the radar antennas
towards the sky to only collect crosstalk and atmospheric noise. If we assume
that these contributions are stationary within the acquisition period; we
can simply subtract the reference from the measurement. A good reference
measurement can be difficult to obtain. When moving the radar system, the
mechanical stress on the antenna mount might slightly move the antennas.

4.2.3 Block Averaging

Since the pulse repetition frequency (PRF) of a radar system can have sub-
second periods, the number of pulses at each point might be very high, given
the object (or the radar system itself) does not move very fast compared to
the sampling frequency. In that case block averaging can improve the result
a great deal. Since the desired response can be assumed constant over a set
number of samples, some of the noise contributions that change within the
block will be removed. For a matrix RRX containing N received radar traces
(A-scans), the block averaged matrix RBA becomes:

RBA[m] =
1

B

mB∑
n=1+(m−1)B

RRX [n] m = 1, 2, ...,
N

B
, (4.2)

where B is the size of the block (i.e. how many pulses we want to average) and
the indices m and n represent each A-scan often stored as column vectors
in the matrices. This form of averaging is used assuming the radar is in
constant continuous motion. A modification to equation (4.2) could be made
where we include overlapping blocks which in some cases improve the quality
of the image.

4.2.4 Phase Modeling and Dispersion Correction

The phase response of a UWB radar might be non-linear across its bandwidth
due to dispersion through the antenna [49]. Phase correction is possible
by creating a model of the phase response to linearize the response. It is
desirable to approximate an ideal radar as much as possible (i.e. low noise,
linear phase, low attenuation and high resolution). In Hertel and Smith [49]
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it is shown that the far zone electric field from a spiral antenna excited by a
differentiated Gaussian pulse is a chirp. This happens because the frequency
components of the pulse is transmitted at different distances from the central
feed point. The proposed correction function c(t) is an un-chirp signal, i.e.
lower frequencies come before the higher frequencies. The Fourier transform
of the correction function, C(ω) is described as:

C(ω) =
A

|H(ω)|
ejΨ(ω) , (4.3)

where H(ω) is the antenna system function, Ψ(ω) is the phase of the system
function and A is an amplitude scaling constant. This function can be in-
terpreted as a de-convolution function for the part of the system that causes
the non-linear phase. The implementation of this correction function involves
analysis of the measured phase of the incoming signal, where we fit a function
to best describe the phase response. A good method to fit a non-linear phase
response is with the non-linear least squares curve fitting, and modeling the
curve as [50]:

ΨM(ω) = a+ bω +
c

ω
, (4.4)

where ω is the angular frequency. Here, we have linear and non-linear terms
separated. If the model is a good fit the correction can be performed by
simply subtracting the non-linear term c

ω
from the measured phase.

4.2.5 Envelope Rectification with Hilbert Transform

The received back-scattered signal from a transmitted Gaussian pulse will in
an ideal scenario be the first derivative of the Gaussian pulse and therefore
have both positive and negative components [38]. To estimate the actual
peak of the back-scattered pulse we can rectify the pulse and detect the
envelope of the two peaks with the Hilbert transform [51] (see Figure 4.1).

The Hilbert transform is a method of calculating the analytic signal (i.e.
no negative frequency components) from a data sequence x and is defined as
[52]:

xh[t] = H[x(t)] = p.v.

∫ ∞
−∞

x(t− τ)

πτ
dτ , (4.5)

where p.v. denotes the Cauchy principal value of the integral that assigns
values to otherwise undefined integrals [52]. Computing the discrete-time an-
alytic signal via fast Fourier transform (FFT) is covered in Lawrence Marple
[53] and is beyond the scope of this thesis.
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The envelope of the received waveform is extracted using the magnitude of
the analytic function constructed via the Hilbert transform. The magnitude
is often displayed in terms of power. However, depending on the scale one
wants to analyze the data, we can take the root of the envelope magnitude
to display the pulse in terms of voltage.

Figure 4.1: Example image. Signal envelope (dashed line) is displayed over
the waveform, along with the rectified version (solid line) of the waveform.
Reproduced from [51].

If the radar system suffers from low dynamics it can improve detail vis-
ibility to analyze the pulse in terms of voltage instead of power. However,
it will also increase the visibility of noise. This is simply a scaling problem,
but should nonetheless be addressed as it can drastically change the radar
image.

4.2.6 Case Study: Relative Pulse Velocity in Snow

The electrical characteristics of snow are dynamic (in both space and time)
and change as the snow alternately melts and freezes. It is useful to distin-
guish between dry and wet snow, where wet snow contains free liquid water.

The pulse velocity (i.e. speed) of a radio-wave is related to the medium
it is propagating through by [37]:

vp =
c

√
µrεr

, (4.6)
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where εr and µr is the relative permittivity and permeability respectively.
Relative permeability is regarded as one (i.e. ≈ 1) for non-magnetic materi-
als and tiny fluctuations can be regarded as negligible in this case [38]. The
imaginary part of the relative permittivity is also negligible for dry snow as
the presented model in Tiuri et al. [41] is only dependent on liquid water con-
tent (see equation (4.10)). Our pulse propagation velocity equation becomes
simply:

vp =
c√
ε′r
. (4.7)

The relative permittivity of dry snow is linearly proportional to the den-
sity of the snow [54]. Additionally, the real part of the relative permittivity of
snow is generally independent of temperature and frequency in the microwave
region [54].

Using the Toikka Snow fork; we can measure the density and liquid water
content of the snow. The measurements were performed in 5 cm increments
down the snowpack, where at each increment the measurement was taken
three times, and then averaged. For dry snow with a density less than 0.5
g/cm3 the relative permittivity is related to the density by [41]:

ε
′

r = 1− 1.91ρd , (4.8)

where ρd is the density of dry snow in g/cm3. We have now obtained in-
formation about the relative pulse velocity through the snowpack. This will
give us an even more accurate representation of our radar data. In Figure 9.2
the relative pulse velocity is plotted alongside the stratigraphy. Intuitively
we can describe the implementation of relative pulse velocity as a stretching
and compressing of the radar image vertically.

As we can see from equations 4.7 and 4.8, the pulse velocity is implic-
itly dependent on the density of snow. However, the liquid water content
in snow also influences the relative permittivity (and thus the pulse veloc-
ity) significantly [41]. Even a small amount of liquid water can change the
properties of dry snow. This effect needs to be considered when there is a
measurable amount of liquid water in the snow. The extended model for
relative permittivity is found to be [41]:

ε
′

r = 1 + 1.7ρd + 0.7ρ2
d + 8.7W + 70W 2 . (4.9)

In the case of wet snow, the water content also contributes to the imagi-
nary part of the permittivity:

ε
′′

r = 0.9W + 7.5W 2 , (4.10)
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where W is the liquid water content per unit volume. Equation (4.9) and
(4.10) are obtained for wet snow at 1 GHz.

Figure 4.2: Dependence between liquid water contentW , dry snow density ρd
and relative permittivity εr = ε

′
r−jε

′′
r (denoted as εs in the figure). Evaluated

at 1 GHz. Reproduced from [41]

As Figure 4.2 shows; the liquid water content of snow greatly increases the
relative permittivity εr = ε

′
r − jε

′′
r (both the real and imaginary part). This

in practice results in more scattering and attenuation through the snow as
shown in section 10.5 (Figure 10.9). Relative permittivity is also commonly
known as the relative dielectric constant.

The actual density of wet snow ρs is denoted as [41]:

ρs = ρd +W , (4.11)

since the density of water is ρW ≈ 1 g/cm3.

4.3 B-scan Processing Methods

This section presents some of the methods used to process the data received
from the A-scan processing stage (e.g. Zero Time Estimation, Crosstalk
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Removing, and Phase Correction). Assume that the collected pulses have
been put together forming a 2D image (i.e. B-scan).

4.3.1 Histogram Equalization

If all 1D radar pulses are combined to create a 2D image, some methods of
image processing might improve the result. The histogram of an image is a
graphical representation of the intensity distribution in an image. Consider
a gray-scale image where the intensities r is in the range [0, L − 1]. A low
contrast image might have only pixel values within a short range of the
total intensity range (e.g. [L−1

4
, L−1

2
]). Histogram equalization is a method

of contrast adjustment where you widen the distribution of intensities [55].
The operation is done by effectively spreading out the most frequent intensity
values. This often greatly improves small contrast differences in the image
and in our case might extract important information about the snowpack.
Histogram equalization is defined as an intensity transformation given by
[55]:

s = T (r) = (L− 1)

∫ r

0

pr(w)dw , (4.12)

where s are the transformed intensities, r are the intensities in the image
to be transformed, pr(r) is the probability density function (PDF) of the
intensities r and w is a dummy variable for integration. The right hand side
of equation (4.12) is known as the cumulative distribution function (CDF)
of the random variable r.

When implementing equation (4.12), we use the transformation on its
discrete form:

sk = T (rk) =
(L− 1)

MN

k∑
j=0

nj , (4.13)

where MN is the total number of pixels in the image,
∑k

j=0 nj is the number
of pixels with intensity rk and L is the number of possible intensity levels in
the image.

If we know the desired shape we want the pixel intensity distribution to
have, then histogram specification can be used. This method is similar to
histogram equalization, but here we attempt to force a defined shape on the
intensity distribution. This might be useful if we want to group intensities
together.
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4.3.2 Sobel Mask

A Sobel mask in image processing is a technique that takes advantage of the
second derivative of pixel intensities. Sudden changes (i.e. an edge) in the
image will be amplified [55]. The method can be modified to only detect
horizontal or vertical lines, which might be beneficial if one is looking to
detect specific shapes in an image.

The operator uses two 3-by-3 kernels which are convolved with the origi-
nal image to calculate approximations of the derivatives. One for detecting
horizontal lines and one for vertical lines.

Gx =

−1 0 1
−2 0 2
−1 0 1

 ∗A , (4.14)

Gy =

−1 −2 −1
0 0 0
1 2 1

 ∗A , (4.15)

where A is the image matrix. Gx and Gy are the horizontal and vertical
derivative approximations, respectively.

The Sobel image is then calculated by finding the gradient magnitude.

G =
√

G2
x + G2

y . (4.16)

A final sharpened image might be produced by adding the original image
and the Sobel image to give a combination of the two.

B = A + kG, (4.17)

where k is a tuning factor (typically between 0 and 1) to set how much
the Sobel sharpening should affect the image.

4.3.3 Canny Edge Detection

A much more accurate edge detection algorithm compared to the Sobel mask
is the Canny edge detector. The optimal 1D step edge detector is the first
derivative of a Gaussian. The Canny method generalizes this detector for 2D
while acknowledging that the direction of the normal to the edge is unknown.
This involves applying the 1D edge detector in all directions, which is ap-
proximated by smoothing the image with a circular 2D Gaussian function,
computing the gradient of the result and using the gradient magnitude and
direction to estimate edge strength and direction at every pixel.
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Let f(x, y) denote the image and g(x, y) denote the Gaussian function
[55]:

g(x, y) = e−
x2+y2

2σ2 . (4.18)

The smoothed image fs(x, y) becomes the convolution between g(x, y)
and f(x, y):

fs(x, y) = g(x, y) ∗ f(x, y) . (4.19)

If we denote gx = ∂fs
∂x

and gy = ∂fs
∂y

, we can express the gradient magnitude

and direction (i.e. angle) as:

M(x, y) =
√
g2
x + g2

y , (4.20)

and

α(x, y) = tan−1

[
gy
gx

]
. (4.21)

We now find the direction line dk that is closest to α(x, y) for each pixel
(closely related to the operations presented in section 4.3.5). If the value
of M(x, y) is less than at least one of its two neighbors along the line dk
let the suppressed image gN(x, y) = 0 otherwise set gN(x, y) = M(x, y).
This is called the non-maxima suppressed image. The final operation is to
threshold the suppressed image using hysteresis thresholding which applies
two thresholds: a low threshold and a high threshold. We create two separate
images based on the low and the high thresholds. The low threshold image
contains all the non-zero values from the high threshold image since the low
image is formed with a lower threshold. We subtract the high threshold
image from the low threshold image and what remains is two images high
and low containing the strong and weak edge pixels of the image respectively.
To put long edges together we can use e.g. 8-connectivity to set the weak
edge pixels in the strong group if they are connected. Canny’s edge detection
approach is summarized with the following basic steps [55]:

• Smooth the input image with a Gaussian filter

• Compute the gradient magnitude and angle images

• Apply nonmaxima suppression to the gradient magnitude image

• Use double thresholding and connectivity analysis to detect and link
edges
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4.3.4 Wiener Adaptive Filter

The Wiener filter is used to produce an estimate of a desired random process
by filtering an observed noisy process, assuming that noise and image are
uncorrelated. The Wiener filter minimizes the mean square error between
the estimated random process and the desired process [55]. The filtering
algorithm uses a neighborhood of N-by-M pixels [56].

First, we estimate the mean and variance around each pixel based on the
predefined neighborhood.

µ =
1

NM

∑
n1,n2∈η

a(n1, n2) , (4.22)

σ =
1

NM

∑
n1,n2∈η

a2(n1, n2)− µ2 , (4.23)

where a is the image, µ is the local mean, σ is the local variance and η is the
N-by-M neighborhood. Then we create a pixel-wise Wiener filter based on
these estimates.

w(n1, n2) = µ+
σ2 − v2

σ2
(a(n1, n2)− µ) , (4.24)

where v is the noise variance. The noise variance v can be estimated by taking
the average of all local variance estimates if we do not have any information
about the noise.

This filtering method is excellent at removing Gaussian noise without
blurring the image to the extent an i.e. mean filter might. In this project,
the Wiener filter will be used to some extent to improve the overall impression
of the image and make differences more visible.

4.3.5 Hough Transformation

The Hough transform is a method of feature detection used for detecting
lines, but also shapes (e.g. ellipses, circles). It utilizes the fact that any line
relative to a specified origin can be expressed as [55]:

ρ = x cos θ + y sin θ , (4.25)

where ρ is the distance from the specified origin to the closest point on the
line and θ is the relative angle of the distance r to the origin. Each line seg-
ment in the image can, therefore, be associated with a pair of variables (ρ, θ).
The (ρ, θ) plane is referred to as the Hough space. The computational attrac-
tiveness of the Hough transform arises from sub-dividing the (ρ, θ) parameter
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into so-called accumulator cells [55]. This involves dividing the Hough space
into cells where −90◦ ≤ θ ≤ 90◦ and −D ≤ ρ ≤ D. Here, D is the maximum
distance between opposite corners in an image. Initially, these cells are set
to zero. Then, after binary edge detection (e.g. Canny edge detection and
binary thresholding) to separate background pixels from the objects, we let
a non-background pixel (xk, yk) contribute with its corresponding ρ and θ
values. This is done by setting θ equal to all of the values on the θ-axis and
solving for ρ using the equation ρ = xk cos θ + yk sin θ. The calculated ρ
values are rounded to the nearest cells along the ρ axis. Now we have a plot
of the pixels in the Hough space.

To detect prominent lines we need to look for intersections of plots in
the Hough space. This is done by examining the counts of the accumulator
cells for high pixel concentrations. For high concentrations, we examine
the continuity between pixels in a chosen cell. This involves computing the
distance between disconnected pixels corresponding to the same accumulator
cell. The gaps between the pixels are bridged if the length of the gap is below
a specified threshold. Additionally, if we are only searching for lines of a
specified angle one can examine a specified segment of the θ axis containing
the angles in the region of interest.

Let us consider a case where we have three white pixels on an otherwise
black image (see Figure 4.3a). Note that the intensity in Figure 4.3a is
inverted for visibility purposes. For each white pixel, we plot a number
of lines through the pixel at different angles. We then draw a line from a
defined origin to each line with a perpendicular intersection and measure the
length and angle of that line (i.e. for each line from the origin to the point
of perpendicular intersection, we collect a length and angle relative to the
origin). This length and angle become our ρ and θ.

As seen in Figure 4.3a, each pixel gets a set of angles θ and a set of
distances ρ, where the ρ line is perpendicular to each angle line through the
pixel. If we plot all the angles θ and distances ρ we get a Hough space as
seen in Figure 4.3b.

The plot intersections in the Hough space indicates prominent lines that
can be quantified. In this example, we have three pixels on a line that is
−45◦ and passes through the origin. This can be seen in the Hough space
by looking at the point of intersection between the three plots. To separate
strong and weak lines, a threshold can be applied to the Hough space before
extracting the line information.
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(a) (b)

Figure 4.3: Hough example image consisting of three white pixels on an
otherwise black image, with visualization of angle and position of each pixel
(a) and the resulting Hough space (b). Intensity inverted for visibility.

4.3.6 Eigen Image Filtering by SVD

Some radar images have problems with ringing. If the image is severely
contaminated by ringing noise, the noise can be regarded as a component
which is the most consistent when correlated with the contaminated image.
Thus we can remove the noise component using the eigen image filtering
technique. Let R be the radar data matrix with N vertical samples and M
traces (i.e. M ×N image). The singular value decomposition (SVD) of R is
given by [57]:

R = USVT , (4.26)

where U and V are orthogonal matrices of M ×M and N ×N respectively
and S is an M × N diagonal matrix containing the singular values si of
matrix R. Matrices U and V are composed of column vectors ui and vi.
The multiplication of ui and vi creates an M × N matrix Ei which can
be regarded as an image containing one of the components in the image.
By choosing which components to keep we can remove unwanted noise or
other features in the image. The first components of the image are regarded
as the most correlated and the last parts are the least correlated. Thus
we can choose to use the most correlated parts and remove the uncorrelated
parts. Alternatively, we can create band-pass eigen images by rejecting highly
correlated as well as highly uncorrelated parts of the image (e.g. p = 2 and
q = 10).



38

Rfiltered =

q∑
i=p

siEi . (4.27)

SVD of images can also be used as an image compression method by only
storing a some ui, vi and si and performing the inverse operation afterwards
to regenerate the image [58].

4.4 Migration Techniques

In the field of ground penetrating radar, migration techniques have been
extensively used for several decades. The method is closely related to syn-
thetic aperture radar (SAR) and involves moving the radar over a target and
summing the contributions from all reflection traces.

By moving the antenna system along a selected transect above the ground
surface a two-dimensional reflection profile (i.e. radargram or B-scan) is
obtained. For each recorded location of the antenna system (defined by the
acquisition time for each pulse), a trace is achieved where the amplitude
and the delay time of the recorded echoes are drawn. This reflection profile
gives a somewhat blurred image of the targets due to the scattering of the
electromagnetic waves in the medium [47].

Consider the case where we have a point scatterer (an object small in
terms of the shortest radiated wavelength) situated in a homogeneous medium.
The contribution from each trace will result in a hyperbolic response through
the scan. If the measured time to the point reflector is t, then the distance
to the point reflector is given by z = vt

2
.

At any position along the x-axis the distance z to the point reflector and
back is given by [38]:

zi = 2
√

(xi − x0)2 + z2
0 . (4.28)

Thus the two way travel time for any position becomes:

τ =
2

v

√
(x− xo)2 − z2 . (4.29)

These equations show that the measured wavefront appears as a hyper-
bolic curve as shown in Figure 4.4.

The shape of the hyperbola depends on the electromagnetic properties of
the medium (can be several sub-media) that is investigated, the configuration
of the antennas (mono-static or bi-static) as described in section 3.3 and the
depth of the scatterer. Migration techniques aim at compensating for such a
spreading by re-focalizing each segment of the hyperbola to its apex [47].
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In Soldovieri and Solimene [47] and Margrave [59], different techniques
for de-cluttering and focusing the reflection profile are presented. In short,
one can categorize most methods as either migration algorithms or inverse
filtering algorithms. We will focus on migration algorithms and especially the
summation diffraction beamforming method as it is the most straightforward
method to implement a test before moving on to more advanced methods.
Later we will look at the theory behind F-K migration which is a much faster
method utilizing the spatial 2D Fourier transform for faster computation. To
fully understand how F-K migration works one must first investigate the more
fundamental methods of migration in the spatial domain. Here Summation
Diffraction forms a basis for the presented theories.

4.4.1 Summation Diffraction

The Summation Diffraction (also known as Delay and Sum in ultrasound
processing) beam-forming algorithm is a simple and robust method to mi-
grate the scattered response of a target together. However, compared to
Fourier domain methods (e.g. F-K migration as explained later) Summation
Diffraction is computationally expensive. We will continue with the example
of a point scatterer situated in an otherwise empty domain.

The point scatterer is located at the coordinate vector rsc = (xsc, zsc)
and have ro = (x0, 0) as the coordinates of the positions where the scattered
field is recorded as shown in Figure 4.4. In our example we have a homo-
geneous medium with no dielectric transitions and x0 ∈ [−XM , XM ], where
the synthetic measurement aperture Σ = [−XM , XM ] represents the transect
we move the radar across. The direction of motion used here is normally
described as the azimuthal direction.

.

If the transmitted signal (ideally a delta impulse) is denoted as sT , the
back-scattered field is given by [47]:

sR(r0, t) = sT

(
t− 2

|r0 − rsc|
v

)
. (4.30)

For a point scatterer we perform the following operation for all pixels
in the image ([47, 60, 61, 62]): For each pixel a diffraction hyperbola is
constructed in the two-dimensional reflection profile. The reconstruction at
each pixel is then obtained by summing all the traces that the synthetic
hyperbola intersects in the image. In computational terms; for each z pixel
depth we calculate the two-way travel time to all x pixels from all radar
positions and time shift the traces by their corresponding calculated time.
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−XM XM

rsc = (xsc, zsc)

ro = (xo, zo)

Figure 4.4: Radar response of a point-object. Generated from synthetic data.

Then we sum all pulses at the region (depth) of interest. This results in an
alignment of the pulses at the apex of the hyperbola.

The operation can be described for each pixel (x, z) by the double integral
[47]:

R(x, z) =

∫
Σ

∫
T

sR(r0, t)δ

(
t− 2

v

√
(x− xo)2 − z2

)
dxodt , (4.31)

where Σ is the measurement aperture, is T the acquisition time of each mea-
surement and R(x, z) is the migrated data. This is known as the Summation
Diffraction method.

To demonstrate the effects of summation diffraction we use a synthetic
dataset to test the method. The dataset simulates a bistatic setup of two
Vivaldi antennas scanning a small sphere target 80 cm from the antennas.
The antennas are spaced 40 cm apart and move in 5 cm increments between
each scan. This allows us to calculate the total pulse travel distance from
the transmitting antenna to each pixel in the radar image and back to the
receiving antenna. Each pulse can be time-shifted according to the calculated
distance for each pixel.

For the bistatic antenna setup equation (4.28) becomes:

zi =

√(
xi − x0 −

D

2

)2

+ z2
0 +

√(
xi − x0 +

D

2

)2

+ z2
0 , (4.32)
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where D is the distance between the transmitting and receiving antenna.

Figure 4.5: Migration result compared to original signal.

As we can see in Figure 4.5, adding contributions across the transect of
the radar scan can improve the response significantly. However, from the
radar equation, we know that the signal to noise ratio (SNR) will fall by 1

z4i
,

which means that an increasing distance to the target (i.e. contributions to
the summation far away from the target) also decreases SNR. Also, as the
angle of radiation on antennas start to approach the side of the main lobe
the phase center of the antenna will move to a different location [61] within
the antenna structure. This will inevitably clutter the image.

Being aware of these consequences, we can still attempt to give the re-
ceived pulses a weight based on their location in the image. This enables
the pulses at the far sides of the image to contribute more to the summation
giving more focusing of the target.

This particular weighting gives all received pulses the same amplitude as
the center pulse. This is a brute force method and can be refined for better
results.

In Figure 4.7 the focusing is somewhat visible in the x direction. However,
notice the ringing effects caused by the weighting especially visible when
looking at the pixel values for a horizontal line across the image at the center
of the target. Even though minuscule in this synthetic dataset, this effect is
important to be aware of when processing real data. This might be avoided
with more refined methods of weighting (e.g. Gaussian windowing).
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Figure 4.6: Recorded pulses before and after weighting. The noted distances
for each plot are the offset from the center of the image.

To reduce the computational load of this algorithm the computation can
be performed in the Fourier domain instead. This is commonly known as
F-K migration.
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Figure 4.7: Migration results with and without amplitude weighting. Below
each image is the Azimuth pixel values of each image.

4.4.2 F-K Migration

F-K migration is a generalization of the Doppler migration technique used
in SAR imaging [47]. The technique is widely used in GPR [38] and ultra-
sound imaging [63]. F-K migration utilizes the F-K transform to migrate the
scattered return. The F-K transform is a two-dimensional Fourier transform
over time and space. Now, consider the expression in equation (4.31). If
we denote the Fourier transform of sR(r0, t) as SR(r0, ω) we can rewrite the
equation as:

R(x, z) =

∫
Σ

∫
Ω

SR(r0, ω) exp

(
j

2ω

v

√
(x− xo)2 − z2

)
dxodω . (4.33)

Inserting k = ω
v

rewrites equation (4.33) in terms of integration of wave-
number k instead:

R(x, z) =

∫
Σ

∫
Ωk

SR(r0, k) exp
(
j2k
√

(x− xo)2 − z2
)
dxodk , (4.34)

where Ωk now denotes the frequency band in the k domain. This expression
is essentially a convolution in xo and an integration in k. The convolution
can be computed in the spatial Fourier domain. From [47] we can get the
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full derivation of this expression which recasts the transform in terms of
the spatial spectral kx and makes some assumptions such as ignoring the
amplitude factor. The resulting F-K migration expression becomes:

R(x, z) =

∫
Ωkx

∫
Ω

SR(kx, ω) exp(−jkxx) exp(jkzz)dkxdω . (4.35)

Inverse filtering has shown to perform slightly better in terms of recon-
structing the target [47]. However, F-K migration has a lower computational
cost and will in many low noise cases perform as good as inverse filtering. A
further study of migration methods for radar signal processing is presented in
Sayedelahl and Bording [64] where more complex methods are investigated
(e.g. reverse time migration and exploding reflector modeling).

In Lertniphonphun and Mcclellan [65] migration techniques are presented
for UWB SAR systems where it is pointed out that the assumption of con-
stant pulse propagation velocity will blur or shift target locations for media
with non-constant pulse propagation velocity. This complicates the task of
migrating the radar signal from snowpacks significantly, as there are sev-
eral transitions in density (i.e. pulse propagation velocity) throughout the
snowpack. Aftanas et al. [66] present a migration method to compensate
for dielectric transitions with through-wall radar imaging. However, in that
case, there is only one layer (i.e. the wall) instead of several as in a snowpack.
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Chapter 5

Radar Sensor Systems

In the task of obtaining snow profiles from radar imagery, one should try
different approaches to identify the most suitable method. Therefore, two
different radar systems have presently been tested. The systems vary in
almost all respects including signal excitation method, data acquisition, an-
tenna type and performance characteristics (bandwidth, resolution, and out-
put power). However, the general set up is quite similar: In Figure 5.1 we
see how the parts in a typical bistatic radar system work together. This is
identical for both systems tested in this project. In the following sections,
we will describe the radar sensors, antennas, and the physical platform used
to obtain the measurements.

The control PC has custom developed software that activates the radar
sensor and requests a sample. The radar sensor, in turn, sends a signal via
coaxial cables to the TX antenna that radiates the signal towards the target.
The scattered response of the target is then collected by the RX antenna and
sampled by the radar sensor. Thereafter, raw data is delivered back to the
control PC for storage and further processing.

47
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Snow Target

Attenuated reflection Radiated signal

Control PC

Radar sensor

— RX — — TX —

USB cable

Figure 5.1: Bistatic radar system setup

5.1 ILMsens SH-3100 m:explore

This newly developed commercial UWB sensor has several desirable charac-
teristics concerning high resolution radar imaging1 . Using their own devel-
oped m-sequence pseudo random noise (PRN) signal generator, this sensor
performs well for radar sensing tasks. Especially, when we have restrictions
regarding high peaks of energy commonly associated with pulse radars. The
sensor has a transmitter and two receivers working in parallel. This double
receiver can be useful for detecting composite polarizations which might be
desirable for some applications.

1Visit the ILMsens website at: http://ilmsens.com/index.php/en/m-explore

http://ilmsens.com/index.php/en/m-explore
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Table 5.1: ILMsens Sensor RF properties (from the ILMsens m:explore data-
sheet [67])

Transmitter
UWB pseudo-noise signal
No high voltage peaks, low field strength operation
(when connected to antennas)
Extremely stable generation driven by phase locked RF clock
Instantaneous -10 dB bandwidth 0.1 - 6 GHz
Total output power: approximately -7 dBm
Observation time window: 39.3 ns
Unambiguity range (two way travel): 5.9 m (air)
Receiver
UWB analogue input bandwidth beyond: 0.1 - 6 GHz
Continuous, synchronous sub-sampling operation
Extremely stable timebase derived from transmitter clock with
timebase jitter less than 20 fs (rms)
Digital Backend
Measurement rate, up to 1000 samples per second
(actual max. rate depends on capabilities of control computer)
Digital correlation in control computer to suppress noise

5.2 M-sequence Signal Generation

“A maximum length binary sequence (MLBS), in short an M-sequence, is
a special kind of pseudo random binary sequence (PRBS)” [38]. This se-
quence is called pseudo-random because it is to some extent periodic using
maximal-length linear feedback shift registers reproducing every binary se-
quence (except the zero vector) that can be represented by the shift registers.
They have, however, properties which are very close to those of real random
signals. Since the shift registers are very large (a large number of bits), the
number of clock pulses, before one period of the number series (usually Fi-
bonacci) is completed, is relatively large. In our acquired radar sensor we
have 9 bits (511 possible values). This is what is meant by pseudo-random
noise (PRN), as it can be approximated as white noise. The autocorrela-
tion function of this sequence will in principle be a delta function, which in
turn gives us a wide power spectral density [68]. This is one of the basic
requirements for UWB radar signals.

Now, due to the random nature of the radiated signal, the received re-
flection of the target will also be of random nature. Therefore, we must



50

examine the cross-correlation function between the input and output to be
able to analyze the back-scattered return. The information of interest in
most radar-measuring situations is the impulse response of the target h(τ).

If we have a radiated output signal x(t) and return signal y(t); these are
related to the impulse response by a convolution [38]:

y(t) = h(t) ∗ x(t) . (5.1)

The autocorrelation and cross-correlation are also related to the impulse
response by a convolution [38]:

Ryx(τ) = h(τ) ∗Rxx(τ) . (5.2)

If the autocorrelation is a delta function Rxx(τ) = δ(τ), equation (5.2)
simplifies to:

Ryx(τ) ∼ h(τ) . (5.3)

Practically, this means that the cross-correlation function between the
received signal and stimulus is proportional to the impulse response function
as long as the autocorrelation function of the stimulus is narrow compared to
the impulse response of the device under test (i.e. an impulse/delta function
δ(τ)). This method can be compared to exciting the antenna with an impulse
(e.g. Gaussian pulse) but has some differences. Here, we must first determine
the cross-correlation function to be able to find the impulse response.

The most important result gained with this method is the ability to re-
place impulsive waveforms by signals, which spread their energy equally over
a long time, hence reducing the peak power. For this reason, the electronic
components only have to handle low voltage signals, which allows for cheap
and low noise circuit integration [69]. Moreover, for active components, the
nonlinear distortion will also be reduced compared to pulse excitation due to
the low peak power of m-sequence excitation [37]. Furthermore, the charge
and discharge of parasitic circuit elements profit from low voltage variations,
which results in an increased bandwidth of the signals.

From Figure 5.2 one can intuitively see that the radio frequency (RF)
clock rate fc plays a vital role in defining the performance of the sensor. In
addition, the length of the shift registry also affects central characteristics of
the sensor. Some of the key parameters for this system is described below.

Bandwidth: We can with some simplification relate the bandwidth to just
one variable; the clock rate fc [38]:

BW ≈ fc
2

[Hz] . (5.4)
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Figure 5.2: Basic concept block diagram of UWB m-sequence. Reprint from
[70]. Note fc is the RF clock rate.

Observation time window length: This characteristic tells us the time
it takes to run through all the values of the shift register up to the maximal
length. If the shift register has a size of m bits, then the maximal length (i.e.
period) is 2m − 1. The observation time window length T is defined as [38]:

T ≈ 2m − 1

fc
[s] . (5.5)

The total time to acquire a sampled signal depends on the binary divider,
the internal averaging of the radar sensor and eventually the processing ca-
pabilities of the control PC.

Range resolution: The range resolution δr is an important quantity as it
tells us what size of objects we will be able to resolve. Range resolution can
be approximated by [38] :

δr ≈
c

fc
[m] , (5.6)

where c is the speed of light in vacuum.

Unambiguity range: The maximum range at witch a target can be lo-
cated is restricted by the observation time window length. The unambiguous
range R0 can be expressed as [38]:

R0 =
cT

2
=
c(2m − 1)

2fc
. (5.7)
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In table 5.2 unambiguous range for air, dry snow and wet snow is cal-
culated, using average permittivity, and assuming that the entire range of
the radar is the same material. In practice, some of the range will be air,
some will be snow and some will be soil. This measure is only to give an im-
pression of the range through different materials based only on relative pulse
velocity and observation time window length, not factoring in dielectric and
spreading losses.

The sampling operation of the m-sequence radar utilizes the fact that in
contrast to random noise, pseudo-random noise represents a periodic signal
[71]. This facilitates for sub-sampling (i.e. under sampling) which drasti-
cally reduces the speed requirements for the receiving electronics. Clearly,
the measurement time will be expanded by that approach, but it can be
accepted in many cases because the propagation speed of the radar signal is
orders beyond a typical target speed. However, the sample timing must be
as accurate as possible as UWB signals change their voltage rapidly. In all
electronic timing systems, a point in time is defined by crossing a threshold
level with a rising (or falling) edge. Since neither the threshold or edge are
perfectly sharp, there will be timing errors. This might result in drift errors
due to an unstable threshold or non-equidistant sampling intervals due to a
non-linear ramp. The use of swept thresholds when sampling (as described
in section 5.4) provide these problems.

Due to the periodicity of the PRN signal, the sampling process can be
distributed over several periods. If the spectral band of the transmitted
signal is limited to fc/2, only one sample per registry chip can be sampled
with the Nyquist-Shannon theorem held. To reduce and control the data
capturing rate, a binary divider is used to control a track & hold (T&H)
analog-to-digital converter (ADC). A T&H ADC captures the voltage and
holds its value at a constant level for a specified time, in this case controlled
by the binary divider (see Figure 5.2). This method of sampling is excellent
regarding time stability since all trigger events are based on steep flanks, and
threshold levels must not be swept. The remaining noise contribution comes
from additive noise as well as phase noise and drift of the RF-clock.

5.2.1 Why m:sequence?

Considering previous work (section 1.4) regarding snow stratigraphy scan-
ning with radar systems, where most studies have used FMCW radars, the
choice of using PRN m:sequence radar should be addressed. The m:sequence
method is compared to real pulse excitation with the two radar systems that
have been used during the measurement campaign. However, an FMCW
radar was not available and was therefore not tested during the measurement
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campaign. In Sachs, Gmbh, and Ilmenau [72] and Ng, Feger, and Stelzer [73]
the PRN radar technique (i.e. m:sequence) is thoroughly described and com-
pared to FMCW and pulse radar methods. The main advantage PRN has
against FMCW is that the PRBS generator in PRN radars need far less
digital building blocks than the FMCW voltage controlled oscillator (VCO)
(i.e. frequency synthesiser), enabling single chip integration which reduces
cost, size and power consumption while still maintaining the same target
resolution. Additional effort is also needed to keep the VCO linearised and
stable. Linearity in VCO’s usually decrease with increased sweep bandwidth
where sweep non-linearities result in a widening and a shift of peaks along
the frequency axis, thus degrading the resolution. PRN and pulse radars
do not need a linear frequency sweep as a TX signal and thus avoids these
problems.

5.3 Ultra Wideband Snow Sensor

The ultra wide band snow sensor (UWiBaSS) is a radar system specifically
designed to detect variations and layer configuration in snow. The radar
system was developed at UiT The Arctic University of Norway. It consists of
an ILMsens m:explore sensor connected to a single board computer running
ILMsens developed software to acquire and log the impulse responses. In
addition, the system uses two Archimedean spiral antennas (one RX one
TX) for transceiving the signals (see Figure 5.3).
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Figure 5.3: UWiBaSS system with antennas at the bottom. ILMsens sensor
and control PC mounted inside the box.

5.3.1 The Archimedean Spiral Antenna

Spiral antennas belong to the class of ”frequency independent” antennas.
Impedance, radiation pattern and polarization of these antennas remain al-
most unchanged over a large bandwidth. This type of antenna is widely used
in sensing applications where a very large bandwidth is desired. With a frac-
tional bandwidth of up to 30:1, these antennas can e.g. be efficient from 1
GHz up to 30 GHz. Spiral antennas are inherently circularly polarized from
its construction and have a radiation beam with maximum perpendicular to
the plane of the spiral. The HPBW is approximately 70− 90◦. In this study,
the antennas are designed with two ”arms” extending from the center of the
dielectric plate and fed with a balanced signal through a balun (see Figure
5.4). A balun converts between an unbalanced signal and a balanced signal.
However, these antennas can be constructed with any number of arms, even
with one arm and a backing ground plane that does not need a balanced feed
signal [74].

As we can see in Figure 5.5 the antenna has a bidirectional radiation-
pattern. To make the antenna operate in only one direction one could use
metallic cavity backing (often used in narrow-band systems), but this would
greatly reduce the bandwidth since the reflected field will tend to cancel
the forward traveling field for certain frequencies. To keep the wide-band
characteristics one could include an absorbing material inside the enclosure
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Figure 5.4: Archimedean spiral antennas manufactured at the UiT The Arc-
tic University of Norway; ready for mounting in an aluminum frame with
absorbing material in the back.

of the antenna at the cost of antenna efficiency. Because of the symmetry of
the antenna, this loss of efficiency is often estimated to be about 3 dB, which
might be tolerable depending on the application.

The impedance of the antenna is relatively stable over a large bandwidth.
This, in turn, gives a low and stable return loss when matched to a transmis-
sion line. Return loss if often denoted as S11 from scattering matrix theory
[37].

In Figure 5.6, the simulated return loss shows stability over a large band-
width, with maximal effectiveness at approximately 2.5 GHz. This antenna
will prove to have significantly more stable return loss than the Vivaldi an-
tenna mentioned in section 5.4 (see Figure 5.10b).

The antennas have a measured bandwidth of approximately 950 MHz -
11 GHz. However, the radar sensor operates at 0.1 - 6 GHz bandwidth, thus
the radar sensor and antenna bandwidth do not completely overlap. This
is due to the size restrictions when designing the antennas. To facilitate a
bandwidth all the way down to 0.1 GHz would result in a spiral radius too
large for mounting on a UAV (see equation (5.8) and (5.9)). The highest
frequencies within the antenna bandwidth radiate from the inner parts of
the spiral which in principle could be removed, but with no improvement in
performance or size. It should be noted that the extra space gained in the
center of the spiral could be used to mount a low noise pre-amplifier.

The antennas were placed in a metallic housing with absorbing material in
the backing cavity to remove the rear lobe of the antenna while still keeping
the wide-band characteristics. As previously stated; this causes a reduction
of 0.5 (50 %) in antenna efficiency (i.e.3 dB gain loss). There are several
suitable antenna designs for snow measurement applications [75], however,
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Figure 5.5: Simulated radiation pattern of Archimedean Spiral Antenna.
Reprint from [42]

the Archimedean spiral antenna has an impedance stability over a very large
bandwidth that is hard to match with other antenna designs. The lowest
operating frequency of the Archimedean spiral antenna can be estimated by
[76]:

flow =
c

2πR2

, (5.8)

where R2 is the outer radius of the spiral. Solving for R2 with flow = 0.1
GHz as the lowest frequency give us:

R2 =
c

2πflow
= 0.477 [m] . (5.9)

This radius is too large for many practical UAV purposes. Solving for
950 MHz results in an outer radius of 5.02 cm, which is a more suitable size
for UAV mounting. Notice in equation (5.8) that the frequency is related
to the radius of the spiral. This implies that a high-bandwidth pulse will
be transmitted as a chirp, since each frequency component of the pulse is
transmitted at different distances (i.e. different radii) from the feed point in
the center of the antenna.

The combined bandwidth of the UWiBaSS radar system becomes 0.950-
6 GHz when considering the limitations in both the radar sensor and the
antennas. In table 5.2, the key parameters of the UWiBaSS system are
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Figure 5.6: Simulated return loss (S11) of Archimedean Spiral Antenna.

presented. Some parameters are calculated from equations (5.4 - 5.6) while
others are gathered from the ILMsens m:explore datasheet [67] and from
Sachs et al. [70]. Note that the measurement rate stated in table 5.1 is
dependent on the capabilities of the control computer. The measurement
rate has been calculated based on collected data from the radar system, and
shows that the rate of measurement is highly dependent on a computer with
high processing capabilities.

The range resolution stated in table 5.2 is in the ideal case with rect-
angular windowing. In any practical case, to avoid spectral leakage when
performing Fourier domain processing, tapered windows are used (i.e. Band
pass windows, e.g. Hanning or Hamming). Tapered windowing inherently
decreases range resolution slightly. In section 5.5 we take a closer look at the
range resolution of both radar systems used.
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Table 5.2: UWiBaSS key characteristics

ILMsens sensor Value
Signal generation Pseudo noise
Bandwidth 5.9 GHz (0.1-6)
Range resolution (rectangular window) 2.252 cm
Equivalent sampling rate 13.312 GHz
Nominal output power -7 dBm
Measurement rate 32 Hz (max 1000 Hz)
MLBS order 9 (511 values)
Unambiguous range in air 5.9 m
Unambiguous range in dry snow 5.0 m
Unambiguous range in wet snow 3.8 m
Average power consumption 8.1-9 W
Archimedes spiral antenna Value
Bandwidth 10.05 GHz (0.95-11)
Efficiency 0.5
HPBW 70◦

Combined Bandwidth 5.05 GHz (0.95-6)

5.4 Novelda Radar with Vivaldi Antennas

Another radar system we had at our disposal were the Novelda impulse radar
sensor [77]. This system was fitted with Vivaldi antennas and a small UWB
low noise RF amplifier at the RX stage.

Instead of pseudo-random noise, this radar relies on a traditional Gaussian
pulse for excitation of the antennas. In the signal acquisition stage, a type
of stroboscopic sampling is utilized [13]. Stroboscopic sampling means the
radar receiver samples the back-scattered pulse after a given time offset. This
offset represents the signal time-of-flight relative to the time of transmission,
i.e. the number of range increments to the target. The Novelda radar has 512
range bins to where it can sample the incoming signal [77]. This leads to 512
”shells” in the direction of propagation from the radar antenna. These shells
can be monitored individually or in combination depending on the systems
intended application.

An improvement to the traditional stroboscopic sampling technique is
the continuous time binary valued (CTBV) method of sampling. This uses
a 1-bit quantizer at the receiving end that is then sampled by a sampling
bank with individual time offsets (τ). This only yields a 1-bit resolution on
our received signal dynamic range. To increase the dynamic range resolution
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Figure 5.7: Novelda Radar (top) with Vivaldi antennas mounted on custom
made nylon fasteners.

a Swept Threshold Sampling technique is also applied. We still use a single
quantizer, but the sampling procedure repeats while we sweep the threshold
over the range of interest. For each threshold step, the conversion results
accumulate in a digital counter. After the completed sweep, the counter
indicates the converted value which indicates the amplitude of that sample.
Then it moves systematically through the range bins to get the corresponding
distance of the sampled signal amplitude.

In Figure 5.9 we can see how the quantizer works with swept threshold
sampling. It is somewhat similar to direct analog-to-digital conversion, but
it does not use comparator banks working in parallel. Instead, it uses a
single quantizer with a sweeping threshold. A more comprehensive study of
stroboscopic sampling and swept threshold sampling is presented in Hjortland
[78].

Simple pulse radar systems operating at a constant PRF have a maximum
unambiguous range based on the transmission time from one pulse to the
next. If the transmitted pulse is very short compared to the pulse repetition
time, the maximum unambiguous range for pulse radars can be expressed as
[13]:
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Figure 5.8: Novelda Radar CTBV signal acquisition system. Reprint from
[13]

R0 =
c

2PRF
. (5.10)

The maximum PRF of the Novelda radar is 100 MHz yielding a maxi-
mum unambiguous range of 1.5 m. The Novelda radar expands this range
by using a staggered PRF effectively increasing the maximum unambiguous
range. This introduces a certain amount of randomness to the pulse transmis-
sion interval, where reflections will appear at slightly different time intervals
relative to the most recently transmitted pulse. Because of the range incre-
ment averaging (512 increments) of the receiver, these uncorrelated pulses
will cancel out instead of appearing as ghost reflections [13]. The staggered
PRF enables the 512 range bins to, in principle, be moved to any range of
interest.
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Figure 5.9: Swept Threshold Sampling functional diagram. Reprint from
[13].

5.4.1 Vivaldi Antenna

Vivaldi antennas are planar, broadband antennas. The main differences com-
pared to spiral antennas are the HPBW (≈ 20◦), less impedance stability over
a large frequency band (i.e. return loss S11) and linear polarization. Addi-
tionally, when considering the physical shape of the antenna it is evident that
these antennas are more prone to vibrational effects from wind and internal
vibration in whatever system they are mounted on. Therefore, careful design
of the fastening platform is needed (see Figure 5.7).

As previously stated, the return loss for this antenna type, shown in
Figure 5.6, is not as constant and low as for the Archimedes spiral antenna.
This in combination with pulse excitation from the Novelda radar gives a
more variable return loss (scattering matrix element S11) than the UWiBaSS
system.
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(a) (b)

Figure 5.10: Vivaldi antenna (a) and simulated return loss (S11) (b).

Table 5.3: Novelda radar key characteristics collected from [13] and [77]

Novelda sensor parameter Value
Signal generation 1st order Gaussian
Bandwidth 0.85 - 9.6 GHz
Range resolution (rectangular window) 4 mm
Equivalent sampling rate 39 GHz
Nominal output power -19 dBm
Maximum PRF 100 MHz
Depth perception 512 depth levels
Unambiguous range 60 m
Power consumption (Max utilization) 113 mW
Vivaldi antenna parameter Value
Bandwidth 4.1 GHz (0.9 - 5 GHz)
HPBW 20◦ E-plane, 50◦ H-plane
Combined bandwidth 4.1 GHz
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5.5 Case Study: Range Resolution Measure-

ments

We performed a simple test to check the actual range resolution of the radar
systems. In this test, we scanned a perfect electrical conductor (PEC) plate
to get a pulse as clean as possible to analyze. We characterize the range
resolution as the full width at half maximum (FWHM) distance in terms of
power. Thus, in this case, the rectified pulse is analyzed in terms of power,
not voltage as in the remaining thesis.

(a) FWHM = 5.3 cm (b) FWHM = 6.3 cm

Figure 5.11: PEC plate pulse returns and FWHM (red line) of the UWiBaSS
system (a) and Novelda radar (with Vivaldi antennas)(b). This width effec-
tively becomes the range resolution of the radar systems.

The resolution might be slightly improved by additional fine-tuning of the
windows to match the radar system bandwidth. Nonetheless, the resolution
will be reduced compared to the ideal case presented in the radar sensor
data-sheets.

5.6 Radar System Comparison

To summarize, we have a comparison of the two systems in table 5.4. This
comparison is based on what is desired for this project (i.e. what works best
for UAV snow measurements).

It is important to note that the detection range of any radar system
depends on both unambiguous range and the radar equation (see equation
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Table 5.4: Performance comparison between radar sensors with mounted
antennas

Pros/cons ILMsens radar with spiral antennas (UWiBaSS)
+ Higher bandwidth (5.05 GHz)
+ Higher output power (-7 dBm)
+ Pseudo noise = stable power
+ Range resolution (tapered window) = 5.3 cm
− Relatively large in size
− Large beamwidth (approx. 70◦ )
− Unambiguous range = 5.9 m
− Power consumption = 8.1-9 W

Novelda radar with Vivaldi antennas
+ Small form factor
+ Narrow beamwidth (approx. 20◦ )
+ USB powered
+ Easy to operate
+ Unambiguous range = 60 m
+ Power consumption = 113 mW
− Lower bandwidth (4.1 Ghz)
− Lower output power (-19 dBm)
− Range resolution (tapered window) = 6.3 cm
− More noise due to pulse excitation

3.4), where the maximum range depends on transmitted power and received
power among other factors. In other words, the beamwidth of the antennas
and transmitted power influence the received power.

5.7 Safety Aspects

If these radar systems are to be commercially used in the future, one should
consider the safety aspects of human exposure to ultra wideband radar fields.
According to Cavagnaro, Pisa, and Pittella [79]: “a UWB radar that satisfies
the FCC mask emits an electromagnetic field whose maximum value is well
below the maximum value settled by the safety guidelines.” According to
the defined specifications of the radar sensors, this requirement is to some
extent full-filled. However, more extensive testing should be performed to
investigate further if the specific absorption rate is within the defined safety
guidelines. Since the general UWB radar emits non-ionizing electromagnetic
waves in the band 3.1-10.6 GHz, the main effect that this wave can cause in
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the human body is power absorption creating heat [79].

Figure 5.12: FCC UWB mask

As we can see in Figure 5.12, the maximum radiated field is defined as
-41.3 dBm/MHz. This mask is defined well below the safety guidelines of
UWB radiation, and is intended as a restriction regarding interference with
other communication-systems. The interested reader can note that the 960-
1610 MHz band is allocated for GPS communication, which operate at 1.22
and 1.57 GHz with a 1.023 MHz band for each frequency.

Also, note that Figure 5.12 show the American regulations. The European
mask (ETSI EN 302 066-1, 2007) is more restrictive (especially above 6 GHz)
for mean power spectral density.
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5.8 Radar Measurement Platform

To obtain measurements above the snowpack, considerations regarding sta-
bility and functionality needed to be taken into account. The intended pur-
pose of the platform was to facilitate non-invasive, above ground, measure-
ments where the radar could be moved continuously to simulate UAV flight.
Four main requirements were defined in the process to find the best solution
for this particular task:

• The radar system should be situated approximately 1 m above the snow
surface.

• The applied radar had to be able to move, but limited to one direction
(Azimuth).

• The platform had to be somewhat stable so that wind gusts would
make little impact on the radar measurements.

• The platform had to be built with easily obtainable parts.

To allow the radar to move continuously and controlled in a single di-
rection a camera-dolly (mostly used in film production to allow cameras to
move smoothly) specially made to roll on aluminum ladders were chosen.
This dolly type was chosen for its adaptability to different rails and lad-
ders so that a custom rail system did not have to be ordered. This proved
to save both time and funds and yielded a smooth, controlled, continuous
data acquisition platform. Step ladders were used as ”feet” for the rig, with
screw-clamps to hold the suspended ladder between them. This assembly
functioned very well for its task and was easily moved to different locations
if necessary. The constructed platform also proved to be very stable. The
total measurement scan length became effectively the length of the ladder
chosen. The ladder used was approximately 4.3 m and provided a measure-
ment length of 4.2 m due to the fastening at the end, and the length of the
dolly.

To facilitate the use of both the UWiBaSS and Novelda sensors, the dolly
was fitted with a 2 m aluminum beam with each radar sensor at each end.
This allowed quick switching between the systems as the dolly only needed
to be lifted and rotated 180◦ to measure on the exact same snowpack. Both
systems were controlled with a laptop mounted at the center of the dolly. The
total measurement time with both systems was approximately 10 minutes.
To maintain constant speed across the transect, 10 cm increments was marked
along the ladder. This, in combination with a stopwatch allowed us to move
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the dolly with adequately accurate speed. The approach was to define a set
time it should take to move 10 cm (e.g. 10 sec/10 cm = 0.01 m/s). Even if
the speed within each 10 cm step was not constant, at each new 10 cm step
we should know what time the stopwatch should be at and could speed up or
slow down based on that. The drawback of this method is that high speeds
are harder to control, and made testing of maximal scanning speed difficult.
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Figure 5.13: Radar measurement platform (b) with mounted radar systems
and PC to log data (a).



Chapter 6

In situ Measurement Methods

During the measurement campaign, several different in situ parameters were
collected from the snowpack. In this chapter, we will go through the methods
used to measure snow density, liquid water content, stratigraphy, depth and
relative permittivity.

Among these, density is an important parameter when considering dry
snow. The density allows us to approximate the real part of the relative
permittivity of snow, which in turn can give us several important RF param-
eters of the snow [41]. To account for the changing pulse velocity through
the snowpack, accurate density measures for all layers need to be taken. This
can be done by several methods, as discussed below.

6.1 Density Cutters

One of the most intuitive methods for measuring density is using density cut-
ters. This method involves taking a volumetric sample of the snow, where
density is calculated by weighing the defined snow volume which is extracted
from the snow using a cylinder-, wedge-, or box-type cutter. In [80] the
different types of density cutters are compared in regards to accuracy and
vertical resolution. The major drawback of density cutters is the destruc-
tive measurement method and the vertical resolution. During this project,
the wedge type density cutter was used as a control measurement for the
Toikka Snow Fork [43]. The wedge type density cutter takes out a sample
of approximately 10× 10× 20 cm (see Figure 6.1c) from the snowpack, thus
high-resolution measurements down the snowpack are difficult to perform.

69
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(a) (b) (c)

Figure 6.1: Types of density cutters: (a) box, (b) cylinder, and (c) wedge.
Reproduced from [80].

6.2 Radio-Wave Resonators

Using instruments that can measure the resonant frequency of a medium
one can calculate the relative permittivity of the same medium [43]. There
are several methods to perform these measurements, where some are more
destructive to the snowpack than others. In Denoth et al. [81], Denoth and
Foglar [82] and Kinar and Pomeroy [83] several resonant sensors are compared
(including the Snow fork and Denoth capacitive sensor mentioned here), and
show that discrepancies between the sensors are approximately 1%. However,
the Snow fork and Denoth capacitive sensor produce nearly non-destructive
measurements compared to other relevant instruments. This is desirable as
the same snow pit can be used several times. In Williams [84] it is shown that
there is no statistically significant difference between measurements from the
Denoth meter and the Finnish snow fork. The Snow fork was chosen as it
was the only obtainable instrument of the two.

These instruments are also capable of measuring the liquid water content
of snow. In Techel and Pielmeier [85], the Denoth meter and Snow Fork
is compared to the traditional ”hand test” (i.e. hand squeezing) to classify
wetness where it is concluded that the ”hand test” is not a reliable method of
measuring the wetness of snow. Koch et al. [86] propose a wetness measure-
ment approach based on the attenuation of microwave radiation emitted by
GPS systems. This method is yet to be manifested in a commercial product,
but might prove useful in future measurement campaigns.

6.2.1 The Denoth Capacitive Sensor

The Denoth capacitive sensor was developed at the University of Innsbruck.
This instrument is also known as a Denoth meter and consists of a flat
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plate antenna that is inserted into the snowpack [87], [82]. The area of
measurement has been estimated to 176 cm2 from a 13 × 13 cm (169 cm2)
plate antenna, due to the fringing fields at the plate edges.

Figure 6.2: Denoth meter. Reproduced from [85].

The real part of the relative permittivity can be found by [81]:

ε
′

r = 1− α∆c , (6.1)

where ∆c is the difference in detected capacitance in air and snow, and α is
the attenuation constant of the medium.

This sensor can also measure the imaginary part of the relative permittiv-
ity, however, it is not covered in [81]. It most likely utilizes a similar method
as The Snow Fork described below, measuring the loss tangent based on the
Q-factor of the resonant frequency.

6.2.2 The Snow Fork

The Snow Fork is a radio-wave sensor for determining the density and wetness
profiles of a snow pack with a single measurement. The snow fork is based
on the measurement of the dielectric properties (real and imaginary part)
of snow around 1 GHz [43]. From these measurements we can estimate the
density and liquid water content of the snow based on the relation derived
in Sihvola and Tiuri [43] and Tiuri et al. [41].
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The snow sensor developed at the Radio Laboratory, Helsinki Univer-
sity of Technology, consists of a resonator that can be pushed into snow or
any other porous, granular, or liquid material that is to be measured. Mea-
surement of dielectric properties is achieved by measuring the change in the
resonance curve when pushing the resonator into the snow. The sensitive
parameters are resonant frequency and bandwidth quality factor (Q-factor).
From these measurements, the relative permittivity is calculated. The real
part of the relative permittivity can be calculated by [43]:

ε
′

r =

(
fa
fs

)2

, (6.2)

where ε
′
s is the real part of the relative permittivity, fa is the resonant fre-

quency in air (i.e. the reference frequency) and fs is the resonant frequency
measured in the snowpack.

The imaginary part of the relative permittivity can be found by measuring
the loss tangent:

ε
′′
r

ε′r
= tan δ , (6.3)

where ε
′′
r is the imaginary part of the relative permittivity and tan δ is the

loss tangent. The loss tangent can be found via the Q-factor. If we denote
the 3 dB bandwidth of the resonant frequency in the snow as ∆fs and ∆fε
as the 3 dB bandwidth of the resonant frequency with the resonator in a
loss-less material with the same real part of the permittivity as the snow, we
have:

ε
′′
r

ε′r
=

∆fs −∆fε
fs

. (6.4)

The measurements involve pushing the sensor inside the snow at each
visible layer, or at a finite set of increments down the snowpack. Then density
and liquid water content can be read directly form the instruments display.
The Snow Fork averages over a cylindrical volume that is orthogonal to the
layer protruded, and whose center of sensitivity is 6 cm inside the surface of
the protruded layer.

During this project, a Snow Fork sensor was borrowed from The Norwe-
gian Polar Institute. The measurements were performed in the same snow
pit as the other in situ measurements took place. That is, at the start of
the transect the radar passed over. At each measurement point in the snow-
pack, three measurements where taken and averaged. The resulting density
curves showed that the snow had a generally increasing density from top to
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Figure 6.3: Toikka Snow fork at snow pit 29.03.16.

bottom. The density measurements where verified with box cutter density
measurements at the center of the snowpack. The picture in Figure 6.3 is
from the last day of measurements where the snowpack had melted down
from a maximum thickness of 90 cm to about 35 cm.

6.3 Snow Stratigraphy Measurements

The stratigraphy (i.e. profile) of a snowpack can be quantified in several
different ways. A common method is a manual measurement by digging a
snow pit and identifying the different layers visually. The depth of each layer
is measured and each layer gets a hardness classification based on the amount
of force required to penetrate into each layer. This hardness scale is far from
scientific and is classified by what object that can penetrate the snow [3]. A
typical example of this type of hardness classification is presented in table
6.1.

A different method of measuring snow stratigraphy is by using a pen-
etrometer. The snow penetrometer can characterize the snowpack far better
than traditional hand hardness methods where thin layers often go unde-
tected, which are highly relevant to avalanche formation [4]. The snow pen-
etrometer apparatus with data acquisition hardware measures the force re-
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Table 6.1: Snow hardness estimation [3]

Penetration resistance Estimated Hardness
Fist Very Soft
Four Fingers (Tips) Soft
One Finger (Tip) Medium
Pencil Point Hard
Knife Very Hard

Ice

quired to push a small dimension tip member into a snow surface at constant
speed. In Lutz and Marshall [88] the AvaTech Snow penetrometer prototype
(SP1) is tested versus classical methods of determining snow stratigraphy,
where the accuracy could at times be as low as 5-10 cm. During this project,
the commercial version AvaTech SP21 was used. This sensor measures the
force required to penetrate each layer through the snowpack in kPa. In
Hagenmuller, Pilloix, and Lejeune [89] the RMS error of total depth mea-
surements with the AvaTech SP2 was found to be 7.5 cm. This needs to
be taken into account when comparing the snow probe and radar strati-
graphies as the general shape of the in situ stratigraphy might be correct,
but the overall depth might have deviations. However, we have no other in
situ stratigraphic measurement tool available and will, therefore, correlate
our measurements with the stratigraphy from the Avatech SP2 probe. Ad-
ditionally, manual snow depth measurements were performed as a control
measurement to counteract the total depth error of the Avatech SP2 probe.

Stratigraphy measurements were performed by plunging the probe ver-
tically down the snowpack. The probe measures the penetration resistance
over time with the tip force sensor. Depth is calculated by combining the
signals of an infrared sensor, an optical sensor, and the tip force sensor. The
infrared sensor, located at the top of the probe facing the snow surface com-
pute the distance to the surface. The optical sensor, located at the bottom
of the probe, and the force sensor detect whether the tip has entered the
snowpack and their outputs are used to scale the measured depth.

1Visit the AvaTech web page at www.avatech.com

www.avatech.com
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Figure 6.4: AvaTech SP2 snow penetrometer. Reprint from the AvaTech
web page.
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Part III

Results
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Chapter 7

A-scan Processing

Raw radar data is usually hard to read by visual inspection. As the radar
systems in question have not been extensively tested before, some considera-
tions regarding creating trustworthy data were taken into account. In these
measurements, two references were used as it was important to determine
the air-snow interface and to confirm calculated distances within the radar
maximum range. The most common reference point was the setting of zero
time at the start of the antennas. This is done by localizing the crosstalk
between the antennas and setting the start of the crosstalk as zero (see chap-
ter 4). Additionally, a PEC plate was placed on top of the snowpack at the
start of the transect (see Figure 7.1), thus giving a good measure as to where
the air-snow interface was in the vertical direction. This additional reference
was used to avoid errors in depth measurements due to the powder-like top
layer of the snow as it was expected that this snow type would give low re-
flections. This proved very useful when determining the start of the snow in
the radar image. In the following sections, we will look at the results from
the data processing methods. We will take a UWiBaSS radar measurement
from 11.03.16 as our case study dataset. Later, we will look at results from
the Novelda radar as well as results from different days of measurement.

The processing of this data can be time-consuming. After extensive code
optimization, it will still take approximately 10 minutes to process a full scan
of the snowpack at maximum resolution. This is simply due to the sheer size
of the recorded data which can contain several million data-points. However,
for quick analysis, a low-resolution image can be processed in approximately
1 minute.

Figure 7.2 show the basic processing steps, where each step involves sev-
eral methods described in chapter 4. Depending on the application, the final
step could be to only classify layer transitions if no in situ measurements are
available.

The first stage of processing involves shifting the signals such that zero
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PEC
6

Figure 7.1: Photo of PEC plate placed below the radar acquisition platform.

time is at the antennas. The resulting image is a raw radar image with zero
time at the correct location. In Figure 7.4a we can see the PEC plate (to the
left in the middle) and a considerable amount of crosstalk and clutter. After
subtracting the free space reference signal, the phase response is modeled
according to section 4.2.4 and adjusted by subtracting the non-linear term
c/f (see equation (4.4)). In Figure 7.3 the non-linear term of the phase
response is modeled and adjusted.

As we can see in Figure 7.4b the PEC plate and soil below (at ≈ 80 cm) is
visible. This allowed us to set a zero point at the start of the PEC reflection,
giving an accurate measure of snow depth down towards the soil. At this
point the data is somewhat processed: the zero-time point has been set, the
free space reference has been subtracted, the pulses have been rectified with
a Hilbert envelope set to output voltage, the non-linear phase of the antennas
and relative phase velocity for different layers have both been compensated
for. These methods are covered in section 4.2. The resulting image is an
accurate representation of the returned data from the radar system. We now
have an image ready for further signal processing.

In the next section, we will look at some methods to further improve
the response with image processing methods and data mining with the con-
structed B-scan. Some of the methods described will not produce significant
improvements to these images but should be mentioned as they might prove
useful at a later stage in this project.
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Load radar data, shift to zero
time and subtract reference signal

Compensate for non-linear phase, rectify pulse
and adjust for propagation speed through snow

Re-format data into image and
perform image processing methods.

Estimate position of layer transitions
and correlate results with in situ data.

Figure 7.2: Data processing flow chart

Figure 7.3: Non-linear phase response model of the radar system due to
Archimedean antenna dispersion.
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(a) Raw radar image (b) After A-scan processing

Figure 7.4: Radar image of PEC plate and ground.



Chapter 8

B-scan Processing

8.1 Histogram Equalization

Looking at the histogram (i.e. pixel intensity distribution) of the image in
Figure 7.4b it is evident that the pixel intensities are not evenly distributed
(see Figure 8.1a). Now utilizing histogram equalization, we can spread out
the intensity distribution so that details in the image become more distinct.

(a) (b)

Figure 8.1: Histogram before (a) and after (b) histogram equalization.

Looking at Figure 8.2 it is apparent that a lot more information is visible
to the human eye. Notice the hyperbolic shape of the reflection from the
PEC plate. This is an expected diffraction effect as explained in section 4.4.

From now on we will look at the radar image where the PEC plate have
been cropped out to better visualize the layers in the snow.
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Figure 8.2: Figure 7.4b after histogram equalization.

8.2 Interference Removal with SVD

In Figure 8.3a, there are signs of vibrational interference (marked with red
rectangles). This type of noise only occurred on a single day of measurement
(11.03.16) and was due to excessive wind that caused the acquisition platform
to slightly sway while scanning. This interference gives us the opportunity to
test eigen image filtering by SVD which might be a useful processing method
in situations where vibration is inherent in the system (e.g. UAV operations).

(a) (b)

Figure 8.3: Cropped radar image with vibrational interference (a) and filtered
image using eigen image filtering by SVD (b).
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Looking at Figure 8.3b, we see that the interference is significantly re-
duced. However, some details in the image are also lost. For instance, the
ground layer has lost some of its contours. When selecting a specific set of
eigen images to represent the image, we will lose information from the image,
which might not only be unwanted information. In this case, the bandpass
version of the SVD method was used.

8.3 Layer Detection with Hough Transform

It might prove useful to quantify the layers in the snowpack. This can be
done by looking for horizontal lines in the image with the Hough transform.
Here, thresholding is necessary to select the features of interest. Specifically,
a threshold for maximal angle (i.e. we only want lines close to horizontal)
and a neighborhood threshold to avoid multiple detections of essentially the
same layer. The angle threshold was set to ±10◦ deviation from a horizontal
line (±90◦). The algorithm was also limited to only perform layer detection
within the snowpack defined by the PEC plates.

In Figure 8.4a the x and y axis represent the angle and position of the
lines respectively. Here the position is denoted in pixels, not distance or
depth.

(a) (b)

Figure 8.4: Hough space of radar image (a) (detected lines marked with red
circles) and radar image with red Hough lines (b).
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Chapter 9

Correlation with In Situ
Measurements

With the processing stage done, we can now investigate the correlation be-
tween the in situ and radar measurements. Some important factors regarding
the in situ measurements are worth noting first. The main device used to
measure in situ snow stratigraphy is the AvaTech SP2 snow probe. This is a
penetrometer designed to detect snow stratigraphy based on the pressure re-
quired to penetrate each layer. The measurement is performed by thrusting
the probe vertically through the snow all the way down to the soil. This gives
a reading of the amount of kPa required to penetrate each layer, thus giving
a measure of the stratigraphic force resistance within the snowpack. Hence,
this is a point measurement system (i.e. one dimensional) whereas the radar
system scans a transect (i.e. two dimensional). The radar image is therefore
averaged to a vector, which enables us to correlate the measurements. The
radar image can be segmented to only average over the start of the transect
where the in situ measurements took place.

More importantly, we should note that the dielectric (radar response) and
mechanical (probe response) properties of snow are related in an unknown
way [16]. It is therefore not straightforward to correlate these measurements.
However, snow hardness is somewhat related to the density [17], thus we
might be able to find transitions in the radar image that correlate with a
change in snow hardness.

To better compare the two measurements, the radar signal and strati-
graphic profile obtained by the snow probe are normalized (i.e. both curves
integrates to 1). This is only for visual purposes as the profiles now have sim-
ilar amplitudes. The averaged, normalized radar response in Figure 9.2 can
be considered as a PDF for the occurrence of a dense layer in the snowpack
along the transect.

Using the Snow Fork density measurements, we can calculate the pulse

87



88

propagation velocity through the snow [41] (shown in Figure 9.2). If the snow
contains a significant amount of liquid water, then we also have to include
that as a factor in the model (see section 4.2.6). However, in the presented
measurements in this chapter, the snow had no measurable amount of liquid
water.

In Figure 9.1 we have the collected data from the snow fork, and the
calculated relative permittivity. Note that the resonant frequency of the
snow fork in air is 844 MHz with a 3 dB bandwidth of approximately 5 MHz
[43], which changes as we go down the snowpack. This information is what
we use to calculate density, permittivity and eventually pulse propagation
velocity shown in Figure 9.2.

(a) (b)

Figure 9.1: In situ measurements with snow fork showing resonant frequency
and bandwidth (a) and the corresponding calculated values for density and
relative permittivity (b).

Looking at the main features of each curve in Figure 9.2, there are some
apparent similarities. The first two hard layers seem to correlate well. Going
deeper down the snowpack, the main features are still similar, but with a
small offset in depth. The amplitude of the radar signal compared to the in
situ measurement is one of the features that is difficult to compare given the
unknown relationship between mechanical and dielectric properties of snow.

Now, consider only looking at peaks and valleys of the two stratigraphies
in Figure 9.2 and classify them as dense or porous layers. These points
become transition points between different densities (or hardness). Here
we define peaks and valleys based on several criteria: Amplitude, width,
separation from other peaks and prominence. The prominence of a peak
measures how much the peak stands out due to its intrinsic height and its
location relative to other peaks. This means that a low isolated peak might
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Figure 9.2: Snow stratigraphy comparison between in situ measurements per-
formed with the Avatech SP2 snow probe and the averaged radar response of
the same snowpack measured with the UWiBaSS system. The pulse velocity
is plotted in blue. These measurements were taken 11.03.16.

be more prominent than a high peak in the vicinity of a large range of
peaks. Finally, we choose to classify the most prominent peaks for each
class (porous and dense). The points at the wide, flat peaks in the Avatech
SP2 stratigraphy are centered to represent the center of the layer. We could
choose more or fewer peaks, but the stratigraphy in Figure 9.2 seems to have
about 7 major layer transitions. In Figure 9.3, the most prominent peaks and
valleys are labeled. This method gives a quite crude representation of the
snow stratigraphy, but it reduces the complexity of the measurements down
to just a couple of points that might be sufficient to analyze the snowpack.

In Figure 9.4 we compare the depth of transitions measured with the
Avanet SP2 probe and the UWiBaSS radar system from two different days
of measurement.. Each transition in the radar scan is classified as a dense or
porous layer and the closest transition of the same class in the in situ stratig-
raphy is connected to form the plot in Figure 9.4. Note that there are 10
detected transitions from 24.02.16, as the snowpack had several more layers
than the snowpack from 11.03.16. The correlation between the transitions in
Figure 9.4 is listed in table 9.1
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Figure 9.3: In situ error measure where dense and porous layers are classified
and labeled. From 11.03.16.

Figure 9.4: Comparison of transition depths from radar and snow probe
measurements. The presented data is from two different days during the
measurement campaign. From each day, transitions were classified as either
porous or dense.
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Table 9.1: Correlation between UWiBaSS radar and in situ measurements for
two different days of measurement. Pearson correlation coefficient calculated
with 3σ confidence interval.

Date Correlation coefficient RMS error
11.03.16 0.97± 0.03 2.11 cm
24.02.16 0.96± 0.04 2.84 cm
Average 0.97± 0.04 2.48 cm
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Chapter 10

Complementary Results

The results in the previous chapter arise from measurements performed on a
single day (11.03.16), except for the transition depth comparison in Figure
9.4 and table 9.1 that included measurements from 24.02.16. In the next
sections, we will look at other results from this project including radar system
comparison, measurements on wet snow, target detection tests, and initial
UAV flight tests.

10.1 Dry Snowpack 24.02.16

The data collected on 24.02.16 underlined one important point regarding the
in situ measurements. That is, the snow probe only measures the stratig-
raphy at a single point whereas the radar is scanning a transect. Consider
Figure 10.1, the red square marks the area where the in situ stratigraphy
was taken. Note that the prominent layer at a depth of approximately 30 cm
does not properly start until 80 cm into the transect.

The contribution of this artifact become clear when we compare the aver-
aged radar image and the snow probe stratigraphy in Figure 10.2. In Figure
10.2a we can see that most detected layers correlate to some degree, however,
we have a strong reflection at approximately 30 cm which seems to be an er-
ror. Regarding the first reflection at approximately 5 cm; we expect to get a
large reflection at the transition from air to snow, no matter the mechanical
resistance measured with the snow probe.

If we instead segment the first 50 cm of the transect and average that,
we get a result with better correlation as can be seen in Figure 10.2b. It is
important to discuss how to best measure snow stratigraphy and how the
measurement should be processed and represented. In our case, the ground
was relatively flat and the snow depth was to be considered constant along
the transect. Therefore, an averaging of the entire transect might be a correct
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Figure 10.1: UWiBaSS B-scan image from 24.02.16

way to approximate the stratigraphy. However, the snow tends to lay flat
on top of uneven soil as well and an averaging of a long transect would, in
that case, give an inaccurate measurement. Therefore, it is important to
gain information about the shape of the ground layer as well as the depth
of the snow before averaging, which has been shown to be possible with
the UWiBaSS system as the ground layer is easily distinguishable in the
radar images. Also note that there is many more layer transitions in the
stratigraphy in Figure 10.2b compared to Figure 9.2.
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(a) (b)

Figure 10.2: Averaged radar image correlated with in situ stratigraphy, where
(a) is the entire transect and (b) is the first 50 cm.

10.2 Radar System Comparison

The radar image produced by the Novelda radar proved much more difficult
to process as the image contained a severe amount of noise and ringing.
Canny edge detection was used to add contrast to layers in addition to the
same methods used on the UWiBaSS image.

As seen in Figure 10.3, the overall look of the image is much more noisy
even after extensive processing. Severe ringing occurred at each layer tran-
sition, however after SVD, some of the ringing was removed. The detected
transitions from the average of the entire image in Figure 10.4 correlate well
with the in situ measurements with a correlation coefficient of 0.81 ± 0.27
and RMS error of 3.2 cm. However, in Figure 10.6, the penetration abilities
of the Novelda system become apparent as no transitions are detected below
55 cm.

It is also apparent in Figure 10.3 that the ground layer is not particularly
visible. This might be a major drawback as we will need to be able to scan
even deeper snowpacks from even larger heights.

Looking at figures 9.2 and 10.4, there is a definitive similarity between
the measurements of the different radar systems. As seen in Figure 10.5 the
two radar systems correlate moderately yielding a correlation coefficient of
0.53± 0.16. This serve as a measurement validation since the two radar sys-
tems are different in almost every way (e.g. Transceiving principle, antenna,
bandwidth etc.).
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Figure 10.3: Processed Novelda radar image, with ground layer at approxi-
mately 75 cm.

Figure 10.4: Snow stratigraphy comparison between in situ measurements
performed with the Avatech SP2 snow probe and the averaged radar response
of the same snowpack measured with the Novelda system. 11.03.16.
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Figure 10.5: Correlation between Novelda and UWiBaSS radar.

Figure 10.6: Comparison between the detected transitions with Novelda and
UWiBaSS systems from 11.03.16. The Novelda system yielded in situ cor-
relation of 0.81 ± 0.27 and RMS error of 3.2 cm, but no detection after
approximately 55 cm.
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10.3 Target Detection with SVD

The eigen image filtering method with SVD can also be used to remove
clutter around targets. We can imagine that we are to detect the PEC plate
on top of the snowpack. Albeit a very easy task, it works as a starting point
for this method. Note that this is not necessarily interesting regarding the
scope of this thesis, but in future work, it would be interesting to look at
possibilities for detecting buried objects or even buried people. In our case,
the only target to test the method on is the PEC plate mentioned earlier.
This ”target” is already clearly visible even in the unprocessed images, but
it could serve as a test to see if we can use SVD to refocus the target.

(a) (b)

Figure 10.7: Example target detection. (a) Before SVD processing. (b) After
SVD processing.

From Figure 10.7a it is evident that the prominent PEC plate becomes
even more visible after SVD filtering. This would be interesting to test on
less visible targets. However, target detection was not prioritized during the
measurement campaign and therefore no realistic buried target detection data
were generated. In future projects, this would be interesting to investigate
further.
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10.4 Alternative Method of Radar Image En-

hancement

The presented radar images have intentionally a minimal amount of filtering.
During the work on this thesis, several methods of image enhancement were
tested with different results. An alternative to histogram equalization is
histogram specification, where in this case we try to force a separated pixel
intensity distribution. Additionally, more filtering might make the main
artifacts in the image clearer. The image in Figure 10.8 have been convolved
with a mean filter kernel specially designed to favor horizontal lines.

The horizontal filter kernel K can be expressed as:

K =

0 0 0
1
3

1
3

1
3

0 0 0

 . (10.1)

Figure 10.8: Alternative processing method of the radar image from 11.03.16
(e.g. Figure 8.3b) using histogram specification and a mean kernel specially
designed to favor horizontal lines.

This method does improve the contrast of the main artifacts in the image,
but small variations become less visible.
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10.5 Wet Snow Measurements

Another important factor when scanning snow with radars is the liquid water
content as discussed in section 4.2.6. In addition to the increased attenua-
tion caused by the liquid water content, it is expected to observe increased
scattering effects from icy, granular snow ([90, 91]) typical during the melt-
ing season. This will further reduce the power of the returned signal and
decrease the visibility of the ground layer.

The snowpack was scanned one last time during the melting season with
the intent of observing these effects compared to the scan of dry snowpacks.
The snowpack had at this point melted considerably and had no detectable
layer structure using the snow probe or even with manual inspection. The
layer structure of the snowpack was in this case not interesting anyway since
the objective of this scan was to observe the difference in attenuation between
dry and wet snow.

Ground layer

Figure 10.9: Processed response of snowpack with UWiBaSS radar 29.03.16.

As seen in Figure 10.9, the ground layer is less visible than the measure-
ments performed on dry snow. Considering that the snowpack is approxi-
mately 35 cm compared to the 75 cm snowpacks previously investigated, it
becomes apparent that we have significantly higher attenuation.

The liquid water content of this snowpack was measured to be 0.035 per
unit volume. That is a significant amount of water, thus we need to use equa-
tion (4.9) to calculate the relative pulse velocity through the snow. With a
measured density of 0.47 g/cm3, equation (4.9) yield a relative permittivity of



101

2.34, which is significantly higher than for the dry snowpacks (average mea-
sured relative permittivity of dry snow ≈ 1.4). Relative permittivity affects
both pulse propagation velocity and attenuation, effectively decreasing the
detection range of the radar with increased losses and shorter unambiguous
range due to the low pulse propagation velocity.

10.6 Altimetric Comparison

In the spring of 2016 (20.05.16) we conducted an octocopter UAV flight test
with the UWiBaSS system. This was mainly to test the system while air-
borne to see how it performed with the added vibration of the octocopter.
The test consisted of measuring the altitude with the UWiBaSS system and
correlating it with other altimetric sensors. The UAV was to fly at differ-
ent altitudes above ground while logging its altitude with both a barometric
sensor as well as collecting altitude information from the GPS system. Mean-
while, the attached radar scanned the ground which in turn also provided a
measurement of altitude. The test was conducted at a flat marshland where
the UAV flew back and forth in the same line at different altitudes. This
particular area was selected because the water content of the marshlands
wet soil gives a stronger radar reflection than dry soil.

The UWiBaSS radar was fitted with voltage converters to be able to run
on battery power and was mounted below an Octocopter named ”Kraken”,
that was borrowed from Norut (Northern Research Institute). The vibra-
tion was one key concern regarding new noise introductions to the system.
Therefore, a specially made mounting bracket was constructed to ensure min-
imal mechanical coupling between the UAV frame and the radar with rubber
dampening on all contact points.
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(a) (b)

Figure 10.10: Kraken Octocopter with UWiBaSS radar mounted below.
Grounded in marshlands (a) and during flight (b).

Figure 10.11: Altimetric comparison of radar pulses (black) and barometric
sensor (blue).

The received radar data was processed the same way as for the snow
measurements. Additionally, a peak detection algorithm was used (same
as for snow transition detection in chapter 9) to find the first peak above
a set threshold in the radar signal which in this case would be the ground.
The resulting image gave a acceptable measurement of the altitude with clear
similarities to the altimetric sensor already on board the UAV (Figure 10.11).
However, as expected, the radar system had altitude limitations measured
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to approximately 5.7 m, not far from the unambiguous range of the radar
system which is 5.9 m in air (see table 5.2).

Notice in Figure 10.11 that the radar altitude show 0 m at high altitudes
with a small amount of what appears to be noise (240-270 sec. and 420-490
sec). This effect is ghost reflections returning to the RX antenna after a
given acquisition period has ended, thus, appearing in the next period as
much closer to the antennas (actually, closer by the length of the unambigu-
ous range). By shifting all pulses that are collected while flying above the
unambiguous range an offset the length of the unambiguous range, an ef-
fectively longer range is obtained. Now we use the barometric altitude as a
ground truth to our actual height and give all pulses above a set barometric
height an offset.

Figure 10.12: Altimetric comparison of radar pulses (black), ghost reflections
(red) and barometric sensor (blue).

Figure 10.12 shows that the ghost reflections actually correlate well with
the barometric altitude above the unambiguous range, with a small offset
towards the end.
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Chapter 11

Discussion

In this chapter we will discuss the results from each section in Part III. This
thesis contains several results to be discussed in this chapter. However, the
key challenge in this thesis was to investigate the possibility to noninvasively
measure snow stratigraphy with UWB radar and in that regard, chapter 9
which correlate the in situ measurements is the most central part.

Correlation with In Situ Measurements

One might require previous experience with snowpack assessment to classify
porous layers and avalanche risk in the presented radar images. However,
even an inexperienced reader will still be able to easily distinguish the most
prominent layers in the snowpack.

In Figure 9.2, the layers detected by the radar and snow probe seem
to correlate well. Going deeper down the snowpack, the main features are
still similar, but with some offset in depth. The radar scans appeared to
be slightly ”shrunk” together compared with the in situ stratigraphy. This
could be due to inaccuracies in the in situ measurements. The density mea-
surements performed with the snow fork was used to calculate the pulse
propagation velocity of the radar signal through the snowpack. Deviations
in this calculation will ”stretch” or ”shrink” the signal extent and cause mea-
surement errors. It could also be caused by depth measurement errors from
the Avatech SP2 probe. The depth measurements performed by the Avatech
SP2 probe were controlled with manual folding rule depth measurements and
a 5 cm deviation between the probe and folding rule was found in the mea-
surements from 11.03.16. The resulting stratigraphy from the Avatech SP2
probe was, therefore, adjusted to fit the correct depth of the snowpack. This
error could be due to the penetration ability of the probe reaching deeper
than both the radar and manual measurements. However, since we have
no information about where in the snowpack the error occurred, the Avatech
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SP2 stratigraphy was interpolated to fit the correct depth. It should be noted
that this error did not affect the results significantly.

The largest deviation between detected layers by the radar and in situ
measurements was approximately 6 cm, which should not affect the esti-
mated avalanche risk considerably. However, the measurements performed
at 24.02.16 resulted in a stratigraphy with very many layers close together.
This type of snowpack might be difficult to analyze since each layer transition
is spaced close together. In such cases, it might be more useful to visually
inspect the result, or perhaps use smoothing filters to visualize the general
shape of the stratigraphy. The in situ correlation in table 9.1 show an average
RMS error of 2.48 cm, and a high linear correlation (0.97) between the most
prominent layer transitions. A larger dataset containing measurements on
several more snowpacks would contribute to the significance of these results.
However, each snowpack measurement takes a full day’s work to perform
when considering the time it takes to set up the platform and perform the
in situ measurements. A large scale UAV-mounted measurement along a
mountainside with snow profiles taken at e.g. 10 m intervals along a 100 m
transect would provide much more data to correlate.

Processing Methods

The processing method that improved the radar image the most was his-
togram equalization (section 8.1). This is partly due to the radar system
not utilizing its full dynamic range and therefore distributed the radar signal
over only a few pixel intensities.

In all radar scans taken from the constructed platform we saw a strong
reflection about 50 cm above the PEC plate (see Figure 8.2). This is the re-
flection from the ladder that the radar system was rolling on. This reflection
was not expected as the angle from the antenna to the ladder was approx-
imately 180◦ (20◦ past HPBW of the antennas). This shows that strong
reflectors (e.g. aluminum) should not be situated anywhere near even the
side-lobes of the antennas.

Using eigen image filtering by SVD (section 8.2) some interference can
be removed from the image. It might not be a huge improvement regarding
the presented results (see Figure 8.3), however, when mounted on a UAV it
is suspected that such vibrational interference might affect the image con-
siderably. This method must be chosen based on application and will need
fine-tuning of set parameters to work as desired.

The Hough transform (section 8.3) might prove useful to extract layer
information without visual inspection of the radar image. For instance, one
might design a system that outputs the depth location of all layer transitions
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(dense-porous and porous-dense) with some additional parameter for each
transition indicating the transition type based on the amplitude of the radar
signal.

Radar Comparison

The comparison between the Novelda (with Vivaldi antennas) and UWiBaSS
systems was mainly a test to compare the two systems in terms of depth pen-
etration and resolution. After post processing, apparent similarities between
the stratigraphies from the two compared radar systems emerged. This fur-
ther implies that there is a deviation between the in situ and radar measure-
ments. This could be due to measurement errors in the in situ instruments
or might be caused by the unknown relationship between mechanical and
dielectric properties of snow.

Due to the low output power compared to the UWiBaSS radar, the ground
layer was hard to detect even after a low noise RF amplifier was mounted
at the receiving end of the Novelda radar. Considering the fact that this
snowpack was approximately 75 cm deep, does not show promise for scanning
deeper snowpacks. However, we did get a good indication that the same
layers were detected down to approximately 55 cm.

To conclude the radar system comparison, it is evident that the UWiBaSS
system performs better. This is partly due to the larger radiated power that
illuminates the layer transitions and soil with significantly more power than
the Novelda radar. This will be important when using the radar system
at higher altitude in a UAV and when scanning deeper snowpacks. The
next version of the UWiBaSS system will additionally have a factor of 10 in
increased output power.

Wet Snow Measurements

Liquid water content increases the relative permittivity of snow and thus
will cause more scattering and propagation loss. This makes snow scanning
difficult as the radar signal will have more loss while propagating through
the snowpack.

It appears to be some artifacts in Figure 10.9 that resemble lumps of
high-density snow or collections of liquid water. This effect was not expected
and therefore not investigated in situ. This artifact could be used in radar-
based snow type classification without in situ measurements if it proves to
be typical for melting snow.

The measurement was performed on a shallow snowpack of only 35 cm.
Even so, it is evident that the response from the ground is much lower than
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with the dry snowpack. Additionally, we seem to get a special scattered
response from inside the snowpack. This could be used later on to identify
and classify layers if proved to be somewhat unique for this snow type.

Migration methods

The observant reader might have noticed that migration techniques have only
been tested on synthetic data in Part I. This is because the implemented
migration algorithms made no significant improvement to the radar images.
This was due to a more complex target than a simple point scatterer as in
the synthetic case. The targets in snow stratigraphy scanning are layered
horizontal lines with little diffraction effects. However, this technique is still
mentioned as it will probably be further developed to focus other targets
(e.g. rocks on the ground, buried people) in the radar image. If we had
more time at our disposal, more work would be put in implementing the
Fast Factorized Back-Projection (FFD) algorithm as it is capable of handling
large deviations from a linear flight track and give a reduction in processing
time of two to three orders of magnitude [92]. However, this algorithm will
show its advantages when we have large datasets from airborne snow scans,
and not from small transects with highly linear movement.

UAV Mounted radar

The first experiments with mounting the UWiBaSS system to a UAV were
successful. The range limitations of the system proved to be approximately
5.7 m. However, the utilization of ghost reflections increased the range con-
siderably (at least 9.5 m) when assigned the simple task of measuring altitude
with a radar. The ”ghost range” is beyond the specified range from the radar
sensor manufacturer (5.9 m), which is quite interesting, but it is not espe-
cially useful for snow scanning purposes as the ghost reflections will be very
difficult to utilize when scanning a multi-layer target (i.e. Snow).

The on-board altimetric sensor can function as an altitude reference to
the radar when snow scanning is performed. However, more accurate sensors
(e.g. laser rangefinders) should be used to ensure accurate measurements of
the top snow layer. The UAV was grounded for about 1.5 minutes during the
flight test (Figure 10.10 from 150 to 240 sec.). The barometric sensor output
drifted approximately 0.5 m during that period which seemed to cause an
offset to the height measurement for about 1 minute until it returned to the
same recorded height as the radar. Hence, a more accurate altimetric sensor
might be needed.

How the UAV is to be maneuvered during data acquisition is still a topic
open for discussion. Further experimentation to find the maximum scanning
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speed is needed to be able to suggest a flight plan. The current suggestion
is to fly to selected areas in the mountainside and perform low altitude, slow
scans over short distances (e.g. 5-50 m). This can be performed on several
selected sites along the mountain instead of a scan across the full length of
the mountain. This is to shorten the flight time (i.e. battery usage) so that
the UAV can cover as much area as possible in one flight.

Another possible challenge is the possibility of jamming the on-board
GPS. Small fractions of the radiated signal could enter the GPS antenna.
However, the metal frame of the UAV does provide some degree of shielding.
The shielding could easily be improved if jamming causes problems in the
future.

During our tests, the GPS system had no indication of corrupted data,
but it should be investigated further if the radar will cause any jamming for
the on-board GPS, especially after mounting the new antennas presented in
section 12.1.

To summarize, the system performed as expected regarding the height
measurement. Some expected additional noise were present, but this can
possibly be improved with better vibration dampening.
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Chapter 12

Conclusions

In this thesis we have investigated the possibility to use UWB radars to non-
invasively determine the layer distribution (stratigraphy) in snowpacks, and
the prospect of performing these measurements for an UAV. The correla-
tion between the UWiBaSS system and in situ measurements in chapter 9
resulted in an average RMS error of 2.48 cm, and a high linear correlation
(0.97). Thus, based on the results presented, we can conclude that it is pos-
sible to measure snow stratigraphy with m:sequence UWB radars. The task
of obtaining dependable snow stratigraphies from an UAV mounted radar
system is plausible, but further testing on snow and modeling is needed to
gain reliable non-invasive measurements.

Regarding the comparison between the Novelda and UWiBaSS systems, it
is evident that the UWiBaSS system performed best for the task of UAV snow
stratigraphy measurements due to higher radiated power which illuminated
all layer transitions all the way down to the soil. This radiated power will be
needed when the altitude above the snow increases in UAV flight operations.
This thesis also shows that penetration depth is significantly reduced when
the snow contains liquid water. However, most avalanche related fatalities
occur with dry snow slabs [2], which is the snow types this proposed system
is most likely to perform best at.

12.1 Future Work

The UWiBaSS system is currently under further development. Instead of
the Archimedean spiral antenna at the RX port, we now utilize both RX
ports of the ILMsens sensor with a specially developed Vivaldi antenna at
each port. This allows the radar to receive composite polarization from the
transmitted circularly polarized signal as we still use the spiral antenna as
TX. Additionally, the increased directivity of these antennas will hopefully
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increase the range of the radar when used in combination with a sensor with
a longer PRBS registry, which ILMsens currently have available. A longer
registry will result in a longer measurement time if the clock frequency and
control PC is the same. Therefore a detailed study of minimum measurement
rate for UAV flight is needed.

(a) (b)

Figure 12.1: 3D model (a) and radiation pattern (b) of the new Vivaldi
antenna with lens elements in front of antenna.

During measurements with the UWiBaSS system we noticed that the
dynamic range of the sensor was not completely utilized. The ILMsens sensor
have a 14 bit ADC capable of high resolution in the dynamic range, but only
a small portion of the input range was utilized due to the low dynamics of
the signal at the RX stage. In the UWiBaSS mk2 system we, therefore, use
a RF power amplifier at the TX stage which should give more dynamics to
the returned signals. This will reduce quantization error during sampling
because samples will be distributed broader across the input range of the
sensor. In Øyan et al. [27], range gates is used to improve the dynamic range
of a SFCW radar. The range gate effectively removes antenna crosstalk which
normally is the strongest signal. This enables the system to transmit more
power which would without gating saturate the ADC at the receiver end,
thus improving the dynamic range of the radar. Range gates could possibly
be implemented on m:sequence radar systems as well and might improve the
dynamic range. However, extensive modification to the transmitting scheme
of the radar is needed and will probably reduce the measurement rate.

The maximal scanning speed of the UWiBaSS system is yet to be found.
Experimentation with different speeds while scanning from the measurement
platform was performed during the measurement campaign to give some
estimation of the maximal speed one could have while still acquiring a non-
blurred image. However, the highest speed tested was approximately 0.02
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m/s, which did not compromise the image significantly. Higher speeds were
not tested on the measurement platform as it was difficult to maintain a
constant speed. This can be solved by mounting stepper motors on the dolly
to improve the speed and position control.

The UWiBaSS MKII system is to be mounted in an octocopter UAV and
flown over large snow areas. The data from this test would be interesting to
analyze to see the snow scanning performance at higher altitude.

To facilitate for measurements in alpine areas a solution to angle the
antennas perpendicular to the snow is needed. This can be done by using
several laser rangefinders to measure the distance to the snowpack at different
angles and position the antennas towards the shortest distance. Hence, the
antennas need to be mounted on a gimbal to allow adjustment of its relative
angle to the snowpack.

The top powder layer of snow is hard to detect with the mentioned radar
systems. Therefore, the start of the snowpack needs to be accurately mea-
sured to enable accurate layer detection within the snowpack. This can be
performed with laser or ultrasound rangefinders.

To increase measurement accuracy when performing non-invasive UAV
scans of the snowpack, different models for relative pulse velocity could be
created for different types of snow. This will enable calculation of relative
pulse velocity without the need for in situ measurements. To create these
models, a quantitative study of snow parameters is needed, and from this, a
generalization of different classes of snow could be found.

A different usage for this system is in the search for buried targets (e.g.
buried people [15]). For this task, migration techniques and SVD eigen image
filtering might prove useful.
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Appendix A

Matlab Scripts Download Link

The interested reader can take a look at a selection of the scripts and func-
tions that were written and used in this thesis (link below). Most scripts
initialize by loading a data file containing radar data or other sensor data
(e.g. in situ measurements), which is not included in the .zip file due to the
sheer size of the collected data (more than 10 GB). Hence, the scripts are
not directly executable, but can provide the reader with information about
how the different processing techniques were implemented.

Click here or use the url below:
mathworks.com/matlabcentral/fileexchange/60637-selected-scripts
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