
INTRODUCTION

Distributed artificial intelligence (DAI) is concerned with
problem solving in which groups solve tasks. Research (e.g.,
Fikes and Nilsson, 1971; Fahlman, 1974; Sacerdoti, 1974,
1977) has given us an understanding of centralized problem
solving. Unfortunately, this is not the case for distributed or
group problem solving. Konolige (1982) proposes that both
knowledge representation and problem solving techniques in
distributed or group problem solving diverse from that re-
quired of single agent problem solvers. One particularly im-
portant but little understood topic in this area is cooperation,
a key issue to be investigated in the StormCast project. The
fundament for cooperation is a common understanding of the
domain, i.e. the knowledge of the topic which are investigat-
ed. The implementation of such aspects calls for appropriate
knowledge representation technique(s).

In the StormCast project, a basic assumption is that severe
storms can be predicted. The field of weather forecasting of-
fers good prospects for the application of both distributed
computing (Johansen, 1989) and artificial intelligence (AI)
techniques (Gaffney and Racer, 1983; Racer and Gaffney,
1984; Swetnam and Dombroski, 1985; Elio and De Haan,
1986; Merrem, 1986). Even better prospects are shown by
combining these fields into distributed artificial intelligence
applications. In the StormCast project we have taken the ad-
vantages of this convergence into account.

In this paper, an outline of the current status of the StormCast
project is given. Then we discuss the knowledge representa-
tion and cooperation in StormCast, a distributed artificial in-
telligence application for severe storm forecasting.

STORMCAST

StormCast is a distributed artificial intelligence (DAI) appli-
cation predicting severe storms in the Arctic part of the
Northern hemisphere (Hartvigsen and Johansen, 1989).
Bond and Gasser (1988) define distributed artificial intelli-
gence as “the subfield of AI concerned with concurrency in
AI computations, at many levels”. We consider StormCast to
be a DAI application since cooperation between logically
separated and concurrent expert systems is necessary to ob-
tain the desirable functionality which is severe storm fore-
casting. In addition, the monitoring and gathering of raw
weather data is distributed in its nature (Johansen, 1989).
Forecasting weather in general is inevitably difficult, but the

main purpose with the StormCast project is not weather fore-
casting as a science. Our intention is to study DAI, and we
use StormCast as a case to obtain practical results in this area.

In the StormCast project, we have only employed weather
data collected from ground installations, and not used results
gathered by satellites. Neither have we utilized information
received from more traditional equipment which measures
the wind speed, temperature, dewpoint, wind intrusion, etc.,
at different levels beyond the ground. A motivation for this
is the requirement of almost real-time response in our appli-
cation together with high availability, which the satellites,
weather balloons and such kind of equipment, do not solve
properly yet.

As shown in fig. 1, StormCast is hierarchically organized
into two main layers; a data collection layer and a knowledge
layer. The data collection layer consists of the monitoring
and synthesizing modules (Johansen, 1989). The knowledge
layer includes the transmission and expert modules (Hartvig-
sen and Johansen, 1989). One purpose with this hierarchical
architecture is scaleability. Adding or removing new weather
domains to the application is straightforward.

The specification of this kind of process structure is complex
and domain-dependent, and involves the identification of
functional components, their responsibilities and resource re-
quirements, and the relations among them.  Relations include
communication relations, authority relations which state the
significance of the received data, and proximity relations
which identify horizontal differentiation among objects. All
of these relations are even more complex for the reason of in-
teracting constraints. Together, this information represents
the organizational structure of the system (Pattison, Corkill
and Lesser, 1987)
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Fig.1.The hierarchical organizational structure of StormCast.

Initially, a prototype weather monitoring application (Jo-
hansen, 1989) was designed to be run on the Amoeba distrib-
uted system (Mullender and Tanenbaum, 1986) connected
through a wide area network (Renesse et al., 1988). This con-
cept was further developed in a previous version of Storm-
Cast (Hartvigsen and Johansen, 1989). But since this
experimental distributed system is not in widespread use, the
application has been re-implemented on another software
base where each module is implemented in C or Common
Lisp as a UNIX process using current standards as TCP/IP
and the X Window system. The hardware consists of Mo-
torola 68030 workstations (Hewlett-Packard 9000/360 CH
and Apollo DN3500) using Ethernet-based LAN locally and
X.25 for WAN connections. Altogether this makes a proper
platform to build distributed applications.

Having modules of a distributed application located on dif-
ferent nodes can be done to improve overall performance,
meet functional requirements, utilize present resources, etc.,
but this might also imply additional problems. Mainly, this is
due to the requirement that a distributed application must be
transparent, at least in local networking environments. The
decentralized nature of a distributed application is to be hid-
den for the users to achieve this. Problems with global state
detection, network partitioning, communication delays in
networks, etc., might be sources of problems to meet these
transparency requirements. In the StormCast project, our ap-
proach to achieve transparency is to simplify whatever wher-
ever possible. Clearly, benefits with a service or extra quality
levels of service in a distributed application must compen-
sate for the additional costs with it, and our decisions have
been strongly influenced by this.

An important aspect of a distributed application environment
is that significant delays in the interprocess communication
are commonplace. Having a distributed application in a wide
area networking environment makes the delayed effects of
the interactions between the modules difficult if not impossi-
ble to have a consistent global state of StormCast. Potential
problems with global state detection have been solved in
StormCast, mainly since we do not need the accurate global
state or optimal synchronization to achieve what is expected
of this application.

Updates to a replicated database must be synchronized to
guarantee consistency, but we do not consider synchroniza-
tion in StormCast as a fine-granularity problem as in distrib-
uted databases or distributed systems. In StormCast we
achieve sufficient synchronization and ordering of events by
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time-stamping the data with real-time values, i.e. tempera-
ture monitored at 11.11 p.m. will do as well as 11.12 p.m., a
result obtained from a remote expert system one minute ago,
and not one second, will do in the local decision process.
There is small problems with updates arrived at a node not in
time-stamped order since the real time clock is used. Normal-
ly, a message from time t0 might arrive at a node later than a
message at time t0 + 1. It is up to the expert system to deter-
mine whether the time t0 is acceptable; if so, the weather pre-
diction is carried out.

There is no problem with information growing over time ex-
hausting available storage at a node. Updates older than a
given timestamp no longer needed can be discarded. In addi-
tion, old data is also discarded by simply over-writing with
the new value and its timestamp. This is a simplification
compared to other approaches as (Sarin and Lynch, 1987).
Since the distinction between real-time and non real-time ap-
proaches often is insignificant, a non real-time approach can
be chosen under such circumstances. By a limited (insignifi-
cant) reduction in the quality of the reasoning process, a lot
of problems might be avoided.

KNOWLEDGE REPRESENTATION

StormCast may be described as a distributed computer con-
trol system. This kind of system is extensively using control
information. In this case, the system is a meteorological
monitoring expert system continuously analysing on-line
data sources to predict severe storm. In the design of the ex-
pert module, we had to consider the way in which meteorol-
ogists generally works. As a consequence, appropriate
knowledge representation techniques had to be chosen. This
section outlines how knowledge is represented in StormCast,
and the local usages of this knowledge is also demonstrated.

Knowledge Representation – a Critical Factor

The fundamental idea of an expert system is the manipula-
tion of knowledge in order to solve problems effectively in a
narrow problem area (Cercone and McCalla, 1987). Several
questions have to be solved in order to select an appropriate
knowledge representation technique, e.g. the structure of
knowledge in a knowledge base, encoding of rules in order
to infer knowledge, inference control, handling incomplete
knowledge, etc. In addition, we have to be aware of the dif-
ference between a knowledge representation system and a
database. A knowledge representation system in general per-
forms inferencing of some kind in order to answer queries
about what is represented, while the database system is lim-
ited to retrieving the facts it contains (Duce and Ringeland,
1988).

In StormCast, we utilize several expert modules (i.e. expert
systems) which all shall attain such high levels of perform-
ance, partly by exchanging knowledge (weather forecasts).
To obtain this goal we need to have a good understanding of
the knowledge required as well as a suitable tool for the
knowledge representation. The severe storm forecasting
process is an ongoing process. Normally, each expert module
is activated at a fixed time interval. The expert module then
issues a request for weather data to its corresponding trans-
mission module which forwards the request to the related
synthesizing modules. This request is carried out by a further
client-server relationship between the synthesizing modules
and their monitoring modules. If necessary, the data is pre-
processed by the synthesizing node before it is sent to the
corresponding transmission module. Each transmission
module maintains a table which is periodically (with period
p) updated. The expert module executes periodically every d
seconds using the current weather information passed by the
transmission module, which in turn receives data from the
rest of the application.



It seems that meteorologists often apply declarative knowl-
edge which possibly can be used as a production rule. This
has lead us to use a rule based approach in the development
of the expert module. Hayes-Roth (1985) argues that rule-
based systems constitute the best available means for codify-
ing the problem-solving know-how of human experts. The
expert module receives information from its transmission
module. Together, the rule-based systems predicting weather
in delimited geographical areas and the transmission mod-
ules containing and exchanging local and global weather
data, constitutes what we refer to as a simple blackboard sys-
tem (see fig. 2).

As in a traditional blackboard system (Engelmore, Morgan
and Nii, 1988), StormCast employs several knowledge
sources which are kept separate and independent. But since
StormCast is designed to operate in a very wide geographical
area, we have chosen to let each expert module has its own
transmission module. This reduce the possibility of a com-
plete system breakdown caused by transmission failures.
Relevant weather data is multicasted. Therefore, we consider
the different transmission modules to be one logical unit – a
global database. All communication and interaction among
the knowledge sources takes place solely through the black-
board database administrator (i.e. the control function in the
transmission modules). Through minimizing the system ren-
dezvous we have limited the complexity of the blackboard
framework (Hartvigsen and Johansen, 1989).

As shown in rule148 in the next section, the expert module
(i.e. the expert system) employs weather forecasts multicast-
ed by its neighbour expert modules.  This means, for exam-
ple, that the severe storm forecast made in Tromsù, employs
results gathered and processed in its neighbour geographical
areas (i.e. severe storm forecasts made by the expert mod-
ules), as well as data received from its own synthesizing
modules. The transmission and classification of data is han-
dled by the transmission module.

The Utilization of Rules in StormCast

In the current version of StormCast, we have built several
small and almost identical rule-based expert systems (i.e. ex-
pert modules) in order to demonstrate the ability and func-
tionality of distributed artificial intelligence applications.
The rule-based expert systems are written in Common Lisp,
and are implemented as forward-chaining rule-based pro-
grams.

In order to identify each prediction and node we use a name-
function to make a easy recognizing and unique name to each
prediction. The name consists of the name of the node, cur-
rent time and date, e.g. no.tromsoe.1112.210789. This makes
it easier to identify results received from neighbour nodes
and the time the forecasts were made.

In the forecasting process, the expert system (in the expert
module) uses, for each variable, one of three different values
for the possibility of severe storm; weak, moderate and
strong. An initial description is generated from the weather
data received from the transmission module. The system is
adding this description of the current weather into its work-
ing memory by using rules like:

(rule015
  if   (> surf-press-in-mb 1009.0)
  then (conclude surf-press strong))

(rule016
  if   (< 1004.0 surf-press-in-mb 1010.0)
  then (conclude surf-press moderate))

(rule017
  if   (< surf-press-in-mb 1005.0)
  then (conclude surf-press weak))

...

Fig 2. The blackboard framework in StormCast.
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(rule034
  if   (> surf-dewpoint-in-f 64.0)
  then (conclude surf-press strong))

...

(rule043
  if   (> (- surf-press-in-mb 12h-surf-press-in-mb) 5.0)
  then (conclude surf-press-fall strong))

...

In StormCast, parts of the complete application can be una-
vailable due to for instance network failures, the expert sys-
tem use control rules to ensure that the forecast can be done.
In the current version of the system, the transmission module
uses the number -9999 to indicate lack of the original data.
As the rules which generate the initial description uses real
numbers, the description value may be wrong. Therefore, the
expert system uses control rules in order to ensure that the in-
itial description is not to optimistic, e.g.:

(rule082
  if   (= surf-press-in-mb -9999)
  then (conclude surf-press pessimistic-value))

The pessimistic-value is set to the most pessimistic predic-
tion among the existing data, and is generated by rules like:

(rule085
  if   (or (and (> surf-press-in-mb -9999) (equal surf-press
strong))
           (and (> surf-dewpoint-in-f -9999)
                (equal surf-dewpoint strong))
           (and (> 12h-surf-press-in-mb -9999)
                (equal surf-press-fall strong))
 ...

then (conclude pessimistic-value strong))

A better solution than the employment of the number -9999,
is to use the time-tag in the name, and append to each value,
a certainty factor that depends on the age of the information.
Furthermore, the linguistic variables (weak, moderate and
strong) may be substituted by more exact numerical variable
values. This kind of approach will be examined at a later
stage in the project.

The current weather data is analysed in order to reach a final
conclusion through rules like:

(rule142
  if (and (equal surf-press strong)
          (equal surf-press-fall strong)
          (equal surf-dewpoint strong))
  then (conclude severe-storm strong))

...

(rule148
  if   (and (equal surf-press-fall strong)
            (or (equal surf-press strong) (equal surf-press moder-
ate))
            (or (equal surf-dewpoint strong)
                (equal surf-dewpoint moderate))
            (or (equal neigh01-severe-storm-threat strong)
                (equal neigh02-severe-storm-threat strong))
  then (conclude severe-storm strong)

...

The current version of the expert system is neither capable

nor intended to make a forecast acceptable for public use.
However, it shows the ability of using this kind of system ar-
chitecture in weather forecasting, i.e. it is meant more to il-
lustrate a structure that could serve as the basis for a DAI
application than to be operational.

In StormCast, we define information to be preprocessed data
inferred from the expert systems. The expert systems (i.e. the
expert modules) cooperate through exchanging results from
the forecasting processes. This will be further discussed in
the next chapter.  The weather forecast information is multi-
casted by the transmission module to the immediate neigh-
bours (Hartvigsen and Johansen, 1989).

In the current version, the expert/transmission module only
exchanges the final conclusion, as shown in rule148 in this
section. An extension would be to include part-solutions in
the multicasted information.

Parallel Execution of Rule-Based Expert Systems

The different expert modules execute in real parallel.
Through the use of the Common Lisp and the C languages as
well as standard UNIX and TCP/IP functions, the weather
forecasting simultaneously occur in geographical separated
locations.

In addition, other solutions to achieve parallel execution ex-
ists. An alternative would be to utilize parallel programming
tools like Multiplisp (Halstead, 1985). However, Forgy et al.
(1977) have suggested that rule-based systems have funda-
mental limits on their parallelism potential.

General Suggestions for Knowledge Representation

The results gained from the implementation of the knowl-
edge layer (the expert module and the transmission module)
in StormCast have so far indicated some general proposals
concerning parallel execution and the choice of representa-
tion technique.

The decision process in order to chose an appropriate knowl-
edge representation tool shall include the consideration of:

o Data structures: One has to evaluate the flexibility,
which means the independency of different processes
running in parallel. In StormCast, we required maxi-
mum flexibility, i.e. the different processes have to be
able to proceed without receiving the information from
the others. In addition, the system must easily be ex-
tended or re-implemented. These requirements are pos-
sible through the combination of the Common Lisp and
the C languages.

o Synchronization primitives: The utilization of 3’rd gen-
eration languages and current operation system services
requires that most coordination mechanisms have to be
implemented from scratch. The transmission module in
StormCast is implemented in C and guarantee consist-
ency by using semaphores (Dijkstra, 1968).

The execution speed of StormCast might be increased by di-
viding the expert system (in the expert module) into different
blocks (through the utilization of a top-down approach). By
running these blocks on locally separated processors, a high-
er degree of speed-up might be gained.

The diversification into several expert modules capable of, if
necessary, make the weather forecast on their own have
made it possible to take advantages from techniques from
single agent problem solvers. The group solving aspects are
handled by a dedicated function, i.e. the transmission mod-
ule. The results so far received, indicate a connection be-
tween the degree of local autonomy and the complicity of the
data structures and synchronization primitives.



COOPERATION

In the previous section, we showed how knowledge is repre-
sented in StormCast and how rules can be applied locally on
each expert module. In this section, we investigate coopera-
tion issues among the different expert modules (agents) in
StormCast. Agents in a DAI concept have the ability to im-
prove both coordination and coherence by controlling what,
how, and when they communicate with one another (Bond
and Gasser, 1988). In StormCast, the communication im-
proves an agent’s local decision making by providing infor-
mation generated by other agents. This implies a global
agreement of the aspects of the cooperation. In a DAI con-
cept, however, communication between agents is just anoth-
er problem-solving tool that may be used poorly or
effectively in order to provide the basis for effective cooper-
ative problem solving (Cammarata, McArthur and Steeb,
1983).

In the StormCast project, we leave the field of networking in
the traditional sense and concentrate on the communication
nature at the highest layer. This means that we have focused
on what and when information interchange occur or is neces-
sary, rather than how the transmission take place on the low-
est level(s).  Acceptable solutions exist even commercially
today and we find it more interesting to investigate difficul-
ties facing a cooperating nature, distributed problem solving
groups, and the necessary cooperative strategy in this envi-
ronment.

Cooperation in DAI

Cooperation in DAI is based on communication in one way
or another. Cooperation is a fundamental aspect in DAI, and
a lot of research has been done (Erman and Lesser, 1975;
Smith and Davis, 1981; Cammarata, McArthur and Steeb,
1983; Durfee and Lesser, 1987; Durfee, Lesser and Corkill,
1987a 1987b; Durfee, 1988). Cooperation in DAI means to
have expert systems working together towards solving (a)
common problem(s). This calls for the development of coop-
erative interaction mechanisms that allow multiple expert
systems to participate in a teamwork.

The introduction of computers as agents in human problem
solving has raised new problems that stress issues in cooper-
ation. In weather forecasting, for example, the information
interchange is made easier because the meteorologists have
an understanding of each other. Human-computer interac-
tions are often disturbed by misunderstandings caused by an
inadequate view of agent behaviour (Oberquelle, Kupka and
Maass, 1983). We find analogue problems related with com-
puter-computer communication because computers have
primitive, if any, abilities to take advantages of other com-
puters. The employment of artificial techniques, and thereby
explicitly represent the understanding, has made it possible
to extend this kind of feature.

The simplifying approach

In StormCast, we have designed what we refer to as the sim-
plifying approach.  First, we have avoided problems with
global state detection, synchronization, etc., by timestamp-
ing data with real-time values. Second, our approach is based
on the philosophy of exchanging partial solutions. A solution
is reached by an iterative process of exchanging preliminary,
partial solutions. (The solutions, i.e. severe storm forecasts,
in StormCast are partial for the receivers but not for the send-
ers.) Unlike problems which have to be managed in the arena
of distributed problem solving (DPS), for example in the FA/
C approach by Lesser and Corkill (1981), the multiagent
(MA) systems, which is the research arena the simplifying
approach has to control, does not need to converge on one
overall network solution. Even though this reduce the knowl-
edge needed at each node (module) in the case of predicting
each others next steps, both arenas seem to explore complex

real-time cooperating approaches. It seems that the utiliza-
tion of such approaches are not necessary in all situations, as
in weather forecasting.

Fig 3.  The geographical location of the expert modules in
StormCast in the Northern part of Norway.

The simplifying approach represents a suitable solution for
weather forecasting. Since the data, as indicated in fig. 3, is
exchanged over a very wide geographical area, it is not rec-
ommendable to have a tight connection between the expert
modules. However, each expert module must contain infor-
mation concerning the others (organizational knowledge),
e.g. geographical location in order to give the received re-
sults the correct weight in its own forecasting process. In this
way, an expert module becoming isolated does not affect the
rest of the system as it would if the forecasting process in oth-
er parts of the system were delayed or even halted as a result
of this accident.

StormCast may be described as a set of cooperating modules
(agents) which continuously are collecting and processing
weather data from a fixed geographical area. In each geo-
graphical area, there is an expert module (i.e. expert system)
responsible for the prediction of, in this case, severe storms
(see fig. 3). Each expert module has the knowledge and intel-
ligence needed to make a severe storm forecasting. This se-
vere storm forecast is based on the results achieved from the
monitoring modules in their own area. In this way, the prob-
lem solving emphasizes intelligent local control of each ex-
pert module (problem solver). A network of these expert
modules performs distributed problem solving by cooperat-
ing as a team to solve the same problem more properly. The
cooperation requires that each expert modules knows which
solutions to communicate. Such networks are typically uti-
lized in this kind of distributed sensor networks (Lesser and
Erman, 1980; Smith, 1980).

The different expert modules are primarily concerned with
the forecast of severe storm in its own region. Each problem
solver is thus self-interested because the local data is consid-
ered to be most important in the problem solving. Coopera-
tion among self-interested problem solvers is based on the
assumption that this is in their own interest (Durfee, Lesser
and Corkill, 1987a). In weather forecasting the meteorolo-
gists working in regional institutes made their predictions
upon their local weather observations and data and weather
forecasts received from other institutes. The employment of
the results received from other institutes depends on how the
results fit their own results. The task of obtaining such coher-
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ent cooperation is a considered to be a difficult task (Lesser
and Corkill, 1981; Davis and Smith, 1983).

CONCLUSIONS

Research in cooperation and coordination among independ-
ent nodes involves both distributed artificial intelligence,
distributed operating systems and studies of cooperation in
natural systems. In this paper, we have mainly focused on
concepts within DAI. StormCast is a distributed artificial in-
telligence application for severe storm forecasting (Hartvig-
sen and Johansen, 1989) which has functioned as a means of
gaining real experience with DAI.

In the StormCast project, our main strategy in the design and
implementation of the system have been simplification – to
keep the design and the source code as simple as possible
without main losses in the functionality. The major motiva-
tion for this has been the transparency requirements. A mod-
ular design together with the utilization of de facto industrial
standards has appeared to be sufficient in the task of weather
forecasting in a distributed artificial intelligence concept. In
addition, through the use of our simplifying approach, we
have avoided problems with global state detections, synchro-
nization, etc., which in term influences the transparent view
the users have of the application.

One of the main problems to face in distributed artificial in-
telligence applications is the coordination of cooperating
nodes. A lot of effort has been spent on the coordination
problem, and several approaches to improving coordination
among cooperating nodes have been presented. A common
denominator for the approach presented seems to be real-
time computing, which in our experience is a very resource
intensive solution. Therefore, we have used a non real-time
approach in order to reduce the complexity, but maintain the
functionality.

However, even if our choice of system architecture, a data-
driven forward-chaining expert system module together with
the simple blackboard system (the knowledge layer), has
shown some of the possibilities with this kind of application,
still much work remain to be done to obtain a commercial ap-
plication. Further research might include the study of a more
complex rule-based expert system that includes both forward
and backward chaining, certainty factors, possibly frame-
based reasoning, etc., and the diversification of the black-
board in small specialized parts, each guarded by its own
monitor. This may in turn increase both the qualitative and
the quantitative system performance.
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