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Completeness Proofs for Linear Logic Based on the Proof
Search Method |
(Preliminary Report)

Mitsuhiro Okada Kazushige Terui
Department of Philosophy, Keio University

Abstract

The proof search method is a traditionally established way to prove the completeness
theorem for various logics. The purpose of this paper is to show that this method can be
adapted to linear logic.

First we prove the completeness theorem for a certain fragment of intuitionistic linear
logic, called naive linear logic, with respect to naive phase semantics, i.e., phase semantics.
without any closure condition, using the proof search method in a certain labelled sequent
system. Then the completeness of the (rudimentary) classical linear logic can be obtained
as a direct corollary by a Kolmogorov-Géodel style double negation interpretation.

To apply the proof search method for the full system of linear logic, we generalize the
notion of brench in the standard proof search method to that of OR-tree, and give a proof
of the completeness theorem for intuitionistic (classical, resp.) linear logic with respect to
intuitionistic (classical, resp.) phase semantics, based on a generalized form of the proof
search method.

1 Introduction

The proof search method is considered to be one of the most natural completeness proof
methods and successfully applied to prove the completeness theorems for various logics, typi-
cally for classical logic, intuitionistic logic and some of modal logics (cf. Kleene[5], Schiitte[9],
Takeuti[10]).

This method consists of the following two steps; (i) to prove that for any unprovable
formula there exists such a branch in a proof search tree that does not reach an axiom and
that contains enough information to refute the formula (called an open branch), and (ii) to
show the construction of a countermodel of the formula from the open branch obtained by
(i). This method could be viewed as a specific way of the Henkin model construction in
the classical logic case since the proof search procedure gives a process of construction of a
maximal consistent set of formulas.

The usual proof search method uses the structural rules (weakening and contraction) very
essentially. Hence it has not been known if or not this method is adaptable to linear logic in
which the lack of the structural rules is one of the main features. The purpose of this paper
is to give an affirmative answer to this question.

To see how structural rules are essential in the case of the proof search method for tra-
ditional logics, let us suppose that we would like to refute (i.e., to find a countermodel of)
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I' H AV B in classical logic. Our task is to find an open branch in a proof search tree that
contains enough information to make every formula in I' true and both A and B false. A
proof search tree of a given sequent is constructed by successively applying the inference rules
of classical logic in a bottom-up manner. However, if we use the usual inference rules for
V-right, that is,

'FA '-B
'rAvB and TFAVB,

we lose one of A and B (when read bottom-up), hence branches in the resulting proof search
tree retain too little information to refute I' - A v B. The essential trick here is to consider
the following derived rule in classical logic which is equivalent to the above two rules, due to
weakening and contraction;

I'-A,B
T'HAv B.

Thanks to using this equivalent rule we can preserve the information on both 4 and B. This
trick is a part of the reason why an open branch in classical logic suffices to construct a
countermodel. One could consider the same trick for intuitionistic logic, which leads to the
completeness with respect to the Kripke models (cf. eg. Takeuti[10], CH 1, §8).

In linear logic, however, we cannot use any trick like above because of the lack of structural
rules;

e We cannot replace two @-right rules by a single rule, contrary to the Vv-right case of
classical logic.

e We must take all possible context partitions into account when we apply ®-right and
—o-left rules. For example, a, 8 F a ® vy has only one non-atomic formula, but we must
consider four possibilities when we apply ®-right rule;

Fa a,8F7 akba BFy BFa abxy a,flFra kv
a,fra®y a,fFra®y a,fFa®y a,fra®y.

As a consequence, the standard construction of a countermodel from one open branch is not
possible for linear logic. In this paper, we propose two solutions to overcome this difficulty. .

1. To introduce labels; we consider a sort of labelled system for the proof search method in
which resource information is expressed not in terms of number of formula occurrences in a se-
quent, but in terms of labels attached to formulas. In the system, structural rules can be used
freely, hence we can accommodate the standard proof search method to this system. In this
way, we prove that a certain fragment of intuitionistic linear logic, which we call naive linear
logic (NLL), is complete with respect to naive phase semantics, i.e., phase semantics without
any closure condition. Then we show that the multiplicative additive fragment of classical
linear logic (MALL), sometimes called rudimentary linear logic, is encoded into NLL via
the Kolmogorov-Gddel style double negation translation. Hence, as a direct corollary, we also
have a completeness proof of MALL based on the proof search method, since the classical
phase semantics (in the sense of Girard[3]) is also obtained by the double-negation closure
property from our naive phase semantics. The labelling method has been investigated under
Gabbay’s general framework of Labelled Deductive Systems (LDS) [2]. Our method could be
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viewed as an application of LDS (see Kurtonina[6], Venema[12] for other applications of LDS
to substructural logics). :

2. To generalize the notion of open branch; We generalize the notion of branch in a proof
search tree to the notion of OR-branching tree or simply OR-tree, and show that given an un-
provable sequent I' - C, one can construct an open OR-tree which retains enough information
to refute the sequent. Then we describe how to construct an intuitionistic phase model from
an open OR-tree of full intuitionistic linear logic (ILL), and a classical phase model from
that of full classical linear logic (LL). In both cases, the closure condition of phase semantics
plays an essential role. This gives a completeness proof based on a generalized form of the
proof search method both for ILL and for LL. We also obtain the cut-elimination theorem as
a corollary, since we do not use the cut rule during the construction of the required OR-tree
and the corresponding countermodel.

In section 2, first we give the definitions of intuitionistic and classical phase semantics.
Then naive phase semantics is obtained by dropping the closure condition from intuitionistic
phase semantics. In section 3, we define naive linear logic (NLL), which consists of connec-
tives (®, @, —o) where —o is restricted to the form 4 —o a (for any atomic formula a). In
order to incorporate with the standard proof search method, we also introduce an alterna-
tive formulation of NLL using labels, called labelled naive linear logic (LNLL), and prove
the completeness of NLL with respect to naive phase semantics. Section 4 is devoted to a
completeness proof of both ILL and LL based on the open OR-branching tree construction.
We give the definitions of intuitionistic linear logic and classical (left one-sided) linear logic
in Appendix A and B, respectively.

2 Intuitionistic, Classical and Naive Phase Semantics

In this section, we define intuitionistic phase semantics (cf. Abrusci[1], Troelstra[11], Okada[8]),
classical phase semantics (cf. Girard[3][4] and Lafont[7]), and naive phase semantics.

Definition 1 An intuitionistic phase space (M, Cl) consists of a commutative monoid M
and a function Cl : P(M) — P(M), called a closure operator, satisfying the following;

(C1) X C CI(X);
(C2) X CY implies CI(X) C CI(Y);
(C3) CI(X) = CUCUX));

(C4) CIX)CUY) C CUXY);

where XY is defined by {zy|z € X,y € Y}. A set X C M that satisfies X = CI(X) is called
a fact. : v

Then, we can define 1 = CI({1}) (1 stands for the unit element of M), T = M, 0 = CIl(0),
and for any facts X,Y,

o X oY ={ylVe € Xzy €Y}

¢« XQY = CI(XY);
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e X&Y =XnNY;
e XY =CIXUY).

As easily seen, each constant above is a fact and each operation above produces a fact when-
ever facts X and Y are given.

If M is an intuitionistic phase space, then J(M) = {z € 1|z € Cl({zz})} is a submonoid
of M. An enriched intuitionistic phase space is an intuitionistic phase space M endowed with
a submonoid K of J(M) (not necessary to be a fact).

For any fact X of intuitionistic phase space, define

e IX = Cl(X NK).

-An intuitionistic phase model M = (M, Cl, K,v) is given by an intuitionistic phase space
M = (M,Cl,K) and an interpretation v which maps each atomic formula a to a fact v(a) of
M, which is also denoted by o*. Then each formula A is interpreted by a fact A* along the
above definitions, and I' = A;,..., A, is interpreted by I'* = A} ® --- @ A%. We say that A
is satisfied in M if 1 € A*, and that ' F C is satisfied in M if T* C C*. A

A classical phase space (M, L, K) is an intuitionistic phase space (M, Cl, K) with a subset
L of M in which the closure operator C! is defined by double negation, i.e., CI(X) = X1+ =
(X —o L) —o L. In classical phase spaces, we have two additional operations;

e XY = (XLty 1)L,
¢ 71X = (Xt nK)t.

A naive phase space M is an intuitionistic phase space (M, Cl) where CI is the identity
function. In a naive phase space M, any subset of M is afact, X®Y = XY and X@Y = XUY.
Since J(M) is degenerate (= {1}), we do not consider enriched naive phase spaces at all.
The following examples indicate that naive phase semantics is a natural generalization of
traditional semantics such as classical 2-valued semantics and Kripke semantics.

1. Consider a naive phase model whose underlying monoid is the singleton {1}. Write
F,T to denote ¢, {1}, respectively. Then A* ® B* = T iff A* & B* = T iff A* = T and
B*=T; A*@B* =T iff A* =T or B* = T; and A* —o B* = T iff A* = T implies
B* = T. Hence, this model is a usual 2-valued model for classical logic.

" 2. Consider (M, v) where M is idempotent, i.e., zz = z for any z € M and v maps each
atom to an ideal of M, i.e. a subset satisfying XM C X. M can be seen as the set
of possible worlds with accessibility relation < defined by z < y & y = zz for some
z€M. Writez = Aifz € A*. Thenz |=AQBiff s |- A& Biff z |= A and z |= B;
tl=A®Biff z|= Aorz |= B; and z |= A —o B iff for every y > z, y |= A implies
y |= B. Hence, (M,v) is a usual Kripke model for intuitionistic logic.

3 Naive Linear Logic and its Completeness with respect to
Naive Phase Semantics
Naive linear logic (NLL) is a fragment of intuitionistic linear logic with connectives (®, —0,®)

such that —o is restricted to the form X —o .. More precisely, given a set V of propositional
variables, the set L of NLL formulas is defined as follows;
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L:=V|ILQLIL&®L|L oV.

NLL does not have any constant. However, we will see in the end of this section that the
multiplicative additive fragment of classical linear logic (MALL) including constants 1 and
1 can be encoded into this simple fragment.

Now we introduce labelled naive linear logic (LNLL). We presuppose that a countable
alphabet X is given. The free commutative monoid generated by X is denoted by Com(X).
a,b,c,... € Com(X) are called labels and in particular z,y,2,... € ¥ are called simple labels.
A label @ is said to be linear if it contains no repetition; for example, zyz is not linear while
zyz is linear where z,y,z € ¥. The set of linear labels is denoted by Lin(X). In particular,
the unit 1 of Com(X) is in Lin(X). We write a < b if b = ac for some ¢ € Com(X). A labelled
formula is of the form a: A where a is a linear label and A is a formula of NLL. A labelled
sequent is of the form I' F A, where I" and A are finite multisets of labelled formulas. Let I’
be {a;:4;,...,a,:4,}. Then we also write a; ---a,: I F A to indicate the total amount of
labels occuring in T' (in particular, we write 1:I' - A if IV = ¢). We say that b occurs in T if
b < a; for some i, and also say that b is unique in T if b occurs in {a;: A;} for exactly one i.
The similar conventions also apply to A.

A labelled sequent ay:A41,...,a,: A, F c:C is said to be strictif c = ay---a, and a; # 1
for any ¢. In particular, a sequent of the form F ¢:C' is strict iff ¢ = 1.

The formulas and the sequents of LNLL are labelled formulas and labelled sequents,
respectively. The inference rules of LNLL are those in Figure 1. ‘

It is assumed that each inference rule should preserve the linearity of the labels; for
example, the following inference is not allowed in LNLL;

I'Tta:A T2k a:B
I'i,I'sFaa:A® B .

Lemma 1 Given a proof # of LNLL sequent I' - A, one can construct a proof ©’ of strict
LNLL sequent c:T'g - c:Cop, where c:T'o C T and c:Cy € A, such that each sequent occuring
in 7’ is strict.

Proof. By induction on the length of =. |

Proposition 1 If a strict LNLL sequent ¢:T' F ¢:C is provable in LNLL, then T' I C is
provable in NLL.

Proof. Given a proof = of strict LNLL sequent ¢:I' - ¢: C, we can obtain another proof
7' of the same sequent in which each sequent is strict by Lemma 1. Such a proof is easily
transformed into a proof of I' - C in NLL by dropping all the labels occurring in it. ]

Next, we enrich the labelled sequents with tags which express additional information
needed to define a suitable proof search procedure. A tagged sequent is of the form < (T F
A), 1,52 %3 > where I' A is a labelled sequent, X! is a finite multiset of atomic labelled
formulas such that ! C T, and X% and £2 are finite multisets of labelled formulas. < (I +
A),X1,32 %3 > is often denoted by < (I' F A),X >. If Il is a multiset of labelled formulas
such that ¥! C II, the difference of IT and X! is denoted by II~.

< (TFA),X 232 > is regular if
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Identity and Cut:

IhTFA,a:A a:A,ToF A, c
F15I‘2 F A17A2

Identity ut

a:AlFa:A
Structural Rules:

TFA TFA a:Aya:ATHFA I'-Aya:A,a:A

aATFA Y TFAaeda """ “awarra ¢ “Traaga ©r

Loose Rules:
I‘1I—A1,a.:A Fgl"Ag,b:B F1F—A1,a:A ab:a,I‘QFAz

T1,02F Ay, Ag,ab:AQ B °  bid —oa,11,T5F Ay, Ay °
T'HA,a:A @r I'A,a:B or
TFA,a:A9B ~* F'FA,a:A® B 2

Strict Rules:
a:A,TFAab:a
I'FAb:A o«

-or

where @ does not occur in ' and A.
a:A,b:B,T F Az := ab]
z:AQ B,TFA

where a and b do not occur in I' and A, simple label z does not occur in T' and is unique.in
A. [z := ab] means the usual substitution operation.

a:A,TFA a:B,T+FA
a:A®B,TFA

where a does not occur in I' and is unique in A. Moreover, each formula in T is labelled with
a simple label distinct from each other.

Figure 1: Inference Rules of Labelled Naive Linear Logic
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(61) For each a:a € £, there are a;: A4 € 2 and az: A -0« € I'~ such that ¢ = aqas.
(62) Each formula in I'" is labelled with a simple label distinct from each other.

(63) If T contains a formula of the form a:A® B or a:A® B, then a is unique in I’ and also
unique in A.

(04) T~ F A,c:C is provable for any c:C € X2.

Lemma 2 Let < (I'F A), X', 32,53 > be a regular tagged sequent. Then T~ A is derivable
from T F A.

Proof. T F A is of the form X', T~ F A and X! = {a1:0a1,...,a,:a,}. By (61), there are
a11: Ay € ¥? and a;5: A} —0a; € I'™ such that a; = ai1a12. By (64), I~ F A,ay;: Ay is
provable. Hence, :

I'''+FAya11: 41 a1:01,...,a4,:0,, " F A

a12:A; —0ay,a2:0g,...,6,:0,, 7, 7 FAA
az:09,...,0, 0, ' F A
By repeating this process n times, we can eliminate all a;:a;’s. - ' n

Definition 2 We assume a fixed well-ordering <, on the labels and also assume a fixed
well-ordering <7 on the labelled formulas. A labelled formula of the form a: A —o « is called
a —o-formula. ®-formulas and @-formulas are defined similarly. .

Let o be a function which maps a tagged sequent to either a finite set of tagged sequents
or symbol *, defined as follows;

(i) If < 5, > is irregular, then o(< 5, % >) = %
(ii) elseif S =a:A,T + A,a: A, then o(< 5,T >) = #;

(iii) elseif $ =T F A,d: A — a and no —o-formula <p-smaller than d: 4 —o & is in A, then
0(< 8, >)={< (z:4,TF A,zd:a),T >}, where z is the <;-smallest simple label
not occuring in I' and A;

(iv) else if S = d:A® B,I' - A and no ®formula <p-smaller than d: A ® B is in T, then
d is simple (otherwise < 5, > would be irregular by (63)), so let o(< §, £1,%2,53 >
)={<(z:A,y:B,T F Ald := zy]), X!, %%, %3[d := zy] >}, where z and y are the two
<r-smallest simple labels not occurring in T and A;

(v) elseif S =a:A@® B,T' + A and no &-formula <fp-smaller than a: A @ B is in T, then
o(< 5,5 >)={< (a:A, T+ A),T >,< (a:B,TFA),T >};

(vi) else if (1) S =d: A—oa,I'F A, (2) ad occurs in A, (3) ad:a ¢ T and a: A ¢ %3,
and (d: A —o a, a) is the smallest pair (according to <f and <) satisfying conditions
(1)=(3), then

o(< 85,222,588 >) = {<(d:A—oa,TFAa:4),3,52 530 {a:4} >,
< (ad:a,d:A - a,T'+ A), 2 U {ad:a},B? U{a:A},X% >};



64

(vii) elseif (1) S=TF A,d:A® B, (2) d =ab, (3) a:A ¢ X3 and b: B ¢ X3, and (d:A® B,
a) is the smallest pair (according to <z and <7,) satisfying conditions (1)—(3), then
o(< §,2,32,3%>) = {<(T+A,ab:A® B,a:A4),5, 2%, 23U {a:4} >,
' - <(rl—A,ab:A@B,b:B),zl,22,23u{b:B}>};

(viii) elseif S =T F A,a: A® B and no @-formula <j- smaller than a: A @ B is in A, then
o(< $,X>) = {<(I‘F—A a:A,a:B),Y >};

(ix) else o(< S, T >) =

For any < So,X¢ >, o induces a rooted tree 7,(< Sp, 2o >) (called a proof search tree)
each node of which is labelled with a tagged sequent, constructed as follows;

1. The root of 7T,(< S, Tg >) is labelled with < Sp, To >;

2. If a node z is labelled with < S,% > and o(< S,% >) = *, then z has a child node
which is labelled with * and is a leaf of 7,(< So, Lo >);

3. If a node  is labelled with < $,T > and o(< 5, >) = {< $1,5% >,...,< Sk, T >}
(where k is 0 or 1 or 2), then z has k children nodes zy,...,z; and each z; is labelled
with < S;,%; > (in particular, z is a leaf of 7,(< Sp, 5o >) if k£ = 0).

A branch of a proof search tree is either a path from the root to a leaf or an infinite
sequence of nodes in the tree such that every initial segment of it is a path from the root.
A branch of a proof search tree is said to be closed if it is a finite path zo,...,z, and z, is
labelled with *; otherwise a branch is said to be open.

Lemma 3 7,(< Sp, %o >) is finite for any < So, %o >.

Lemma 4 Let < Sp,X0 > be regular. If Sy is unprovable, z‘hen I,(< So, X0 >) has an open
branch.

Proof. Let S be unprovable and < S,% > be regular. Then o(< §,% >) # *. Hence it
suffices to show that if o(< S,Z >) = {< §1,%F >,...,< Sk, Zf >}, then < S;,%; > is
regular and S; is unprovable for some 7.

It is easily shown that (61)—(63) hold for every < S;,X; >. Hence it suffices to show that
< 5;,%; > satisfies (04) and S; is unprovable for some i. We only prove the two essential
cases;

(v) S =a:A®B,T - Aando(< 5,3 >) = {< 51,% >,< S;,% >}, where $; = a:A4,T F A
and S, = a:B,T I A. First we prove that both < 51,% > and < S5, % > satisfies (64).
Let ¢:C € 2. Then by the assumption a:A @ B,I'~ F A,c:C is provable. Hence,

‘a:AFa:A
a:AFa:A®B a:AdB,I"FA,c:C
a:A, T~ FAe:C

The same holds for a: B,I'" + A,c:C. Hence both < 51, > and < 52,2 > are
regular.

Now we prove that either $; or 52 is unprovable. Suppose that both $1 and S are
provable. Then by the regularity of < $;,%¥ > and < S5, > and by Lemma 2,
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a:ATFA a:B,T+FA

a:AT"FA a:BT-FA
aA®BIT " FA
a:APB,THA ,

which contradicts the assumption.
(vi) S=d:A—oa,T'F A and

o(< §,21,22,5%5) = {< 5,543, 83U {a: A} >,
< 83,2 U {ad:a}, 22U {a:A}, 23 >},

where $; =d:A —oa,I'FA,a:A and S; = ad:a,d:A —oa, ' A.

< 51,21,52, 53U {a: A} > satisfies (#4) by Wr rule. Hence if Sy is unprovable,
our claim holds. Suppose that 57 is provable. Then S; should be unprovable by the
assumption, —ol rule and C1 rule. Moreover, < 52,3 U {ad:a},2?2 U {a: A}, 23 >
satisfies (64); d: A —o a,I'” F A, ¢: C is provable by the assumption for c:C € Y2, and
d:A—oa,I'" F A, a:A is also provable because S, is provable and < Sy, X!, %2, 23U {a:
A} > is regular, hence

d:A-—o0,T'FAa:A
d:A-—oa, I "FAaA

by Lemma 2.

Let R be a open branch. By Lemma 3, R is a finite path, say, of length n. R can be
represented as; :

R =< 50,885,582, 83>, < 5,81, 22 28> ..., < 5,00, 82,88 > .

From now on, we will not use the second and the third component (X} and ¥?) of each tagged
sequent (the fourth component £? will be used to prove the next lemma). Hence we consider
the following sequence ‘ )

R =< (FO + Ao),zo >, < (Pl (o Al),gl >y, < (Fn [ An),En >,

where T; F A; = S; and X; = 2. .
R’ may contain the following subsequence;

oy <(2:A® B,TFA),E > < (z:4,y:B, T F Alz := 2y]), E[z := zy] >,....

To correlate the resource information in the first tagged sequent above with that in the second
one, we would like to make a relabelling operation on the labels occurring in R’ to obtain the
following sequence;

..., <(2zy:A® B,T'F Alz := zy]), 5[z := 2y] >,< (z:4,y: B, - Alz:= zy)), B[z == zy] >

g oo
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The process of relabelling is described below.
For each 0 < j < n, we define a finite sequence R/ of the form < (I" F A ) EJ >y
(I‘J F Al 1), 7 > of length j + 1, as follows;

e R0O=< (Fo + Ao),Zo >; ‘

o If §;=2:A® B,'F A and Sj41 = a:4,b: B!—A[,,._xy] then
RJ'” =< (T Allz := 2y]), B[z == z9] >,...,< (I" = AJ[z = z9]), 2z := zy] >, <
(Fitr F Ajya), Bjr >

e otherwise RI*t! =< (I‘J F A ) ZJ >,.. < (I‘j F A;:),Ej: >, < (Fipa FAjpr), Ejpr >.

Now we have sequence R™ of length 7. Let I'r be Up<;<, I'} and Ag be Uo<j<n A7 The
following lemma, is checked by induction on the construction of R’;

Lemma 5
(1) Tr and Ag are disjoint;

(2) Ifa: A® B € I'gr, then there are some b,c such that b: A € T'r and ¢: B € I'r and
a = be;

(3) If a:A® B € AR, then for any b,c such that a = be, either b:A € Ag orc:B € Ag;

(4) If a: A —0 o € T'r, then for any b such that ab occurs in Ag, either b: A € AR or
ab:a € T'r;

(5) If a: A —o a € AR, then there is b such that b: A € I'r and ab:a € Ag;
(6) fa:A® B¢ I‘R, then either a:A € T'r ora:B € I'g;
(7) If a:A® B € Ag, thena:A € Ag and a:B € Ax.

We define naive phase model Mg = (M,v) by

o M = Com(X); -

e v(a) = {ala:a & Ar}.

Proposition 2 For any NLL formula A, the following hold;
(a) Ifa:A € T'g, then a € A* in Mg,
(b) If a: A € AR, then a € A* in Mg.

Proof. By induction on the complexity of A.
(Case 1) A is an atomic formula a. (b) is by definition. As for (a), suppose that a:a € 'z
and a ¢ a*. The latter means that a:a € Ag, which is impossible by Lemma 5(1).

(Case 2) A is of the form B ® C. To show (a), suppose that a: B ® C € I'g. Then for
some b and ¢, b: B € I'g and ¢:C € I'r and @ = bc by Lemma 5(2), hence by IH, b € B* and
c € C*, thusa = bc € B* ® C*.

As for (b), note that a ¢ B* ® C* iff for any b and ¢ such that bc = a, either b ¢ B* or
c  C*. Suppose that a: B ® C € Ag and a = be. Then either b: B € Ag or c:C € AR by
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Lemma 5(3). Hence by IH, either b ¢ B* or ¢ ¢ C*, so the claim holds.

(Case 3) A is of the form B —o a. To show (a), suppose that a:B —oa € T'p and b € B*.
If ab does not occur in Ag, then ab € o* by definition. Otherwise, ab occurs in A and by
Lemma 5(4), either b: B € Ag or ab:a € I'r. However, the former is impossible by IH(b),
hence ab € a*, so the claim holds.

As for (b), 1f a:B—oa € Ag thenb:B €TI'g and ab:a € Ag for some b by Lemma 5(5).
By IH, b € B* and ab ¢ o*. Therefore, a ¢ B* —0 a*

(Case 4) A is of the form B @ C. Similarly shown using Lemma 5(6) and (7). [

Theorem 1 For any NLL sequent T' = C, the following are equivalent;
1. T+ C is provable in NLL;
2. T'F.C is satisfied in all naive phase models;

3. a:T'+ a:C is provable in LNLL for some linear label a.

Proof. 1 implies 2 by the usual soundness argument. 3 implies 1 by Proposition 1. To
show that 2 implies 3, suppose that a; : Ay,...,a;: 4 F ay---q; : C is unprovable for any
ai,...,a; where I' = Aq,...,A;. Let z1,...,2; be distinct simple labels. Then Sy = 2 :
Ay,...,z;: Ay b 21 ---x;: C is unprovable and < Sp, @, ¢, ¢ > is regular. Hence by Lemma
4, T,(< Sp,¢,¢,¢ >) has an open branch R. By the construction described before, we get
sequence

R =< (by:A1,...,bj: AfFby---0;:C), X5 >

from which naive phase model Mg is constructed. By Proposition 2, b; € Af for 1 <7 <1
and by ---b; € C*,i.e., I' - C is not satisfied in My, that contradicts 2. ]

The multiplicative additive fragment of classical linear logic (M ALL) can be encoded into
NLL by the following Kolmogorov-Godel style double negation interpretation.

Definition 3

1. Let us fix an atomic formula ap and assume that no MALL formula contains ap. Then,
given an MALL formula A, an NLL formula A° is defined as follows;

1° = ap

1° = ag-oap

B = B-oa
Bty = 8

(BRC)Y = ((B°—o0ap)®(C°—oap))—oap
(B®C)Y = B°QC°
(BOCP = (B°-0a0)®(C° ~0a0)) a0
(B&C)Y = B°@C°

2. A® is defined to be A° —o ap.
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Proposition 3 A is provable in MALL iff A® is provable in NLL.

Proof. The Only-if-part is shown by induction on the length of proof. The If-part is by
induction on the complexity of A. [ |

Classical phase models are obtained from naive phase models by the double negation clo-
sure condition, which precisely corresponds to the above syntactic double negation translation.
Hence the following proposition is almost immediate.

Proposition 4 A is satisfied in all classical phase models iff A® is satisfied in all naive phase
models. '

As a direct corollary of Theorem 1, Proposition 3 and Proposition 4, we have

Corollary 1 MALL is complete with respect to classical phase models.

4 A Completeness Proof for Full Intuitionistic and Classical
Linear Logics Based on the Proof Search Method

Now we move on to the problem if or not the proof search method can be extended to the
full systems of intuitionistic linear logic (ILL) and classical linear logic (LL). As discussed in
section 1, the standard countermodel construction from one open branch does not work for
ILL and LL. Hence, in this section, we generalize the notion of branch in a proof search tree
to the notion of OR-branching tree or simply OR-tree, and show that given an unprovable
sequent '  C, one can always find an open OR-tree, which is considered to retain enough
information to refute the sequent (in §4.1). Then we describe how to construct an intuitionistic
phase model from an open OR-tree of ILL (in §4.2) and a classical phase model from that
of LL (in §4.3). These countermodel constructions give the completeness theorem (and the
cut-elimination theorem as a corollary) both for ILL and for LL. In both cases, the closure
condition of phase semantics plays an essential role.

4.1 OR-branching trees

Let L be an arbitrary sequent-based inference system of a logic, and Sp be an L-sequent.
An OR-branching tree (or, simply OR-tree) of Sp in L is a rooted tree each node of which is
labelled with an L-sequent, satisfying the following;

(1) The root is labelled with So;
(2) If a node z is labelled with S, and

(i) if no rule can be applied (bottom-up) to S, then z is a leaf of R;
(i) otherwise, let
81,55, 52,...,52%, Si,.. ,S:m
s, S PN S yen s
be the enumeration of all instances of inference rules of L that can be applied
(bottom-up) to S. Then, z has children nodes z!,2?,... and each z' is labelled

with S;'- for some 1 < j < m;.
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An OR-tree is open if no node in it is labelled with an axiom.
Proposition 5 Sy is provable in L if and only if there is no open OR-tree of Sp.

Proof. Assume that Sp has a proof 7 in L. We show that if R is an OR-tree of Sp, then R
contains at least one axiom by induction on length of . If Sp is an axiom, then the claim is
trivial. Suppose that the last part of 7 is of the form

S1,..n, Sn

S (n21)

Since R is an OR-tree, R should contain some S; (1 <4 < n) as a child of So. But by IH the
sub-OR-tree R’ of which the root is S; contains an axiom, hence so does R.
To show the reverse, observe that if S’ is not provable in L and

Si,yeny S

S5 (n2)

is an instance of an inference rule of L, then at least one of S; (1 < ¢ < n) is unprovable.
Therefore, by choosing such an unprovable sequent at each stage of OR-tree construction
(2ii), we can obtain an OR-tree in which each node is labelled with an unprovable sequent.
In particular, such an OR-tree contains no axiom. - . n

If R is an OR-tree, let |R| be the set {S|S is a label of a node in R}, and R} be
{A|A, T+ C € |R| for some II and C}.

4.2 Countermodel Construction for Intuitionistic Linear Logic

In this subsection, we consider the case of ILL and describe how to construct a intuitionistic
‘phase model from a given open OR-tree.

Let R be an open OR-tree in cut-free ILL. Based on R, we define an intuitionistic phase
model Mp = (M,Cl, K,v) as follows.

o M = R} U{{/}, where / is a distinguished formula not occurring in R. Note that the
empty sequence @ is always in M.

e ForeachI'€ M and A e M,

LA fTAeER]

v/ otherwise. _
In particular, /- T = 4/ for any I' € M. It is immediate that < M ;@ > forms a
commutative monoid. ‘

I''A=

o Let [[FC]be{E e M|Z,THFC ¢|R|}. We write [C] to denote [ C].

eFor X C M, CI(X)={[C+C]| X C[IFC], T'FC isasequent of ILL}. Then
clearly CI([T + C]) = [I'  C]. These facts are called base facts of Myp.

o K= {1A]A€M}U{D,V}.

e v(a) = [[a] for each atomic formula a.
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Lemma 6 The operator Cl defined above is actually a closure operator.
Lemma 7 FEach fact X = Cl(X) satisfies the follwing properties;
() VEX; '
(it) if A,B,T € X and AQ B,T € M, then AQ B,T € X;
(i) f AT e X, BT€X,and A® B,T € M, then A® B,T € X;
(1) if AT € X, B,T¢ M, and A® B,T € M, then A®d B,T € X;
(1)” if AT¢ M, BT € X, and A® B,T € M, then A® B,T' € X;
(iv) if either A,T € X or BT € X, and A& B, € M, then A& B,T € X;
(v) if B, € X, A+ A¢|R|, and A,A— B,I' € M, then A,A—oB,T € X;
(vi) if A,T € X and 'A,T' € M, then 'A,T € X;
(vit) if 'A'A, T € X, then!A, T € X;
(viii) if ' € X and !A,T' € M, then!'A,T € X.

Proof. It suffices to show that the properties hold for each base fact [A F CJ, since the
above properties are preserved by arbitrary intersection.
As for (ii), for example, suppose A, B,T' € [A F C], that means A, B,I',A - C ¢ |R|.
Since v
A,B,T,AFC
AQB.T,AFC

is an instance of an inference rule of cut-free ILL, A ® B,I';)A I C is not in |R| by the
definition of OR-trees, hence A® B,T' € [A F C]. The other properties are shown similarly.m

Proposition 6 In Mg, the following hold;
(a) if A is in R}, then A € A*;
(b) if T A€ |R|, then T ¢ A*.

Proof. We prove the following equivalent form (b’) instead of (b);
(b°) for any A, A* C [A].

The proof is carried out by induction on the complexity of A.

(Case 1) A is an atomic formula. A € [A] = A" since |R| contains no axiom. (b’) is by
definition.

(Case 2) A is of the form B ® C. As for (a), B € B* and C € C* by IH (induction
hypotheses). Hence B,C € B*C*. Therefore, by Lemma 7(ii), B® C € B* ® C*.

As for (b’), B* C [B] and C* C [C] by IH, hence B*C* C [B][C]. To show [B][C] C
[B ® C], suppose that I'y € [B] and T'; € [C], that mean 'y - B ¢ |[R| and I'; F C ¢ |R|.
Since
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I'FB T.+C
I, -B®C

is an instance of ®r rule of cut-free ILL, I'1,T; - B ® C ¢ |R| by the definition of the OR-
trees. Consequently, B*C* C [B® C] and we conclude that B*® C* = CI(B*C*) C [B® C].

(Case 3) A is of the form B —o C. As for (a), it suffices to show that for any A € B*,
A-B—oCeC*" If A-B—oC =,/,then / € C* by Lemma 7(i). Hence we may assume
that A,B —oC isin R}, ie, A,B —oC,lI F E € |R| for some II and E. Since

A+B CIIIHE
A,_B—OC,HI—E,

is an instance of —ol rule of cut-free ILL, either A+ B € |R| or C,Il + E € |R|. However,
the former is impossible by TH(b’). Hence the latter holds, and by IH(a), C € C*. Therefore
by Lemma 7(v), A,B — C € C*. ,

As for (b’), assume that I' € B* —o C*. It suffices to show that ' F B o C ¢ |R]. If
' B —oC € |R]|,then I', B - C would be also in |R|, thus ', B g [C]. But it is impossible
because B € B* by IH(a), I' € B* —o C* by assumption, and C* C [[C] by IH(b’). Hence
I'FB—-oC¢[R|

(Case 4) A is of the form B & C. As for (a), since both B and C are in R}, B € B* and
C € C* by IH. Hence B& C € B* and B& C € C* by Lemma 7(iv). Thus B&C € B*& C*.

As for (b’), assume that I' € A* & B*. Then T € [B] and T € [C] by IH. It is immediate
from the definition of the OR-trees that '+ B & C ¢ |R].

(Case 5) A is of the form B @ C. This is essentially the reverse of (Case 4). (a) is shown
by using (iii), (iii)’ and (iii)” of Lemma 7. As for (b’), show that A*U B* C [A® B].

(Case 6) A is of the form !B. As for (a), B € B* by IH (since B € R}), hence !B € B* by
Lemma 7(vi). On the other hand, !B € K by definition. Therefore !B € CI(B*n K) =!B*.

As for (b’), we show that B* N K C [!B]. Assume that I' € B*n K. If T = /, then by
Lemma 7(i). Otherwise I' is of the form !A (the case that T' is the empty sequece is shown
in the same way). If A F!B € |R|, then 'A B would be also in |R|. But it is impossible
because !A € [B] by IH. Therefore !A !B ¢ |R]|, and !A € [!B].

(Case 7) A is a logical constant. Immediate. ]

Theorem 2 (Completeness and Cut-Elimination) Let Sy be a sequent of ILL. Then
the following are equivalent;

1. Sp s satisfied in every intuitionistic phase model;
2. So is cut-free provable in ILL;

3. Sp is provable in ILL.

Proof. 2 implies 3 trivially. 3 implies 1 by the usual soundness argument. Here we prove
that 1 implies 2.
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Suppose that So = A;,...,A, - B is not provable in cut-free ILL. Then by Proposition
5, there is an open OR-tree R of Sp, from which we can construct an intuitionistic phase
model Mp;. By Proposition 6, A; € A} for each 1 <7< nand Ay,...,A, € B* in Mqp.
Hence A ® --- ® A% € B*. Thus Mg, is a countermodel of Sp, but it is impossible by the
assumption. [ |

4.3 Countermodel Construction for Classical Linear Logic

In this subsection, we sketch the countermodel construction in the case of classical logic.
For technical reasons, we employ the left one-sided formulation of classical linear logic (see
Appendix B). T | is satisfied in a classical phase model (M, L, K,v) if I'* C L. Note that

o T' I is provable in left one-sided linear logic iff - I't is provable in right one-sided linear
logic, where I't denotes Af, ... JAL when T = Ay,...,Ay;

o I'*C Liff 1€+t

Let R be an open OR-tree in cut-free LL. Based on R, we define an enriched classical
phase model Mg = (M, L, K,v) as follows;

o M is defined by Rf U {{/} as before.

e L={2eM|ZFZI|R[}.

o K={IA|'AeM}u{0,}.

eva)={ct}t={ZeM |.Z),a e |R|}.
Proposition 7 In Mp,, if A is in ‘R;‘, then A € A*.

Proof. By induction on the complexity of A. [ ]

Theorem 3 (Completeness and Cut-Elimination) Let So be a sequent of LL. Then the
following are equivalent;

1. Sy is satisfied in every classical phase model;
2. Sp is cut-free provable in LL;

3. Sp is provable in LL.

Proof. Similar to Theorem 2, using Proposition 7. ]
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A Syntax of Intuitionistic Linear Logic

Roman capitals A4, B, ... stand for formulas. The constants and the connectives of intuition-
istic linear logic are classified into three groups;

e Multiplicatives: 1, A ® B, A —o B;
o Additives: T,0, A& B, A® B;
o Modality (Exponential): !A.

Greek capitals I';,T'2, A, . .. stand for finite multisets of formulas. A sequent of ILL is of the
form T I C. The inference rules of ILL are as follows;

Identity‘ and Cut:

I'FA AAFRC
T,AFC

——— Identity Cut

AFA
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Multiplicatives:
I'FA AFRB recC

ABTFC or
AgBTFC ©® T,AFA®B

TR

TFA B,AFC l' ATFB
T,A oB,AFC * TFA—B

Additives:

T'HA '-B

O FragB O™

l

ATFC BTHC
A0BTITrCc 9 Tr4eB orrc?

ATHC B,T+C
A& B,TFC A& B,THC

Modality (Exponential):

ATEC o MAMTEC, . TrC
TA,TFC - A, TFC © TATFC"

I'-rA T'HFB

&y TFA&B

&l

&r Tr

e

A,
THA

Here T stands for a multiset of the form !A4,,...,!4,.

B Syntax of Left One-sided Classical Linear Logic

Each atomic formula of classical linear logic (LL) is either a positive literal o or a negative
literal a*. The connectives and constants of LL are as follows;

e Multiplicatives: 1, L, AQ B, A% B;
| o Additives: T,0, A& B, A® B;
e Exponentials: ‘!A, TA.
The negation At of a formula A is defined as follows;
o (@)t =at; (at)t =0
e (=L ()=
e (AR B)t = At 3 BL; (A% B)! = A+ @ BY;
e (M)r=0;0)t=T; .
‘o (A& B)L = AL @ BL; (A @ B)* = AL & BL;
o (1A)L =7(AL); (AL =1(4Y).

A sequent of left one-sided LL is of the form I' - where I is a multiset of LL formulas. Listed
below are the inference rules of left one-sided LL;



Identit
A AL F Y

A,BTFH
AgBTF®

AT+ BTF
A®B,TF

ATF
AT F

I, AF AL AF

T,AF

T,AF B,AF

T,ARB,AF

ATF
A& B,TF

14,14,T F |
1A,TF

Cut

&1
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