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## 1 Introduction

Motivated by recent work［OW05］on deriving a simple message passing algorithm for graph partitioning problems，we consider in this paper the MAX2SAT problem，one of the well－know NP－hard optimization problems，and propose a simple deterministic algorithm that runs in $O(n(n+m))$ time for a given 2－CNF formula with $n$ variables and $m$ clauses．For analyzing its average case performance，we propose one probabilistic model，a variation of the planted solution model［JS98］that has been used for the same purpose for the Graph Bisection problem． Then we prove that the algorithm produces one of the optimal solutions with high probability if instances are generated by our planted solution model with probability parameters satisfying a certain condition．

We introduce some notations and state our result more precisely．We will use standard notions and notations on propositional Boolean formulas and graphs without explanation．For Boolean formulas，the size parameter $n$ determines the number of variables．Throughout this paper，for simplicity，we assume that a formula has even number of variables，and let $2 n$ denote the number of variables of a given formula．On the other hand，we use $m$ to denote the number of clauses of a given formula．We use $x_{1}, \ldots, x_{2 n}$ for denoting Boolean variables． Since we consider only $2 C N F$ formulas，formulas defined as a conjunction of clauses of two literals，each clause is specified as $\left(x_{i} \vee x_{j}\right),\left(x_{i} \vee \bar{x}_{j}\right),\left(\bar{x}_{i} \vee x_{j}\right)$ ，or $\left(\bar{x}_{i} \vee \bar{x}_{j}\right)$ ，for $1 \leq i \leq j \leq 2 n$ ， where $x_{i}$ and $\bar{x}_{i}$ are called positive and negative literals respectively．A formula may contain the same clause more than once．We assume that formulas are encoded appropriately．Now what follows is the description of the MAX2SAT problem．

## MAX2SAT problem

Input：A 2CNF formula over Boolean variables $x_{1}, \ldots, x_{2 n}$ ．
Task Find an assignment to $x_{1}, \ldots, x_{2 n}$ maximizing the number of satisfied clauses．
In this paper，we reduce the MAX2SAT problem to some variable of graph partitioning problems．Consider any 2－CNF formula $F$ with $2 n$ variables．Corresponding to this $F$ ，consider the following directed graph $H_{F}=(U, A)$ ：A vertex set $U$ is defined by $U \stackrel{\text { def }}{=} U_{1} \cup \widetilde{U}_{1} \cup U_{2} \cup \widetilde{U}_{2}$ ，

[^0]where
\[

$$
\begin{array}{ll}
U_{1} & \stackrel{\text { def }}{=}\{1, \ldots, n\},
\end{array}
$$ \widetilde{U}_{1} \stackrel{def}{=}\{-1, ···,-n\}, ~, ~ \widetilde{U}_{2} \stackrel{def}{=}\{-(n+1), \cdots,-2 n\} .
\]

That is, $U=\{-2 n, \ldots,-1,1, \ldots, 2 n\}$. An edge set $A$ consists of directed edges $(i, j)$ corresponding clauses ( $\ell_{|i|} \rightarrow \ell_{|j|}$ ) in $F$. For example, suppose that $F$ has a clause ( $x_{2} \vee \bar{x}_{5}$ ), which is equivalent to both ( $\bar{x}_{2} \rightarrow \bar{x}_{5}$ ) and ( $x_{5} \rightarrow x_{2}$ ). Then corresponding to this clause, two edges $(-2,-5)$ and $(5,2)$ are put into $A$.

Now consider any assignment $a$ for $F$, which is considered as a mapping $\{1, \ldots, 2 n\}$ to $\{-1,+1\}$; that is, $a(i)=+1$ and $a(i)=a(i)-1$ means to assign respectively true and false to the variable $x_{i}$. This assignment defines the assignment $t$ to vertices of $H_{F}$ in the following natural way: for any $i \in U, t(i)=a(i)$ if $i>0$ and $t(i)=-a(i)$ if $i<0$. Consider the partition of $U$ by the assignment $t$. Then it is easy to see that cut edges from a true vertex to a false vertex corresponds to clauses unsatisfied by the assignment $a$. (Precisely speaking, two cut edges corresponds to one unsatisfied clause.) Consider the converse. We say that an assignment $t$ to $U$ is consistent if $t(i)=-t(-i)$ for all $i \in U$. Then it is clear that any consistent assignment $t$ defines some assignment $a$ to $F$. Therefore, finding a consistent assignment to vertices (or a partition) that minimizes the number of cut edges from true to false vertices is to find the optimal assignment for $F$.

For this problem, we consider a simple message passing type algorithm ${ }^{1}$ which computes $b(i)$, "belief" that a vertex $i$ is assigned true. The computation is based on the following simple heuristic idea: if a graph $H_{F}$ has an directed edge ( $j, i$ ) and $b(i)$ is negative, i.e., we believe (for some reason) that this vertex $i$ is assigned false, then (in order to minimize unsatisfied cut edges), we had better send a message to the vertex $j$, suggesting the false assignment to $j$. At each iteration, such messages are sent in parallel from vertices with negative beliefs to their connected vertices. Then at each vertex, its belief is updated based on the received messages. Note that we need to compute a consistent assignment; thus, beliefs should be consistent between $i$ and $-i$, which is achieved by simply forcing $b(i)=-b(-i)$ at each step. After several iterations, if all beliefs get stabled, then we can determine the assignment to each vertex $i$ based on the sign of $b(i)$. It is not so hard to see that the algorithm can be implemented so that each iteration needs $O(n+m)$ time by the standard unit cost RAM model.

Although simple, we think that this algorithm works quite well on average. For justifying our intuition, we introduce one scenario for discussing the average case performance of algorithms for the MAX2SAT problem, and prove that our algorithm indeed yields a correct answer with high probability. For the average case scenario, we propose some planted solution model, which has been proposed [Yam05] as a method for generating test instances for MAX2SAT algorithms. Also it is regarded as a variation of the the planted solution model [JS98] that has been used for the same purpose for the Graph Bisection problem. In general, a model for an average case scenario is a way to define a distribution of problem instances, and a planted solution model defines is by providing a way to generate problem instances. Intuitively, under a planted solution model, a target solution - which is called a planted solution - is first determined (or generated randomly), and a problem instance is generated randomly

[^1]consistent with this solution. In our situation, we first fix one assignment, and then generate clauses independently following a certain distribution; roughly, clauses satisfied with the assignment are generated with probability $p$, and clauses unsatisfied with the assignment are generated with probability $r$. More precise description of the generation procedure is stated again in terms of graphs; see the next section for the details. Intuitively, if $p \gg r$, then one can expect that the planted solution is the optimal assignment, satisfying $O\left(p n^{2}\right)$ clauses and unsatisfying $O\left(r n^{2}\right)$ clauses. In fact, we show the following theorem.

Theorem 1. For any probability parameters $p$ and $r$ satisfying $p=\Omega\left(\ln ^{2} n / n\right)$ and $p \geq 9 r$, consider a randomly generated formula $F$ under our planted solution model for the MAX2SAT problem. Then with high probability (i.e., with probability $1-o(1)$ w.r.t. $n$ ), four planted solutions are optimal solutions for $F$; futhermore, there are no other optimal solutions.

Under this planted solution model (with probability parameters satisfying the above) the success probability of the algorithm is computed as the probability that it yields one of the planted solutions for randomly generated formulas. For some technical reason, we modify the algorithm so that it terminates after two iterations; see Section 3 for some other detail modifications. Even with such a strong time bound, we can show that the algorithm yields a correct answer (i.e., one of the planted solutions) with high probability if $p-r$ is large enough, which is stated more formally as follows.

Theorem 2. For any probability parameters $p$ and $r$ satisfying $p-r \geq n^{-1 / 2+\epsilon_{p}}$ for some constant $\epsilon_{p}>0$, consider the execution of the algorithm (with MAXSTEP $=2$ ) on a randomly generated formula $F$ under our planted solution model for the MAX2SAT problem. Then with high probability (i.e., with probability $1-o(1)$ w.r.t. $n$ ), it yields one of the planted solutions for $F$.

We omit all proofs of those theorems and related lemmas for want of space. See [WY05] for those complete proofs.

## 2 A Planted Solution Model for MAX2SAT

We explain our average case scenario or probability model, more specifically, a way of generating 2-CNF formulas for MAX2SAT instances. This model is regarded as a "planted solution model" for the MAX2SAT problem.

For a given $n \geq 1$, we discuss the way of generating a 2 -CNF formula over $2 n$ variables $X=\left\{x_{1}, \ldots, x_{2 n}\right\}$. The outline of our generation is as follows. First generate a directed graph, and then transform the graph into a $2-\mathrm{CNF}$ formula. We first explain the graph generation ${ }^{2}$. A generated graph $H=(U, D)$ is a directed graph of $4 n$ vertices. The set $U$ of vertices is determined from $n$ by $U \stackrel{\text { def }}{=} U_{1} \cup \tilde{U}_{1} \cup U_{2} \cup \tilde{U}_{2}$, where

$$
\begin{array}{lll}
U_{1} & \stackrel{\text { def }}{=}\{1, \ldots, n\}, & \widetilde{U}_{1} \stackrel{\text { def }}{=}\{-1, \ldots,-n\}, \\
U_{2} & \stackrel{\text { def }}{=}\{n+1, \ldots, 2 n\}, & \widetilde{U}_{2} \stackrel{\text { def }}{=}\{-(n+1), \cdots,-2 n\} .
\end{array}
$$

[^2]On the other hand, edges are generated randomly. There are two types of edges, and the set $D$ of edges is defined by $D=I \cup C$ where $I$ and $C$ are generated as follows.

```
Internal edges:
    \(I \leftarrow \emptyset ;\)
    for each \(V \in\left\{U_{1}, U_{2}\right\}\)
    and for each \(i, j \in V\) s.t. \(i \neq j\) do \(\{\)
        repeat \(\lfloor p n\rfloor\) times do \(I \leftarrow I \cup\{(i, j)\}\) with probability \(1 / n\);
    \}
Crossing edges:
    \(C \leftarrow \emptyset ;\)
    for each \(V\) and \(V^{\prime}\) from the following do \{
        1: \(\left(U_{1}, U_{2}\right),\left(U_{1}, \widetilde{U}_{2}\right),\left(\widetilde{U}_{1}, U_{2}\right),\left(\widetilde{U}_{1}, \widetilde{U}_{2}\right)\),
        2: \(\left(U_{1}, \tilde{U}_{1}\right),\left(\tilde{U}_{1}, U_{1}\right)\), and
        3: \(\left(U_{2}, \tilde{U}_{2}\right),\left(\tilde{U}_{2}, U_{2}\right)\),
        repeat \(\lfloor r n\rfloor\) times do \{
            \(f \leftarrow\) a random permutation mapping from \(V\) to \(V^{\prime}\)
            for each \(i \in V\) do \(C \leftarrow C \cup\{(i, f(i))\}\);
    \} \}
// Below we simply write, e.g., \(p n\) for \(\lfloor p n\rfloor\).
```

Note that the graph may have multiple edges. There are $r n^{2}$ edges from, e.g, $U_{1}$ to $U_{2}$, and $C$ has $8 r n^{2}$ edges. On the other hand, the number of edges in $I$ is from 0 to $2 n^{2}$; but its expectation is $2 p n^{2}$. We denote the distribution of graphs generated as above by $\mathcal{H}_{4 n, p, r}$.

The transformation of a graph $H=(U, D)$ to a 2-CNF formula $F$ is natural. For each edge $(i, j) \in D$ such that $i, j>0$, a clause $\left(\overline{x_{i}} \vee x_{j}\right)$ is added to $F$. Similarly, for each edge $(i,-j)$ (resp., $(-i, j),(-i,-j))$ such that $i, j>0$, a clause $\left(\overline{x_{i}} \vee \overline{x_{j}}\right)$ (resp., $\left(x_{i} \vee x_{j}\right),\left(x_{i} \vee \overline{x_{j}}\right)$ ) is added to $F$. This is our random generation of 2-CNF formulas, i.e., instances of the MAX2SAT problem. Note that $F$ has $|D|$ edges, where $|D|$ is $2 p n^{2}+8 r n^{2}$ on average.

Consider any assignment to $a$ to $2 n$ Boolean variables of the generated formula $F$. That is, $a(i) \in\{-1,+1\}$ and $a(i)=+1 \Longleftrightarrow x_{i}=1$. We also regard it an assignment $t$ to the vertices of $H$. For any $i \in U_{1} \cup U_{2}$, we defined $t(i)=a(i)$, and for any $-i \in \widetilde{U}_{1} \cup \widetilde{U}_{2}$, we define $t(-i)=-a(i)$. Vertices assigned true (i.e., +1 ) are called true and vertices assigned false (i.e., -1 ) are called false. Directed edges of $H$ from a false vertex to a true vertex are called unsatisfied edges. Clearly each unsatisfied edge corresponds to a clause of $F$ unsatisfied by the assignment $a$. On the other hand, any assignment $t$ to vertices of $H$ can be interpreted as an assignment to $F$ 's variables if $t(i)=-t(-i)$ for any $i \in U$. Such an assignment is called consistent. In particular, consistent assignments assigning the same values to all vertices in $U_{1}$ and $U_{2}$ respectively are important. There are four such assignments, and we call them planted solutions. The corresponding assignments to $F$ are also called planted solutions. There are four planted solution. For example, assigning true to all vertices in $U_{1}$ and false to all in $U_{2}$ (hence, false to all in $\tilde{U}_{1}$ and true to all in $\widetilde{U}_{2}$ ) is one of the four planted solutions. It is easy to see that any planted solution has $r n^{2}$ unsatisfied edges; thus, $r n^{2}$ clauses are unsatisfied by the corresponding assignment to $F$.

Now we claim that if $p$ is large enough (compared with $r$ ), then planted solutions are optimal solutions (and no others) with high probability when MAX2SAT instances are generated as above.

Theorem 2.1. For any probability parameters $p$ and $r$ satisfying $p=\Omega\left(\ln ^{2} n / n\right)$ and $p \geq 9 r$, consider a randomly generated formula $F$ from a random graph of $\mathcal{H}_{4 n, p, r}$. Then with high probability (i.e., with probability $1-o(1)$ w.r.t. $n$ ), four planted solutions are optimal solutions for $F$; futhermore, there are no other optimal solutions.

## 3 Algorithm and Its Average Performance

We state our algorithm algoMP MAX2SAT and prove our main theorem. That is, if a formula $F$ is generated under our planted solution model with $p$ and $r$ satisfying $p-r \geq n^{-1 / 2+\epsilon}$, then with high probability, the algorithm yields one of the planted solutions, which is (again with high probability) the optimal solution for $F$.

The description of algoMP MAX2SAT is shown in Figure 1. As explained in Introduction, the algorithm is based on the following simple heuristic idea: if a 2-CNF formula $F$ has a clause ( $l \rightarrow l^{\prime}$ ) and we believe (for some reason) literal $l^{\prime}$ to be assigned false, then (in order to satisfy as many clauses as possible), we suppose that we had better assign false to literal $l$. This idea is implemented as statement (1); for any vertex corresponding literal $l^{\prime}$ believed to be false, a message that supports assignment false is sent from this vertex to all vertices corresponding literals $l$ such that $\left(l \rightarrow l^{\prime}\right) \in F$ while no message is sent from vertices believed to be true. Note that beliefs should be consistent between $i$ and $-i$, i.e., vertices for the same variable; this consistency is forced by statement (2).

For understanding the algorithm, some more detail explanations are needed.

1. A graph $H_{F}=(U, A)$ constructed from $F$ is different from the one $H=(U, D)$ for generating $F$. We use the same vertex set $U$; on the other hand, for each clause ( $x_{i} \vee x_{j}$ ), for example, $H_{F}$ has two edges $(i, j)$ and $(-j,-i)$. Thus, each edge in $D$ corresponds to two edges in $A$.
2. For any $C_{k}=\left(l \vee l^{\prime}\right)$, let $e\left(C_{k}\right)$ denote a directed edge corresponding to ( $\left.\bar{l} \rightarrow l^{\prime}\right)$, and $\bar{e}\left(C_{k}\right)$ is a directed edge corresponding to $\left(\overline{l^{\prime}} \rightarrow l\right)$. By $N^{-1}(u)$ we mean the set of vertices $j$ having a direct edge to $i$. The function $\operatorname{sign}(z)$ returns +1 if $z>0$ and -1 otherwise.
3. For our theoretical analysis, we make the following modifications: (i) set MAXSTEP $=2$, (ii) statement (2) is not executed for the first round, and (iii) statement (3) is inserted.
4. Due to our simplified version for generating instances (see the footnote of the previous section), we could assume that $x_{1}=-1$ and $x_{n+1}=-1$. For the general instances, while we may still fix $x_{1}$, we would have to run the algorithm by fixing $x_{1}= \pm 1$ and $x_{j}= \pm 1$ for all $j \in\{1, \ldots, 2 n\} \backslash\{i\}$.
It is easy to see that the running time of the algorithm (for the unit cost RAM model) is $O(n+m)$; thus, the total running time for the general instances is $O((n+m) n)$.

Now we analyze the performance of the algorithm and prove the main theorem. From now on, we consider sufficiently large $n$ and a random formula $F$ generated by our planted solution model with parameters $p$ and $r$. We assume that $p$ and $r$ satisfies the condition of the theorem and $p \geq 9 r$. That is, $p-r>n^{-1 / 2+\epsilon_{p}}$ for some $\epsilon_{p}>0$; hence, clearly $p>n^{-1 / 2+\epsilon_{p}}$. Let $H=(U, A)$ be a graph constructed in the algorithm from $F$. (For simpicity we omit the

```
procedure algoMP MAX2SAT(F);
// An input \(F=C_{1} \wedge \cdots \wedge C_{m}\) is a 2 -CNF formula over variables \(x_{1}, \cdots, x_{2 n}\).
// The algorithm assumes that \(x_{1}=-1\) (i.e., false) and \(x_{n+1}=-1\) (i.e., false).
begin
    Construct a directed graph \(H_{F}=(U, A)\),
    where \(U=U_{1} \cup \widetilde{U}_{1} \cup U_{2} \cup \widetilde{U}_{2}\), and \(A=\left\{e\left(C_{k}\right), \bar{e}\left(C_{k}\right): 1 \leq k \leq m\right\} ;\)
    Set \(b(i)\) to 0 for all \(i \in U\);
    Set \(b(1)=b(n+1)=-1\);
    repeat MAXSTEP times do \{
        for each \(i \in\{1, \cdots, 2 n\} \backslash\{1, n+1\}\) do \(\{\)
            // The following update is made in parallel.
            \(\left.\begin{array}{l}b(i) \leftarrow \sum_{j \in N^{-1}(i)} \min (0, b(j)) ; \\ b(-i) \leftarrow \sum_{j \in N^{-1}(-i)} \min (0, b(j)) ;\end{array}\right\}\)
                \(\left.\begin{array}{l}b(i) \leftarrow b(i)-b(-i) ; \\ b(-i) \leftarrow-b(i) ;\end{array}\right\}\)
        \}
        if all \(\operatorname{sign}(i)\) are stabilized then break;
        \(/ /\) Set \(b(1), b(-1), b(n+1), b(-(n+1))\) to \(0 ;-(3)\)
    \}
    output \((-1, \operatorname{sign}(b(2)), \cdots, \operatorname{sign}(b(n)),-1, \operatorname{sign}(b(n+2)), \cdots, \operatorname{sign}(b(2 n))) ;\)
end-procedure
```

Figure 1: Message passing algorithm for the MAX2SAT problem
subscript $F$; this $H$ is different from the one used for generating $F$.) We denote by $I$ a set of edges within $V \in\left\{U_{1}, \widetilde{U}_{1}, U_{2}, \widetilde{U}_{2}\right\}$ and define $C=A \backslash I$.

Consider any $i \in\{1, \cdots, 2 n\} \backslash\{1, n+1\}$. Let $b_{i}$ be a random variable denoting the value obtained as $b(i)$ after the execution. Its expectation can be calculated as follows.

Lemma 3.1. For any $i \in\{1, \cdots, 2 n\} \backslash\{1, n+1\}$, we have $\mathrm{E}\left[b_{i}\right]=-\left((p-r)^{2} n-2 p(p-r)\right)$.
From our choice of $p$ and $r$, we have $\mathrm{E}\left[b_{i}\right]=-\left((p-r)^{2} n-2 p(p-r)\right)<-1$ because the value of $b_{i}$ is integer. Thus, the algorithm yields on average all false assignment, which is one of the planted solutions. Now for showing that the algorithm surely yields this planted solution, we will discuss below concentration of $b_{i}$ around its average. More specifically, for $i \in U_{1} \backslash\{1\}$, we estimate the following probability: the value of $\operatorname{Pr}\left\{b_{i}>(1-\alpha) \mathrm{E}\left[b_{i}\right]\right\}$ for any $\alpha>0$. (The analysis is similar for $i \in U_{2} \backslash\{n+1\}$.)

Since the expectation of $-b_{i}$ is positive, we deal with $-b_{i}$ not $b_{i}$ for our convenience. Consider the following cases: for an arbitrary constant $\epsilon>0$,

$$
(*) \cdots\left\{\begin{array}{l}
\left|\left(\sum_{j \in U_{1} \backslash\{1, i\}} A_{j 1}\right)-p(n-2)\right|<\epsilon p(n-2), \\
\left|\left(\sum_{j \in U_{2} \backslash\{n+1\}} A_{j n+1}\right)-p(n-1)\right|<\epsilon p(n-1),
\end{array}\right.
$$

and

$$
(* *) \cdots \begin{cases}\max \left\{A_{j 1}: j \in U_{1}\right\} \leq \ln n, & \max \left\{A_{j n+1}: j \in U_{2}\right\} \leq \ln n, \\ & \max \left\{B_{j n+1}: j \in U_{1}\right\} \leq \ln n, \\ \max \left\{B_{j 1}: j \in \widetilde{U}_{1}\right\} \leq \ln n, & \max \left\{B_{j n+1}: j \in \widetilde{U}_{1}\right\} \leq \ln n, \\ \max \left\{B_{j 1}: j \in U_{2}\right\} \leq \ln n, & \\ \max \left\{B_{j 1}: j \in \widetilde{U}_{2}\right\} \leq \ln n, & \max \left\{B_{j n+1}: j \in \widetilde{U}_{2}\right\} \leq \ln n .\end{cases}
$$

We denote by $\operatorname{Good}(H)$ the event that all the events of $(*)$ and (**) simaltaniously occur. As is shown in Lemma 3.2, the probability of $\overline{\operatorname{Good}(H)}$ (for any $\epsilon>0$ ) is less than $1 / n^{2}$. (We can actually prove much smaller probability. But the value of $1 / n^{2}$ is sufficiently small for our purpose.) Thus, we have

$$
\begin{aligned}
\operatorname{Pr}\left\{-b_{i}<(1-\alpha) \mathrm{E}\left[-b_{i}\right]\right\}= & \operatorname{Pr}\{\operatorname{Good}(H)\} \operatorname{Pr}\left\{-b_{i}<(1-\alpha) \mathrm{E}\left[-b_{i}\right] \mid \operatorname{Good}(H)\right\} \\
& +\operatorname{Pr}\{\overline{\operatorname{Good}(H)}\} \operatorname{Pr}\left\{-b_{i}<(1-\alpha) \mathrm{E}\left[-b_{i}\right] \mid \overline{\operatorname{Good}(H)}\right\} \\
<1 \cdot & \operatorname{Pr}\left\{-b_{i}<(1-\alpha) \mathrm{E}\left[-b_{i}\right] \mid \operatorname{Good}(H)\right\} \\
& +\left(1 / n^{2}\right) \cdot \operatorname{Pr}\left\{-b_{i}<(1-\alpha) \mathrm{E}\left[-b_{i}\right] \mid \overline{\operatorname{Good}(H)}\right\} \\
\leq & \operatorname{Pr}\left\{-b_{i}<(1-\alpha) \mathrm{E}\left[-b_{i}\right] \mid \operatorname{Good}(H)\right\}+1 / n^{2} .
\end{aligned}
$$

Lemma 3.2. The probability that at least one of (*) and (**) is not satisfied is less than $1 / n^{2}$, i.e., $\operatorname{Pr}\{\overline{\operatorname{Good}(H)}\}<1 / n^{2}$.

Therefore, we'll show that the conditional probability of $\operatorname{Pr}\left\{-b_{i}<(1-t) E\left[-b_{i}\right]\right\}$ given $\operatorname{Good}(H)$ is small. That is:

Lemma 3.3. With high probability, say, $1-o(1)$, we have $-b_{i}>1$ and $b_{-i}>1$ for all $i \in\{1, \cdots, 2 n\}$.

Now we summarize what we have obtained is enough for proving the main theorem. First from Lemma 3.1 and by our choice of $p$ and $r$, if each $b_{i}$ is close to its expectation, then the assignment that the algorithm yields is one of the planted solution, i.e., all false assignment. Secondly, from Lemma 3.3, if $H$ (i.e., $H_{F}$ constructed from $F$ in the algorithm) satisfies some condition, then the deviation of $b_{i}$ from its expectation is small enough. Finally, Lemma 3.2 guarantees that such a good situation occurs with high probability. Therefore we have our theorem, i.e., Theorem 2 stated in Introduction.
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[^1]:    ${ }^{1}$ From the term "belief", one may expect some relation to the Perl's belief propagation algorithm [Pea88]. Our algorithm, though motivated by the one [OW05] that is indeed derived from the Perl's belief propagation algorithm, has nothing to do with it.

[^2]:    ${ }^{2}$ The explanation here is for the simplified version, which determine $U_{1}, \widetilde{U}_{1}, U_{2}$, and $\tilde{U}_{2}$ uniquely from $n$. In more general, we first generate an equal size partition $T_{1}$ and $T_{2}$ of $\{1, \ldots, 2 n\}$ randomly, and for each $i \in T_{1}$ (resp., $i \in T_{2}$ ), with randomly chosen $s \in\{-1,+1\}$, assign $s \cdot i$ into $U_{1}$ and $-s \cdot i$ into $\tilde{U}_{1}$ (resp., $s \cdot i$ into $U_{2}$ and $-s \cdot i$ into $\widetilde{U}_{2}$ ).

