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The chemical equilibria concerning formaldehyde and formic acid are computationally investigated
in water over a wide range of thermodynamic conditions. The free energy is evaluated in the method
of energy representation for the solvent effect on the decomposition processes of these two
compounds. The solvation is found to suppress the production of nonpolar species from a polar. In
the two competitive decomposition reactions of formic acid, the solvent strongly inhibits the
decarboxylatio(HCOOH— CO,+H,) and its effect is relatively weak for the decarbonylation
(HCOOH— CO+H,0). The equilibrium weights for the two decomposition pathways of formic
acid are determined by the equilibrium constant of the water-gas-shift red&®s H,0— CO,

+H,), which is an essential and useful process in fuel technology. The reaction control by the
solvent is then examined for the water-gas-shift reaction. Through the comparison of the equilibrium
constants in the absence and presence of solvent, even the favorable side of the reaction is shown
to be tuned by the solvent density and temperature. The reaction equilibrium is further treated for
aldehyde disproportionation reactions involving formaldehyde and formic acid. The
disproportionation reactions are found to be subject to relatively weak solvent effects and to be
dominated by the electronic contribution. ZD05 American Institute of Physics

[DOI: 10.1063/1.1849165

I. INTRODUCTION are illustrated in Fig. 1. A characteristic process at hydrother-
mal conditions is the aldehyde disproportionation reaction
Water is potentially a useful medium for organic chemi- expressed &2
cal reactiong:? At ambient conditions, however, the utility of
water as a reaction medium is restricted by the low solubility
of organic compounds. Supercritical and subcritical water is
a promising medium to overcome this restriction. When the HCHO + HCOOH— CH;OH + CO,. (2)

temperature is elevated and the density is not too high, wat§p, gq, (1), formaldehyde disproportionates into methanol and
mixes well with organic compounds and often acts in a reformic acid, which are the reduced and oxidized forms of
action both as an environment and as a reaCtdtdistinc-  formaldehyde, respectively. The disproportionation between
tive feature of supercritical and subcritical water is the avail-formaldehyde and formic acid takes place through @jto
ability of a wide range of density and temperature, and theroduce methanol and carbon dioxide. At ambient condi-
role of water in an organic chemical reaction may be stronglytions, a disproportionation reaction of aldehyde is termed the
dependent on the thermodynamic state. The reaction contrélannizzaro reaction and proceeds in the presence of strong
in hydrothermal conditions is then possible only by clarify- base. At hydrothermal conditions, in contrast, we found that
ing the effect of the aqueous medium at the molecular levefaldehyde generally disprop_or_tionates_int04filé00h0| and acid
Especially, the role of water in simplest organic reactions i€Ven under neutral and acidic conditidfis** In the fol-

the first subject to be investigated in detail toward a system-

2HCHO + H,0 — CH;OH + HCOOH, (1)

atic construction of hydrothermal organic chemistry. CH;0H decarbonylat
. . . K . >+ ecarbonylation
The simplest organic chgmlgtry is the C1 chemistry, the self . HCOOH Z > €O +H,0
chemistry of compounds with single carbon atom. Among disproportionation hydration
the C1 compounds, formaldehyde and formic acid are of HCHO water-gas-shift

particular interest for their rich abilities in synthetic reac-
tions. Indeed, these two compounds are both aldehyde, and
the aldehyde groufwith the ketong constitutes an indepen-
dent chapter in typical organic chemistry textbodRhe C1
conversion schemes involving formaldehyde and formic acid
CO+H,

reaction

CO,+H,

decarboxylation

decomposition

disproportionation

CH,0H + CO,
dAuthor to whom correspondence should be addressed. Electronic mail:
nobuyuki@scl.kyoto-u.ac.jp FIG. 1. lllustration of the C1 conversion processes.
0021-9606/2005/122(7)/074509/12/$22.50 122, 074509-1 © 2005 American Institute of Physics
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lowing, we call Egs.(1) and (2) the self- and cross- In order to explore a wide range of thermodynamic con-
disproportionation reactions, respectively, in accordance withlitions, we calculate the solvation free energy using the
the number of reactant aldehyde species involved. Anothemethod of energy representation developed in previous
reactions of importance in Fig. 1 are the decompositions ofvorks?®=! In the method of energy representation, the sol-

formaldehyde and formic acid through vation free energy is provided exactly to second order in
solvent density and its accuracy as an approximation is well
HCH + . o .
CHO—CO*h, ® established for both supercritical and ambient aqueous solu-
HCOOH— CO + H,0 4) tions. Since the approximate method needs the simulations
' only at the initial and final states of the process of solute
HCOOH— CO, + H, (5) insertion, its computational cost is much smaller compared to

that in the(formally exac} free energy perturbation or ther-
Equations(4) and (5) represent two competitive pathways modynamic integration methdd.Thus, the method of en-
for formic acid and generate carbon monoxide and carborrgy representation is suitable for studying the solvation ef-
dioxide, respectivel§7.1'16‘lgln a recent series of papers, we fect over an extensive set of thermodynamic states including
showed that the competition between the decarbonylatiogupercritical. In the present work, the solvation free energies
(dehydration and decarboxylatiotdehydrogenationof for-  of the reactive species appearing in Fig. 1 are computation-
mic acid depends delicately on the condition of the systenally obtained at hydrothermal conditions. The solvent effect
and that the decarbonylation is reversible in hydrothermabn the equilibrium constants is then determined for the reac-
condition*?° Formic acid is then a key intermediate of the tions expressed as Egd)—(6), and the dependence on the
water-gas-shift reactiéfi° given by (solven} density and temperature is discussed in connection

CO + H,0 — CO, + H,, (6) to the interaction with the solvent water.

and its usage is suggested as a “chemical reservoir” for a
clean fuel, H.

In the present work, we focus on the equilibrium con-
stants of C1 reactions in water over a wide range of thermo- A chemical reaction is a conversion of a set of reactant
dynamic coiiditions: We evaluate t_he solvation free energie§pecies into a set of product species. To approach the equi-
of the species in Fig. 1, and elucidate the effect of solvenfirjym constant, the explicit treatment is necessary only for
density .and7 temperature on the equilibria of the Cline reactant and product species. When the overall position
conversions! As shown in Fig. 1, nonpolar and polar com- and orientation is fixed for thigh reactive species, we |,
pounds are involved in the conversion schemes. In supercrityenote its intramolecular free energy at isolatianthe ab-
cal water, a general tende_ncy was rgported_for the solvatiogence of solveptand A w; describe the solvent effect in the
free energiegexcess chemical potentialsf various types of - chemical potentiaf® In the present work, we assume that the
solutes™ The solvation free energy of a nonpolar solute is aglectronic structure and molecular geometry of the reactive
steeply increasing function of the solvent density. When th%pecies(solute are not coupled with the solvent degrees of
solute is polar, on the other hand, the solvation free energy igeedom. In this approximation; is the solvation free
not a monotonic function of the density. It decreases in theenergy evaluated under tieffective solute-solvent interac-
low-density region, and the dependence is reversed in thﬁ‘on, with an appropriate correction Ey if needed?” Within

high-density region with a minimum in the medium-density {ne classical statistical mechanics, the solvation free energy
region. We construct the equilibrium constant in solution byAM is expressed as

combining the solvation free energies of the species of inter-

est with their standard free energies of formation in the ab- ¢ gr ) = J dX exp{- BIV(X) + U(X)]} @
sence of solvent. A quantitative treatment is then required for JdX exd- BU(X)] '

the solvation free energy since its difference between th%vherex represents the solvent configuration collectively, the

reactant and product sides describes the solvent effect on the X : :
L . ) solute-solvent and solvent-solvent interaction energies are
equilibrium constant in solution.

When the temperature is high, the reversibility is oftenv(x) and U(X), respectively, ands is the inverse ofgT

. : . . with the Boltzmann constardz and the temperaturé.
attained for a chemical reaction and the thermodynamic con- : : . S
When the molarity of théth reactive species ig; and

dition can be designed to control the yields of desired spe; L . L " .
. ; . C ... the stoichiometric coefficient ig, the condition of chemical
cies. Toward this control, the key information is the equilib-

rium constant as a function of the thermodynamic condition.eqUIIIbrIum IS written as

The equilibrium constant is n(_)tori_ous, howeyer, forits diffi- > ,[Eq + A + keT IN(pi/N)]

culty of experimental determination, especially at extrema:product

conditions. A theoretical-computational method is then in-

valuable for the analysis and design of a chemical process if = > wlEoi+Aui+ksTIn(pi/\)], (8)

it is accurate and efficient. Once the equilibrium constant is reactant

systematically constructed over a wide range of thermodywhere); is the contribution from the overall translational and
namic conditions, the reaction control by the solvent will berotational energy of thé&h species. In the classical approxi-
possible for a reversible process in solution. mation for the overall translation and rotationjs given by

II. THEORETICAL BACKGROUND
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(27TM kBT>3/28ﬂ2IkBT for linear molecule

) h2 oh? ’
27MkgT\¥2\7 - ( 872KgT | M2 ,
T 7 T for nonlinear molecule

with the symmetry number, the total mas$/1, the moment
of inertial of the molecule, and the Planck constanfThe
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(9)

as the intermolecular potential function between water
molecules® The thermodynamic states of interest are speci-

product of Eq.(9) is taken over the rotational degrees of fied by the water density and temperature and are listed in
freedom, andl may vary with the rotational degree. The Table I. Below the critical temperature, two groups of ther-
equilibrium constanK in the molarity unit is then expressed modynamic states were examined. In one of the groups, the

as"

Vi Vi
_ 1_[i:productpI _ 1_[i:product)\I

1_[i:rer:lctanlp iVi 1_[i:reactant}\ iVi

exd~ BAE; + AW)],

temperature is varied at a fixed density of 1.00 gJcamd in
the other, the system is on the liquid branch of tbeperi-
menta) saturation curve of IZ-D.37 Above the critical tem-
perature, the thermodynamic state was explored at a fixed
temperature of 400 °C over a wide density range in Table .

(10 The solutes are formaldehyd¢HCHO), formic acid
. . (HCOOH), methanol (CH;OH), water (H,0), hydrogen
whereAE, and AW are introduced, respectively, as (H,), carbon monoxidgCO), and carbon dioxideCO,).
AEy= > wEgi- 2 wEy, (11)  They appear as the reactive species in Fig. 1 and Egs.
izproduct i:reactant (1)—(6). The intermolecular interaction was assumed to be
pairwise additive and was described with Coulombic and
AW= D vlAui- > vl (12)  Lennard-Jones terms. The molecular geometry and the po-
izproduct izreactant tential parametergpartial charges and Lennard-Joneand

In Eq. (10), the preexponential factor carries the dimension?) for HCHO were set to those given in Ref. 38. When the
of the equilibrium constari and depends only on the tem- solute is HC(.)OH,'thels geometry in the notation of Ref. 39
peratureT. Since the intramolecular free energy of the reac-VaS @doptedin which the carbonyl O and the hydroxy H are
tive species is assumed to be unaffected by the presence Of the same sideand the revised potential parameter set in
solvent, the density dependencekofs solely determined by Rej. 40 was employed. At the transition state pf thg formic
the differenceAW in the sum of the solvation free energies &Cid decomposition, the structure of the43form|c acid-water
between the reactant and product sides. In the present tre&2MPlex was a focus of previous wo_r‘f(]s. In the present
ment, the reactive species is considered to be either at infinité0rk, HCOOH is either an initial or final species in the re-
dilution or coincident with the solvent species. In this cace, action and its most stable geometry was explicitly treated.
depends only on the solvent density and temperature. EveR€ parameters for CY0H and H were taken from Refs. 44
when the solvent molecule appears as a reactive species, it3d 45, respectively. Note that a single-site Lennard-Jones

present in excess in the system and does not violate the vi{iteraction was used for the,Hnolecule. CO and Cpwere
lidity of Eq. (10) as an expression for the equilibrium described as two- and three-site molecules, respectively, and

constant® the interaction sites were placed at the C and O positions.
To highlight the solvent effect on the reaction equilib- The C-O bond length was fixed at the gas-phase experimen-
fium, it is convenient to rewrite Eq10) as tal value of 1.128 A for CO and 1.160 A for G&° The
Lennard-Joneg and o for the C and O sites were set at the

K =Ko exp(— BAW), (13 EPM values in Table | of Ref. 47, and the charge on the
whereK, is defined as oxygen site was 0.02 for CO and -0.32 for €i@ the unit of
elementary charge. These charges were determined to repro-
Hi:pmductkfi duce the gas-phase experimental dipdknd quadrupof@
Ko= 7 exp(- BAE). (14)  moments, respectively, and the charge neutrality led to the
Hi:reactam}\il value of the C-site charge. The Lennard-Jones part of the

. — o solute-water potential function was then constructed by the
Ky is the equilibrium constant of the reaction in the absence . 9
tandard Lorentz—Berthelot combining rife.

of solvent at the temperature of mtc_arest.llt can be obta!nea For each solute and at each thermodynamic state, Monte
from a handbook of thermodynamics with an appropriate . . .
Carlo simulations of the solution and pure solvent systems

conversion of the concentration units into mola?’ﬂy. were conducted in the canonical ensemble. In the simulation

of the solution system, the standard Metropolis sampling

scheme was implemented by locating one solute molecule of
The solvent is water. The water molecule was treated amterest and 500 water molecules in a cubic unit telhe

rigid and nonpolarizable, and the SPC/E model was adoptesimulation length was 500 K passes, where one pass corre-

IIl. COMPUTATIONAL PROCEDURES
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TABLE |. Solvation free energy in the dimensionless formg#u. Each value is rounded to a multiple of 0.1.
The error is estimated at 95% confidence level, and is not shown when its rounded value is zero.

Thermodynamic state Solute
Density(g/cn?) Temperaturg°C) CH;OH HCHO HCOOH HO CO COQ H,
Temperature variation at a fixed density
1.00 25 -8.0+£0.2 -3.3+x0.1 -85+0.3 -13.3%x0.4 3.6+x0.1 1.6+x0.1 4.3
1.00 100 -3.6£0.2 -0.9+0.1 -4.6+0.1 -8.7+0.1 44 3.2 45
1.00 150 -1.7+¢0.1 0.3#0.1 -25+0.1 -6.6+x0.2 4.7 3.9+0.1 4.6
1.00 200 -0.2+0.1 1.3#0.1 -1.0x0.1 -5.0x0.1 5.0 45 4.6
1.00 250 0.9+0.1 21 0.1+0.1 -3.6 51 5.0 4.6
1.00 300 1.8 2.7 1.2+0.1 -26 5.3 5.4 4.6
1.00 350 25 3.3+0.1 1.9+01 -1.7 5.4 5.7 4.6
State change along the liquid branch of the saturation curve
0.96 100 -44+0.1 -14x0.1 -51 -9.0£0.2 3.9 26+0.1 41
0.92 150 -2.9+0.1 -09+0.1 -3.6+x0.1 -7.1+0.1 3.7 2.7 3.7
0.86 200 -2.0+£0.1 -0.6+0.1 -2.9 -5.6+0.1 3.3 25 3.2
0.80 250 -15 -0.3+#0.1 -2.2+0.1 -4.6%0.1 29 2.2 2.8
0.71 300 -14+0.1 -04 -19+0.1 -38 2.3 1.8 2.2
0.57 350 -1.3 -0.6 -1.7 -3.1 15 11 15
Density variation at a fixed temperature

1.20 400 6.6 7.0 5.9 0.7 8.2 9.5 6.8
1.00 400 3.1+0.1 3.7 2.6 -1.0 54 5.9 4.6
0.80 400 0.7 1.3 0.2+0.1 -2.2 3.3 3.2 2.9
0.60 400 -0.7 -0.1 -1.1 -25+0.1 1.8 15 1.7
0.40 400 -11 -0.7 -14+0.1 -23 0.9 0.6 0.9
0.20 400 -1.0 -0.7 -1.1 -1.7 0.4 0.2 04
0.10 400 -0.6 -0.5 -0.8 -1.1 0.2 0.0 0.2

sponds to the generation of 500 configurations, and therovided because the solvation free energy appears in the
method of preferential sampling was not adopted. The periform of BAu in the expression for the equilibrium constant
odic boundary condition was employed in the minimum im-given by Eq.(10). The overall trend of the density and tem-
age convention, and the electrostatic potential was handleperature dependence @Au agrees with that reported in
by the Ewald method with the surrounding medium of infi- Ref. 28. At constant temperatur8Aw of a nonpolar solute
nite dielectric constant. The screening parameter was then sigta strongly increasing function of the solvent density, and
to 5/L, whereL is the length of the unit cell, and 514 recip- the density dependence is not monotonic for a polar solute.
rocal lattice vectors were used. The truncationL2 was At a fixed solvent density, on the other hag « of a polar
applied on the site-site basis to the real-space part of theolute increases rapidly with the temperature elevation, while
electrostatic interaction in the Ewald method and thethe temperature dependence is weaker for a nonpolar
Lennard-Jones part of the intermolecular interaction. Tasolute>®

simulate the pure solvent system, 500 water molecules were The density dependence B\ at a fixed supercritical
located in a cubic unit cell and were sampled for 100 Ktemperature of 400 °C is illustrated in Fig. 2 for typical
passes with the Metropolis scheme. The size of the unit ceases of HCOOH, kD, CO, and CQ. It is seen in Table |
was identical to that of the corresponding simulation of theand Fig. 2 that the density dependence at constant tempera-
solution system consisting of one solute molecule and 50@ure is qualitatively different between polar and nonpolar
water molecules, and the boundary condition and Ewald Surﬁpeciesr’_l When the solute is nonpolagBAu increases
parameters were the same as those for the solution systegteeply with the density in the range examined. In contrast,
The solvation free energy was then approximately evaluate@A ., of a polar solute is not a monotonic function of the
in the method of energy representation according to the prodensity. It decreases in the low-density region and involves a

cedure presented in previous papers’ minimum in the medium-density region. The density corre-
sponding to the minimum is larger when the solute-water
IV. RESULTS AND DISCUSSION interaction is more favorabfé.In the high-density region,
A. Solvation free energy ,BA,u_of a polar solute incr.easeslwi'Fh the density, and the
' density dependence @fAu is qualitatively common to the

In this section, we first observe the density and temperapolar and nonpolar solutes. In the Appendix, the density de-
ture dependence of the solvation free enekgy Table | lists  pendence ofAu is further discussed in connection to the
BApu calculated in the present work, whegeis the inverse solute-solvent radial distribution function.
of the thermal energisT. The dimensionless description is The temperature dependencegf . below the critical
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10 4 L L L L L L variation. The attractive interaction for the solute molecules
in Table I, on the other hand, competes against the thermal
energy and responds more sensitively to the temperature

8+ - - ) o
i CO, | change. When the solute is nonpori%\the repulsive interac-
-4 CO tion makes the major contribution {8Ax and leads to the
6- ¢ HCOOH B

weak temperature dependence. The attractive interaction is

) —&- HO i more effectively operative for a polar solute and is respon-
3 47 B sible for the stronger dependence @Au on the
§ T i temperature. It is of particular interest to see tfgatu of
2 B CO, increases rapidly in the temperature elevation from
T B 25 to ~ 150 °C and exhibits a weaker dependence at higher
04 . temperatures. As illustrated by using radial distribution func-
. - tions in a previous work® the partial charges of CQare
-2 - large and the attractive interaction between,@@d water is

- - stronger than that for typical nonpolar solutes such as CO
' ! ' ! ! ! ' and H,. In the low-temperature region, the relatively sensi-
0 02 04 06 08 1.0 12 tive dependence g8A . on the temperature is ascribed to the
p(g/em’) presence of the CfQwater attraction. In the high-
temperature region, in contrast, the repulsive interaction is

FIG. 2. BAu fc_>r HCOOH, H,0, CO, and CQas a function of the solv_ent more effective and the temperature dependencggi be-
densityp at a fixed temperature of 400 °C. The error bar at 95% confidence | hat f h | |
level is smaller than the size of the corresponding data symbol. The line§OMES close to that for other nonpolar solutes.

connecting the data are drawn for the eye guitle=0 holds atp=0 by At the temperatures below the critical in Tablgsh u of

definition. each solute is more favorabi{emore negativeon the liquid
branch of the saturation curve than at a fixed density of
1.00 g/cmi. The saturation curve in the temperature range of
Table | is then considered to be located in the high-density
and high-temperature region in the sense Bt increases
with the density at constant temperature. When the tempera-
ture dependence g8Au is examined for the nonpolar sol-

gutes on the saturation curve, the results in Table | and Fig. 3
are in agreement with previous experimental and computa-

. . 4-58 . . .
repulsive and attractive interactions between the solute an%on?:]opserva'.uong. ;’he a%retﬁment |ncluded§, n ﬁartlcy'
solvent. The repulsive interaction is typically described aéar’ te tlrfwegg ns dotB ’lf[ fgo 2;()2%5&%0 '.rlllg te?rys
the excluded volume effect, and its strength in the dimentonstantior and C{n - : IS fllustrates

sionless description is rather insensitive to the temperatur%:e reliability of the pre_sent methodology. AboveQOO c,
the temperature elevation along the saturation curve leads to

a less favorablgAu for a polar solute and to a more favor-
! ! ! ! ! L ! able BAu for a nonpolar solute. An exception is seen for
HCHO above~300 °C and reflects the nonmonotonic den-
sity dependence oBAu at constant temperature. Actually,
the opposite temperature dependence between the polar and
nonpolar solutes is in contrast to the subcritical results in
Table | and Figs. 2 and 3 that the temperature effect at con-
stant density and the density effect at constant temperature
are qualitatively similar between the polar and nonpolar sol-
utes. When the temperature dependence along the saturation
curve is viewed as a combination of the temperature effect at
constant density and the density effect at constant tempera-
-6 CH,OH CO CO,|[ ture, the quantitative difference in the strengths of the two
at constant density —O— —A— —— effects is responsible for the qualitative difference in the tem-
on the saturation curve —@— —A— —¥— perature dependence A along the saturation curve. The
' ! ‘ ! ' ! ' temperature effect overwhelms the density effect when the

25 100 150 290 250 300 350 solute is polar, while the contrary is operative for a nonpolar
T(C) solute.

FIG. 3. BAu for CH3OH, CO, and CQ as a function of the temperatufe

below the critical. The filled symbols represent the states with a fixed sol- . o

vent density of 1.00 g/cfand the open symbols represent the states on thd3. Solvent effect on the reaction equilibria

liquid branch of thgexperimentalsaturation curve of KD. The error bar at . . .

95% confidence level is smaller than the size of the corresponding data IN this section, we describe the solvent effect on the

symbol. The lines connecting the data are drawn for the eye guide. reaction equilibria of Eqs(1)—(6). The description is pro-

is illustrated in Fig. 3 for typical cases of GBH, CO, and
CO,. According to Table | and Fig. 33Au of each solute
examined becomes less favoralfieore positiveé with the
temperature elevation at a fixed density of 1.00 g¥.cime
temperature dependence is weak for CO apéiht is strong
for the polar solutes. To interpret this point, it is to be note
that BAu involves two competitive contributions from the

Downloaded 06 Mar 2008 to 130.54.110.22. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/jcp/copyright.jsp
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L ' L ' L L ' by ~10 with the density and temperature in Fig. 4. The
10 l (a) solvent water serves to suppress the production of nonpolar

SAW

[a—
(9]

N I I T [N TN (N N Y I |

10

W
t

-1 —e— HCHO
8 - ~¥— HCOOH decarboxylation

—a&— HCOOH decarbonylation

1 1 [ | |
0 02 04 06 08 1.0 12
p(g/em’)

(b) - ¥- HCOOH decarboxylation at constant density
¥. —v— HCOOH decarboxylation
T on the saturation curve

Y.
—

- - HCHO at constant density
—O— HCHO on the saturation curve
7] - A- HCOOH decarbonylation at constant density
“| == HCOOH decarbonylation on the saturation curve

L EE R B B E B B R R BN R B R B SN S |

25 100 150 200 250 300 350
T (°C)

species, and its effect is stronger at a higher density and/or a
lower temperature. The HCOOH decarbonylation is, on the
other hand, a decomposition of one polar species into one
polar and one nonpolar, as shown by E4). The depen-
dence ofBAW on the thermodynamic state is then relatively
weak due to the cancellation of theAu changes in the
reactant and product sides. ActualBAW for the HCOOH
decarbonylation reflects the delicate balance between the re-
actant and produgBA u, and is not necessarily monotonic in
Fig. 4. When the reaction equilibrium is concerned in the
absence of solverif,the corresponding standard free-energy
change is estimated to be-10 for Eqgs.(3) and (5) and
~=-5 for Eq. (4) in the unit of the thermal energisT.t*%?
These values are comparable 2AW in Fig. 4. The figure
thus provides a possibility that the reaction equilibria for the
HCHO and HCOOH decompositions can be controlled by
tuning the(solven) density and temperature.

In the two decomposition pathways of HCOOH ex-
pressed as Eq44) and (5), the conversion between their
product sides is called the water-gas-shift reaction and is
important both in fundamental physical chemistry and in fuel
technology’®2° The water-gas-shift reaction given by Eq.
(6) involves HCOOH as an intermedigteand its equilib-
rium constant determines the relative weights of the equilib-
rium decompositions of HCOOH into CO and ¢On Fig.

5, we showBAW for the water-gas-shift reaction. The sol-
vent favors the reactant side of E&) over the whole ther-
modynamic range examined, and acts more strongly at a
higher density and/or a lower temperatuf@V can actually

be controlled on the order of 10 kcal/mol through the change
in the (solven) density and temperature. When no solvent is
employed, the standard free-energy change of(&qis es-
timated to be~-5 kcal/mol, in favor of the C(g)side.el’62
This value is comparable in magnitudeAd®V in Fig. 5, and
the favorable side of Eq6) can even be overturned by the
solvent water. The strong solvent effect in the water-gas-shift

FIG. 4. The solvent effecBAW for the decompositions of formaldehyde (agction may be understood by noting that the reaction is a
and formic acid(a) as a function of the solvent densify and (b) as a

function of the temperatur® below the critical. In(a), the temperature is transformation of one F_’Olar and one nonpo_lar species into
fixed at 400 °C. In(b), the filled symbols represent the states with a fixed tWo nonpolar. As seen in Table I, the solvation free energy
solvent density of 1.00 g/ctand the open symbols represent the states onA . is relatively similar among the nonpolar solutes, CO,
the liquid branch of théexperimental saturation curve of KD. The error CO,. and H, at high temperatureA W of the hydrothermal
bar is expressed at 95% confidence level, and is smaller than the size of thé 2’ L. L . .
corresponding data symbol when it is not shown. The lines connecting th(Water'gaS'Shm reaction 'S. then essentially the d'ﬁerence of
data are drawn for the eye guidsW=0 holds atp=0 by the definiton of ~ Au Of one nonpolar species from that of polag® Since
Ap. the sign is opposite between thg. of the nonpolar solute
and H0, the twoAu effects enhance each other. When the
vided in terms of a free-energy changy@/ introduced by Eq.  density is increased at a fixed temperature of 400 °C, Fig. 5
(12). We present the dependence @AW on the (solven) shows that the equilibrium shifts to the reactant side. This is
density and temperature. The dimensionless presentation iis agreement with the experimental results of Hirth and
adopted since the equilibrium constant given by ELD) Franck performed at 500—600 *¢%3and illustrates the sig-
involves the solvent effect in the form @fAW. nificance of the solvation effect even at high-temperature
In Fig. 4, we showBAW for the decomposition pro- conditions.
cesses of formaldehyde and formic acid expressed as Eqgs. The characteristic reaction for the C1 aldehyde is dispro-
(3)«5). The HCHO decompositioridecarbonylation and  portionation. HCHO exhibits the self-disproportionation
the HCOOH decarboxylation given by Eg8) and(5), re-  given by Eq.(1), and the cross-disproportionation expressed
spectively, correspond to the conversion of one polar speciess Eq.(2) takes place for HCHO and HCOOH. In Fig. 6, we
into two nonpolar. These two processes respond similarly tshow BAW for the two disproportionation reactions. The
the change in the thermodynamic state, and tBawW vary  self-disproportionation is more favored by solvent than the
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FIG. 5. The solvent effecBAW for the water-gas-shift reactio@ as a  below the critical. In(@), the temperature is fixed at 400 °C. (I, the filled
function of the solvent density and(b) as a function of the temperatufe  symbols represent the states with a fixed solvent density of 1.00% A
below the critical. In(a), the temperature is fixed at 400 °C.(In), the filled  the open symbols represent the states on the liquid branch dexiperi-
symbols represent the states with a fixed solvent density of 1.00%4cm  menta) saturation curve of kD. The error bar is expressed at 95% confi-
the open symbols represent the states on the liquid branch deperi-  dence level, and is smaller than the size of the corresponding data symbol
menta) saturation curve of kD. The error bar is expressed at 95% confi- when it is not shown. The lines connecting the data are drawn for the eye
dence level, and is smaller than the size of the corresponding data symbglide. AW=0 holds atp=0 by the definition ofA .
when it is not shown. The lines connecting the data are drawn for the eye
guide. AW=0 holds atp=0 by the definition ofA ..

solvent, the equilibrium constaly, is given by Eq(14) and
cross, and\W varies on the order of a fewsT. The solvent is constructed from the standard free energy of formation for

suppresses the disproportionation reactions with positivgaCh species of interest In the dilute gas condﬁ?i’o%.Ko IS

. . . . . a function only of the temperature, and is combined through
AW, except in the high-density and high-temperature regio . . . . .
for the self. Actually, the self-disproportionation is a conver—@q' (13) with AW treated in the previous section to provide

sion of three polar species into two polaW then reduces thhe (Tgut;hbrlutm d‘iﬁgftangKm thg presencle Otf dsfolvenp It
with the density elevation beyond0.4 g/cnd at high tem- > 10u'd D€ note andio are in generai not dimension-

. . . ith explicit specification of the
eratures since the solvation free energy of a polar s emégs.s and need to.be treated wit : .
b 9y P P nit. In the following, we adopt the molarity unit fa¢ and

Eeeg;:igrr?es unfavorable with the density in that thermodynam#i0 and express them numerically i power of mol/L. We
will show InK and InK, as functions of the temperature
between 25 and 400 °C. The solvent density is then 1.00 and
0.40 g/cnd at 25 and 400 °C, respectively, and is set to the
In this section, we present the equilibrium constants forone on the liquid branch of théexperimentgl saturation
the C1 reactions expressed as H3%-(6). In the absence of curve of HO at the other temperatures. The density depen-

C. Equilibrium constant
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FIG. 7. The equilibrium constants K and InK, as functions of the tem-  yora1reT for the water-gas-shift reaction. The solvent density is 1.00 and
peratureT for the decompositions of formaldehyde and formic acid. The g 49 g/cn? at 25 and 400 °C, respectively, and is set to the one on the

solvent density is 1.00 and 0.40 g/t 25 and 400 °C, respectively, and liquid branch of the(experimental saturation curve of kD at the other

is set to the one on the liquid branch of tfexperimental saturation curve  emperatures. The lines connecting the data are drawn for the eye guide.
of H,O at the other temperatures. The lines connecting the data are drawn

for the eye guide.

more favorable with the solvent, except in the low-density
supercritical region below-0.3 g/cnf. When the density is
low enough and/or the temperature is high enoughap-
proaches td,. Figures 5 and 8 thus show that the equilib-
rium of the water-gas-shift reaction can be tuned by(fuod-
vent density and temperature.

A strong solvent effect on the water-gas-shift reaction is
also evidenced by the temperature dependence of the equi-
librium constant. In Fig. 8, the temperature elevation leads to
an increase of K and a decrease of &, The solvent
efffect is large enough to reverse the dependence of the equi-
liBrium constant on the temperature. Actually, the tempera-
ture dependence of K in Fig. 8 is in agreement with the
experimental observation at hydrothermal conditions thz%t the
solvent can change the preference order of the HCOOH d €0, S'de. 'S more favorable at h|g.her tempgratdﬁég

he explicit treatment of the solvation effect is thus neces-

carbonylation and decarboxylation at equilibrium. In Fig. 7'sar to assess the temperature effect on the equilibrium of the
In K is larger for the decarbonylation than for the decarboxy- Y P q

. ; . water-gas-shift reaction.
lation, while the opposite holds for i&,. When the tempera- : . .
ture is below~3(§)(§)°c the IrK valﬁes for the HCgOH Fln_ally, '.:'g' 9 presents I and InKq for the two dis-
decompositions are Ies,s tharb in Fig. 7. The detection of proportionation reactions given by Eqa) and(2). The sol-

HCOOH is then expected to be feasible in its hydrotherma ent gﬁect 'S r_elatlvely weak, and the dgwatlon oklrirom .

" : . n Ky is small in the overall trend. In this case, the reaction
decomposition mixture. Indeed, we were experimentally SUCtquilibria are essentially determined electronically and the
cessful in detecting HCOOH and demonstrating its role as afd Y y

intermediate of the water-gas-shift reactfdf* solvent is needed only for the activation.

In the HCOOH decompositions expressed as H4s.
and (5), the conversion between the product sides is thev' CONCLUSIONS
water-gas-shift reaction given by E@6). Its equilibrium The reaction equilibria of the hydrothermal chemistry
constant determines the relative weights at equilibrium of theoncerning formaldehyde and formic acid have been ana-
competitive decompositions of HCOOH into CO and £O lyzed computationally with emphasis on the solvent effect. It
In Fig. 8, we show IrK and InK, for the water-gas-shift is found that the solvent suppresses the HCHO decomposi-
reaction. The solvent effect amounts to 5-15 at the thermaton and the HCOOH decarboxylation processes, while the
dynamic states shown. Actually, the solvent can overturn thsolvent effect is relatively weak for the HCOOH decarbony-
favorable side of the equilibrium in our conventiontofand  lation. This is caused by the characteristic difference in the
Kq. It is seen in Figs. 5 and 8 that although the £Xe is  solvation free energies of the species involved, and the pro-
more stable in the absence of solvent, the CO side becomesiction of nonpolar species is inhibited by the solvent water.

dence of InKK will not be shown explicitly since it is solely
carried byBAW and is parallel to the density dependence of
—-BAW with an offset of InK,,.

In Fig. 7, we show IrK and InK, for the decomposition
processes of HCHO and HCOOH described by Egs-(5).
The solvent is in favor of the reactant sides of the HCHO
decomposition(decarbonylation and the HCOOH decar-
boxylation given by Eqs(3) and (5), respectively. The sol-
vent effect shown in Fig. 7 amounts to 5-10 in the&linit
for these two processes, and the temperature dependence
In K is reversed from that of IK,. The difference between
In K and InKj is relatively small, on the other hand, for the
HCOOH decarbonylation expressed as E). Actually, the
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. e e S a water-assisted form is considered to greatly reduce the free
energy of activatioff**3Since the solvation free energy for

a given structure of the transition state can be calculated
without difficulty in the method of energy representation, the
challenge is to determine the transition state structure. Our
computational study of the hydrothermal chemistry of form-
aldehyde and formic acid will be completed with the free-
energy analysis of the transition state.

InK  Ink,
self —e— —O—

cross —»— N
30

, InK,

1
o)
S
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Actually, the solvent controls the equilibrium of the water-
gas-shift reaction. The equilibrium constants in the absencRpPPENDIX: THE DENSITY DEPENDENCE OF Au
and presence of solvent show that the more stable side of theND THE SOLUTE-SOLVENT RADIAL
reaction can be tuned by the solvent density and temperaturBISTRIBUTION FUNCTION

The reaction equilibrium is dominated by the electronic part, The solution structure is typically described in terms of

in contrast, for the aldehyde disproportionations. the radial distribution function. Especially, the solute-solvent

. Among the compounds appearing in F_|g. 1 carbpn MOM: o dial distribution function characterizes the local density of
oxide and hydrogen are the simplest. Their mixture is calle . :
e solvent around the solute relative to the bulk, and is

the synthesis gas, and is the source of the methane an . . .
methanol generations expressed, respectivefy, as irectly relglt%d to the partial molar volumetric properties of
' ' the solute®®” Although the chemical equilibrium is solely

et
<

CO +3H,— CH,+ H,0, (15 governed by the chemical potenti@lee energy, the partial
molar volumetric properties may be helpful to analyze or
CO +2H, — CH30H. (16) interpret the response of the equilibrium to the change in the

Both the reactions correspond to the production of a pola(r:JenSIty (or pressur)a_ In this appendix, the densny-depen-
dence of the solvation free energyw of the solute is dis-

species from nonpolar. It is then inferred from the results in

Sec. IV that the equilibria are shifted to the product sides mfclijr?cstie:nm connection to the solute-solvent radial distribution

the presence of solvent water. This qualitative insight is in- When the excess partial molar volume of the solute is
deed supported by experimental observations. In hot water, L .
PP y exp AV and the solute-solvent radial distribution function {s)g

Lhee giggl%?tf: d rfﬁ gtlsgcg\lxzr d bryeaE(COEi')ntfS ;Eg)mj\?aéo with the distance, the derivative of8A u with respect to the
(solven} densityp is expressed 5%

found to be prohibited? Actually, the chemistry of the syn-

thesis gas is a subject of intensive rese&fcheA quantita- aBAR)) 1
tive analysis will thus be needed for the hydrothermal chem- ap Iy pkBTKTAV’ (AD)
istry of the synthesis gas in a comprehensive and systematic
manner.
The equilibrium constant is of central importance in  AV= 47Tf drr?[1 - g(r)], (A2)

studying chemical reactions, although it is often difficult to

determine in solution. The present paper has described \@herex; is the isothermal compressibility of the system and
scheme to evaluate the equilibrium constant in solution fronis equal to the one for the pure water in the present work. It
the standard free energies of formation in the absence afhould be noted that Eq8A1) and(A2) are exact for any of
solvent and the solvation free energies of the reactive spehe site-site radial distribution functions between the solute
cies. An equally important quantity in a chemical reaction isand solvent. Although the microscopic information provided
the rate constant. In order to estimate the rate constant, they the radial distribution function is different among the
transition state needs to specified with its solvation free enehoices of the tagged sites in the solute and solvent, the
ergy. When water serves as a reaction medium, in particulathermodynamic information obtained through the integration
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the solute and the oxygen site of the solvent water. The temperature is fixeBIG. 11. The excess partial molar volum&(\) of (a) the solute HCOOH

at 400 °C. The solvent density is 0.10, 0.20, 0.40, 0.60, 0.80, ancand(b) the solute C@as a function of the cutoff distande The tempera-
1.00 g/cnd from top to bottom with offsets of 1.0, 0.8, 0.6, 0.4, 0.2, and 0 ture is fixed at 400 °C. The density in the figure refers to the solvent density.
for g(r). The solid and dashed lines are used alternately from low to highThe solid and dashed lines are used alternately from low to high density.

density.

develops at the medium-density regime, while the second

of Eq. (A2) is identical. pkg T« is a dimensionless expres- peak is evident only in the high-density regime. The height
sion for the compressibility and approaches unity in the limitof the first peak is not monotonic against the density varia-

of zero density(ideal gas limij. Since pkgT«y is always
positive, the sign of Eq(Al) is coincident with that oAAV.
According to Eq.(A2), the region ofr in which the local
density is larger than in the bul[ky(r) > 1] contributes nega-
tively to AV, and the region in which (g) <1 contributes
positively. It should be noted that whilg(r)-1] at larger
becomes small in amplitude, its weight is enhanced due t

the 4mr? factor in the integral.

The density dependence ofrg at a fixed supercritical
temperature of 400 °C is illustrated in Fig. 10 for typical
cases of the solute HCOOH and €8y tagging the carbon
site of the solute and the oxygen site of the solvent water. It

tion. It reduces with the density elevation up to
0.4—0.6 g/crd, and increases in the higher-density regime.
To analyze the connection between the molecular-level

information of the solvation structure and the thermody-
namic observation of partial molar quantities, we developed
the method of solvation shell analysis in previous
papers.” %™ ™hen the method is applied 1V, the inte-
gral of Eq.(A2) is restricted to the region af<\ in the
form of
A

drr?[1 - g(n)],

AV(\) = 41 f (A3)

0

is seen for both the solutes that the excluded volume regioand the dependence aiV(\) on the cutoff distanca is to
in which g(r)=0 is insensitive to the density variation. The be examined’ The \ dependence then clarifies the extent of
density effect appears outside the excluded volume region. llocalization of the response of the solution structure to solute

the low-density regime below0.2 g/cn¥, g(r) is not oscil-

insertion, in strong connection to the thermodynamic observ-

latory and decays slowly to unity. The oscillatory behaviorable. Especially, it is possible to describe the relative weights
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