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Two-dimensional vibrational spectroscopy of a double minimum system
in a dissipative environment

0. Kiihn? and Y. Tanimura®
Institute for Molecular Science, Nishigonaka 38, Myodaiji, Okazaki, Aichi 444-8585, Japan

(Received 10 March 2003; accepted 23 April 2p03

A dissipative bistable system presents the simplest model to describe condensed phase reaction
dynamics. Using a quantum master equation approach to calculate multitime dipole correlation
functions we demonstrate how the dissipative dynamics can be characterized by time-resolved
third-order infrared spectroscopy. Thereby we incorporate bilinear and linear—quadratic system—
bath interaction into the Redfield relaxation tensor. Investigating equilibrium and nonequilibrium
initial conditions for a symmetric system it is shown that bath-induced coherence transfer can have
a dramatic influence on the two-dimensional signals. This occurs when the inverse of the ground
state tunneling splitting is of the order of the coherence transfer tim@0@3 American Institute

of Physics. [DOI: 10.1063/1.1582841

I. INTRODUCTION principle, the motion of a wave packet in a double well po-
tential carries all the information. Unfortunately, the wave

Multidimensional vibrational spectroscopy has been packet itself is not a physical observable and the profile of it
proven to be a versatile tool to study such diverse topics ag not so sensitive for a specific relaxation mechanism, a
the inhomogeneity of liquids moleculéshe anharmonicity  topic which plays a central role in the condensed phase. The
of potentials;”’ vibrational mode coupling;*® dephasing chemical reaction rate, on the other hand, is a physical ob-
mechanism$!~*® and structural changes of large servable, but the change of the rate, e.g. with temperature,
molecules.’~*For the fifth-order Raman spectroscdiBig-  does not easily reveal microscopic details of the underlying
nals corresponding to various Raman polarizability tensofmechanism. In this respect linear IR absorption or Raman
elements were measured for the intermolecular Vibrationﬁ%pectra may provide more information, such as the frequency
modes of liquid C$ (Refs. 23—2p and solutions of CS  of the tunneling splitting levels. However, in the condensed
(Ref. 26 by minimizing the cascade contributiofis;®which  phase, transition rates between different levels usually cannot
were underestimated in the initial experimef#ts’* Theoret-  ynambiguously be extracted.
ical analysis of the experimental results have been based on Bgth reaction rates and absorption spectrum are charac-
instantaneous normal modés® and classical molecular dy- terized by two-body(or two-time correlation functions of
namics simulationd? =3¢ For the third-order IR experiments, physical operators such as the probability defi&ftyand the
the two-dimensional2D) Fourier plots of the three-pulse dipole operator&2 For any physical operatdk(q), whereq
vibrational echo technique were applied to the conformajs the molecular coordinate, the two-body correlation func-
tional fluctuation of an a-helical peptide’ metal tion is expressed a$A(q(1)),A(q(0))]), where(..) repre-
carb-onyls?s and model dipeptide¥. Theoretical studies of sents the ensemble average of the total system. The signals
IR signals by means of molecular dyna_n‘ﬁ'c@’ or quantum i, multidimensional spectroscopy are characterized by
chemistry calculatiorf$** were also carried out. multibody  (multitime)  correlation  functions, e.g.,

Ir_1 this paper, we explore the possibility to .ScrUti”ize([[A(q(t’)),A(q(t))],A(q(O))]). Studies of multidimen-
certain aspects of conde_n;ed phase rn_oIEG_H?liil‘EtIOn dy-  sional spectroscopy have demonstrated that a profile of the
namicsby means of multidimensional vibrational spectros- mitihody correlation function is very sensitive to details of
copy. Spemﬂgally, we will focus on isomerization reactlon.sthe Hamiltonian(see, e.g., Ref. 14as well as to the initial
as characterized by a symmetric double well potentialqngitionsS® This implies that simulating multidimensional
coupled to a heat bath. Having applications such as protogjgnais provides a very stringent test for the validity of a
transfer reactions in mind, tunneling processes are of Vitglaoretical model. The reason can be found in the fact that
importance for understanding the reaction dynamics. The efge myitibody correlation function is particularly sensitive to
frﬁgrg\tvgj\?g‘glllgg“g%no?eeIZi?rrc]);?ccgk?glrc?ilor:asdg%%ﬁm, the anharmonicity of molecular motion. This can be seen by

From t’he t’heoretical point of vievf a realloction can beexpand|_ng the physical opgratorA(sq)=clq+c_:2q2_. Fora

) X harmonic system, the leading order contribution in the two-
described in terms of nuclear wave packet dynarffids body case iscf([q(t),q(O)]}, whereas in the three-body
case it iscZc([[q(t'),q(t)]1,9%(0)]), due to the Gaussian
dpermanent address: InstitutrfChemie, Physikalische und Theoretische integral involved in the ensemble average. However, for an
Che_mie, Freie Univers'_'ﬁaBerIin,_Takustr. 3, 14195 Berlin, Germany; Elec-  gnharmonic system the leading order term in the three-body
tronic mail: ok@chemie.fu-berlin.de .3 ,
sci([[a(t"),q(t)],9(0)]). Here, sources of anharmo-

PPermanent address: Department of Chemistry, Kyoto University, KyotoC'_aS_e I L SV _
606-8502, Japan; Electronic mail: tanimura@kuchem.kyoto-u.ac.jp nicity may include, e.g., the quadratic—linear coordinate de-
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pendence of the mode—mode or the system—bath coupling.
We can discuss the same issue in the energy level repre
sentation, which is commonly used to study optical response
functions. Here, the physical operators are expressed by th.—
creation and annihilation operatoa{, anda;, respectively, 5 2000
for the jth energy level. This notation is especially useful ,
in a frequency domain analysis, since the combination ﬁ 1000,
of the creation and annihilation operators such as
([ajal,1.a.1a/]) corresponds to combinations of level
transitions at distinct frequencies. Similar to the coordinate 2 -1 0
representation, the leading-order contribution arises only q [a)]
when S(?me sort of anharmonicity, Wh'(j‘h triggers dephaSInQIIG. 1. Potential Eq(1) with the lowest eigenstate wave functions at the
or transitions between more than two different energy levelssespective eigenenergies far,=0.77, and Vg/hc=3000 cml. The
plays a role. Since multidimensional spectroscopy uses mordpole-allowed IR transitions according to EG.5) are shown as welfin
than two laser excitations, one can create many coherences%8 1;- T%elgooidi“i“e ’g%‘gx ;'en;e”‘(s) ?'@;1“); Ogivo@qm =£-16v
i”VGStigate the mechanism of level tran;it_ions cause_d by th 'o|r? |(7§ has béferﬂiaéonélizéd |l.?s|in>g the ’F<Ol|J[r1i|er>Gric.i ngr;ﬁtodr)nar? l:;lethod
relaxation processes or the anharmonicity. Tunneling prorref. 7 using 1024 grid points in the intervi- 4a,:4a,]. In the numeri-
cesses in the energy level representation are characterized & solution of Eq(6) the eight lowest states have been taken into account
pairs of states separated by the tunneling splitting. Since thi@7/27c=6406 cm ).
gives rise to specific IR transitions multidimensional vibra-
tional spectroscopy shall provide valuable information on thg.q gn
tunneling dynamics.
Traditionally, tunneling processes involved in chemical
reactions are studied in the coordinate represenfdtiem-
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lead to significantly different signals in two-
dimensional vibrational spectroscopy.
The paper is organized as follows: In Sec. Il we will

i : 54 introduce the model for the system—bath Hamiltonian. Sec-
ploying, for example, the path integralor the quantum on ||| summarizes the calculation of nonlinear response

Fokker—Planck equation approathAlthough path integral  fnctions. Numerical results for equilibrium and nonequilib-

calculations of multitime correlation functions have beenym injtial conditions are presented in Sec. IV. Conclusions
performed, e.g., for a two-state systéhthe optical response are summarized in Sec. V.

accompanying tunneling processes in multilevel systems is
more conveniently investigated by means of an appropriatq nMODEL SYSTEM

guantum master equation for the reduced density operator in . . . ]

the energy level representatiofr.®° Regardless of the repre- We consider a one-dimensional system described by a
sentation, the different approaches should describe the sarfgdction coordinate and the following symmetric bistable
dynamics. However, in the case of optical response one ustpotential:

ally employs additional nontrivial approximations such as Vg

the rotating wave approximation, i.e., the various approaches V()= —7 (d—0o)*(q+qo)?, (1)

are no longer equivalent. While such approximations might 0

be fully justified for electronic transitions, they do not nec-where Vg is the height of the barrier separating the two
essarily give an adequate description for IR transitions. As ifninima which are located at g, as shown in Fig. 1. All
was shown that multidimensional spectroscopy is very senother degrees of freedom of the total system, i.e., intramo-
sitive to the details of the response functidhst can be lecular and solvent modes, will be comprised iteéfective
expected to provide a unique tool for studying the validity ofharmonic bath with the system—bath interaction Hamiltonian

the underlying equations of motion. being of the form®
In this paper, we will address this issue by simulating
multitime correlation functions using a quantum master Hsg=_>, KW(q)®M({Z}). 2)

equation approach where energy and phase relaxation is de- u

scribed in terms of the so-called Redfield ten¥of° Here the operator& (") and ®“ belonging to the system
Thereby we include bilinear and quadratic—linear system-and the bath, respectively. In principle one can write down
bath coupling for the Hamiltonian in the coordinate represenexplicit expressions for g starting from a Taylor expansion
tation. This gives rise to one- and two-quantum relaxatiorof the global potential energy surface. For proton transfer
and dephasing, but also to pure dephasing; these procesgesctions, for instance, one can expect that intramolecular
are usually described by phenomenological times scBles modes modulating the proton transfer distance will give the
T,, and T}, respectively* This corresponds to the Bloch dominant contribution. The leading terms in Hg) are of
limit of the Redfield tensor. Recently, Tannor and Kohenlinear and quadratic order with respect to the proton transfer
have given an illuminating discussion of the various approxi-coordinate. Note that the quadratic coupling is usually con-
mations to the Redfield tensor in terms of the phase spac&dered to be of great importance for it leads to a promotion
dynamics of a harmonic oscillatbt.In the present contribu- of the proton transfer by effectively reducing the reaction
tion we will demonstrate that for the anharmonic doublebarrier®® A two-dimensional dissipative model explicitly in-
minimum potential, the Bloch limit and full Redfield dynam- cluding a promoting mode has been studigtowever, in
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order to keep the present model as simple as possible such 5
that the information content of 2D IR spectroscopy can be  Juw (@)= % 9u(§)9yr(€) S(w—1Qy)
clearly identified, we will use a one-dimensional description.

This is reasonable provided that the coupling to the bath is ~0u0u O(w)w exp — w/wc}. (11
weak and the coupling strength is distributed over manyl_ . .
mode<? o keep the matter simple we have assumed that there is a

single spectral density of Ohmic form with cut-off frequency
w. Characterizing the linear and quadratic coupling.

It is well known that quadratic coupling leads pure
dephasingIn terms of the Redfield tensor this implies that

In the following we will take into account the bilinear
(L) and the quadratic—lineaK)) coupling, i.e., the sum in
Eq. (2) contains two termsy=(L,Q), with

KO (q)=q/qo, (3)  the damping function with frequency argument zero becomes
important. To disentangle the effect of pure dephasing from
KQ(q)=(qg/q0)?, (4)  that of two-quantum transitions we will characterize pure
dephasing by the parametegy having the dimensions of
and s L. To this end we writ&©°
(D(L/Q)({Zg}):Eg thQL/Q(&)zg- (5) Ilmwﬁocuu’(w):gugu’ypd- (12

To summarize, the system—bath interaction is characterized

Here O, and g,(&) are the frequency and dimensionless Py four parameters, i.eg., g, Ypd, andawc. _
coupling strength, respectively, for thigh bath mode. Fur- _ _The mu_It|I_e_veI Redfield eq_uatlons are oft_en discussed
ther, we used dimensionless bath coordinatig V.V't.hm t\.NO "”.““”9 cases, the .S|mplest one being thg Bloch
=Z§,(2M§Q§/h)1’2. limit which migrated from the fle_ld of nuclear. magnetic reso-
Within second-order perturbation theory with respect tohance spectroscopy into vibrational relaxation theory. It as-

Hep and using the Markov approximation the equation ofSumes that populations and coherences within the density

motion for the reduced statistical operator of the system, i.e.r,natrlx are completely decoupled such that

p=1rgpir, Can be written a8
2 Rab,cdpcd_’(l_ 5ab) Rab,abpab+ 5ab2 Raa,ccpcc-
ap . . cd c

a—t=—iL5p—Rp (6) (13

. Here Ry, ap and Ry, ¢ find a straightforward interpretation
with the Liouville superoperator for the system beibge as coherence dephasing and population relaxation rates, re-
=[Hg,*]/%. The effect of the system—bath interaction is spectively, which in the limit of a two-level system lead to
contained in theRedfield relaxation superoperat@®. The  the well-knownT, and T, times. The validity of the Bloch
matrix elements oR in the basis of the eigenstates of the lIMit can be appreciated by looking at tisecular approxi-
system Hamiltonian, i.e. mationto the equations of motion. Here, in the spirit of a

rotating wave approximation, one retains only those terms on
2

p the right-hand-side which obdw,,— w¢/4/|=0, i.e.,
Hea)=| 53— +V(q) ||a)=E,[a) (7
. . . 2 Rab,cdpcd_’z Rab,c’d’pc’d’- (14)
can be expressed in terms of the damping matrix cd c'd’

Apparently, the contributions kept in the Bloch limit survive

Tapcd(@)= 2 KWKYIC (o) (8)  the secular approximation. In addition, however, the right-
uu’ hand side of Eq(14) mixes different coherence matrix ele-
25860 ments, i.e., a bath-inducedoherence transfefCT) p,p

—pergr 0ccurs®=® Beyond the secular approximation the
bath-induced conversion of coherences into populations,

Rab.ca™ 53028 Ibeed @ge) + 5bd2;4 Paged wce) pab— Pec, and vice versa becomes possible as Weit.
The primary example for the importance of non-Bloch
—Icapd(@dp) —Lapacl0ca)- (9 terms leading to CT within the secular approximation is the

dissipative harmonic oscillat8t. Here the bilinear coupling
gives nonzero matrix elements &'y for a=b+1 (a
>b), i.e., CT likepap— pa+1p+1 DECOMES pOSSible. For the
quadratic—linear coupling(ng);&O holds fora=b*2 (a
>b+1) and fora=b. Consequently, CT proceeds likgy,
—pa+2p+2. If both coupling mechanisms are simulta-
neously present, Eq8) also contains cross-terms such as
Cow (©)= (14 1(0)) gy (0) Iy (—w)), (10  <K&LiKZ,. Strictly speaking these contributions do not
survive the secular approximation. However, for a suffi-
which depends on the spectral density ciently strong system—bath coupling such tff,+ 1442

Here, K{W=(a|K"(q)|b) is the matrix element of Eq3)

or (4) for the energy eigenstat¢a) and|b). In Eq. (8) the
Fourier transform of the bath equilibrium correlation func-
tion has been introduced fhe imaginary part of the damp-
ing matrix is neglectedn(w) is the Bose—Einstein distribu-
tion function|
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~wqo CT might still be possible. Indeed it has been shownsystem introduced in Sec. Il. To simplify matters we will

by using a quantum Fokker—Planck equation approach thatssume that the trace over the bath degrees of freedom can

such cross-terms can have a large impact on multidimerbe performed for each time interval separaté[yhis implies

sional spectroscopic signafs. a phase randomization between the different propagation in-
The situation in the present double minimum system igervals which allows us to write

different in several respects. First, we notice that as a conse- . N A N

quence of the symmetry we hawe{s)+0 for a=2i,(2i G(t)—Gs(t) =0 (t)exp —iL st~ Rt}. (18)

+1) andb=2j+1,(2j) andK(aQb)aﬁO fora=2i,(2i+1) and In the following we will be interested in the information

b=2j,(2j+1) withi,j=0,1,.... Thus in principle the num- contained inR®)(t;,t,,t,) itself, i.e., we assume the impul-

ber of possible transitions is much larger than in the harsive limit where the signal is proportional to the response

monic oscillator case. Second, in the case that bilinear anflinction. For finite pulse envelopes, the signal depends not

quadratic—linear system—bath coupling are considered sepanly on the pulse form but also on the experimental layout

rately, the conditions for the secular approximation aredue to the phase-matching conditifnTo characterize the

hardly fulfilled due to the anharmonicity of the potential. resonances irR(®)(t;,t,=01;) we will calculate the fre-

Third, and most importantly, the interplay between crossquency domain signal according to

terms in the interaction and the energy level structure can .

lead to an efficient CT even for a weak system—bath cou- 8(93791):J dtzdt, e/ slet it RO (1, t,=0t,).

pling. Inspecting Fig. 1 we notice that this CT should involve 0

the tunneling doublets by virtue of processes lijg 5 (19)

—pai+1z (1<j=0,1,..). Following the above-given rea- The population dynamics will be investigated by means of
soning this requires thay; 5 2+ 1,2~ ®ai+1,5 - IN particular  the frequency-dispersed homodyne detected signal which is
the ground state tunneling splitting can become rather smallefined as

e.g., for high barrier systems, such that even the original . )

condition of the secular approximation will be almost ful- Shom(Q?,-tZatl):’J’ dtz €2t ROty t,,t) . (20)
filled. At first sight it may appear as if this limit is of no 0

relevance in the context of ultrafast reaction dynamics. How-

ever, in Sec. IV we will demonstrate that CT involving the IV. NUMERICAL RESULTS

ground state doublet can have a dramatic influence on the

. . : . In this section we will pursue two goals, i.e., to charac-
spectroscopy of higher excited tunneling pairs where the tun-_ . TR . .-
. . . terize the dissipative dynamics of the double minimum po-
neling dynamics takes place on a much faster time scale.

tential by means of the third-order IR response function and,
at the same time, to compare Bloch lifBL) and full Red-
Il IR RESPONSE FUNCTION field (FR) theory. In order to validate a rotating wave ap-

. . _1 .
The response of the molecular system to an external fiel@"oXimation, Eq.(14), |oap—wcq " for those terms which
E(r,t) is conveniently described in terms of multitime cor- &€ néglected should be much larger than a typical time scale
relation functions. We will assume the matterfield interac-for the dissipative evolution of the density matfxAs has

tion Hamiltonian to be of the form _beer_1 d_iscu_ssed in Sgc. I this condition might not bg fquiIIe.d
in dissipative tunneling systems where the tunneling split-
He(t) = — nodE(1). (19 tings can be of the order of a few tens of ¢ The param-

Thus only the one-dimensional system interacts via its dipol&ters of the present simulation have been chosen such as to
operatoru(q) = o0 Wwith the field which is treated within highlight this issue. As an examelle we W|Il.c0n.5|der the case
the long-wavelength limit. In third order with respectE¢t)  9o=0.77ao andVg/hc=3000 cm ~ shown in Fig. 1. If the

the polarization is given by particle is assumed to have the mass of a proton these pa-
rameters give rise to two tunneling doublets, i.e., for the
P(3)(t)=det3dt2dt RG)(t4,t,,t,) E(t—ts) ground state withw,g27c=10 cni ! and for an excited
0 ' vt state withwg/27rc=296 cm L.
XE(t—tz3—ty) E(t—t3—t,—ty) (16)  A. Equilibrium initial conditions
with the response function being defined as a function of the  Let us consider the nonlinear IR response of the sym-
three time intervals between the interactions metric potential of Fig. 1 starting from a canonical equilib-
E rium density matrix at the temperatufe= 300 K. In Fig. 2
~ A~ ’ - (3) _ . .
RO (t5,ty,t,)= —) otr{aG(ts)[a,G(t)[q,G(ty) the response functioR*(t3,t,=0.;) is shown for the lin-
e n) Ho taG(ta)la 2l ' ear system—bath coupling case as obtained within théaBL
X[, pol11} 17) and from the FR equation). The most striking observation

is that while in the BLR® is decaying within a few hundred
HereG(t) is the Liouville space Green's function apg is  femtoseconds, in the FR case it does not decay within the 2
the initial state density operator, normally being equal to theps for which it is plotted along thg; direction.
equilibrium statistical operatoR®)(t;,t,,t;) can be calcu- This unexpected behavior can be shown to be due to
lated analytically, e.g., for the harmonic Brownian oscillatorbath induced CT which comes into play because the transi-
model*>! Here we aim at a numerical simulation for the tion frequency associated with the tunneling doublet is rather
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overall deceleration of the decay with increasing coupling
strength. Solving Eq(21) analytically forI;q o> w1 €ven
givespyo(t) ~Repyo(0)+i Im p;o(0)exg—2I' o oit}. For the
parameters used in Fig. 2 we haiRg,,d27c=70 cm 1,

i.e., this limit is realized and the response function becomes
a constant after some initial decay. Of course, this behavior
merely demonstrates the breakdown of the second-order per-
turbation theory. However, to make the point this breakdown
is only observed when including coherence transfer into the
equations of motion; the BL will give reasonable looking
results even beyond the limits of its applicability.

Being aware of these problems we can turn to the real
effect of bath-induced CT and nonsecular relaxation dynam-
ics. What comes to mind immediately is that CT might lead
to the appearance of resonances which are otherwise not ob-
servable. Provided that both the system—bath coupling and
the dipole operator depend linearly on the reaction coordi-
nate only resonances at the dipole allowed transitions will be
observable, most notably & ;3= w3/ w,q. If we allow for
a quadratic dependence of the system—bath coupling on the
reaction coordinate, bath-induced CT in principle should
give new resonances by virtue of processes likg;
—pa2ig+1 (1<j=0,1,2,...) as discussed in Sec. Il. However,
they will not be directly observable due to the linearity of the
dipole operator.

In Fig. 3 we comparéS(Q3,Q,)| as obtained from the
BL [(a) and(b)] and the FR equatiorj$c) and(d)] including
linear and quadratic system—bath coupling, but neglecting

FIG. 2. (Color) Third-order response functioR(®)(t;,0;) (in arbitrary ~ pure dephasing, i.e., the damping matridés, ,,(0) are

units) as obtained for the system in Fig. 1 using the@Land the FR tensor  zaro. Let us consider the region of the fundamental transi-

(b). The system—bath coupling parameters gre: 0.5, go=0, y,q=0, and : _ —1

w/2rc=500 cm ! (T=300K). Notice that in the FR case F{he response tions O—>37£w30/27'rc 1936 cm ) and 1-2 (w.21/27r?(%

functions becomes constant along both time axes. = 1630 cm ) [(@ a.nd ©] A typlc_al Feynm'an F“agra
contributing to the diagonal peaks is shown in Figr)4The
system—bath coupling parameters have been chosen such

I, i.e..| @y wogl/2mc=20 cm ! d th lated ti that both transitions have a comparable dephasing rate in the

Sm"’l‘ 'el @10~ @o1 gct‘ " ?mf t'ha”d ‘?treaf. 'mel BL (Rapsd2mc=19 cmi* and R,y ,/2mc=20 cmi ). The

scale 1S long compared fo that ot the densily matrix eVollyy, oo oiaple difference to the FR signal is that for the latter

tion. To see this let us consider the density matrix evolut|on[he widths of the resonances are considerably reduced as

for the ground state tunneling doublet only. Taking into aC-goan from Fig. @). This is due to the coupled dynamics of

count CT tgrms and cgntnbutpns with posmvg frequencycoherences, in the present case according to the CT mecha-
arguments in the damping matrix only one obtains

nisms
i ——iw R R R21,20 R20,21
ot P10 10P10 10,1910 10,01P01
P21 P20 P21s
= —iw19p10~ 21T 10,00 @10)IM p1o. (21) R30,31 Ra1,30
Here we made use of the fact tha®;;7=—Ry001 P30 P31 P3o-

~I"190{@10). In the BL, on the other hand, one has The respective Redfield tensor elements &g ,d2mc

P =—16 cm ! and R3p3/2mCc=—5 cm L. Close inspection

—p10=— 1010010~ 1001 @10 P10- (22)  of Egs.(8) and(9) shows that the dominant contributions are
o R21,2dng9QQ1o(Q§1_qg2) and R30,31°‘9L9QQ10(Q(%0_Q§3)1
For a given initial condition both limits give comparable whereq,,=(alq|b) (see the following For the symmetric
results as long as the damping is small, i.e., the real angdotential in Fig. 1 we have|30~qi1 butq§2<q§3, since the
imaginary parts ofp;o simultaneously decay to zero. If the odd number state within the first excited tunneling doublet
coupling strength increases such that the associated dephdms its node atj=0. Therefore, the effect of bath-induced
ing ratel’ ;5 o; eXxceedsw,q the BL just gives some accelera- CT is more pronounced for the lower-frequency transition
tion of the decay while the solution of the FR equations is1—2. This modification giving areffectivedamping is in-
qualitatively different. That is, because only by appears deed strong enough to significantly change the relative am-
on the right-hand side of Eq21), the real and imaginary plitudes of the considered resonances. While all peaks shown
parts ofp,y are treated rather differently which leads to anare of similar amplitude in the BL, there is a clear preference
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FIG. 3. (Color Frequency domain sign&b(Q;,Q,)| for the BL[(a) and(b)] and using the FR tenséfc) and(d)]. The relevant transition frequencies are:
wy1=1630, w3p=1936, andws,=296 cni '. The system—bath parameters aye=0.19, go=3.0, ¥,4=0, andw/2rc=500 cm *. The normalization of
each panel is such that the amplitude for the strongest peak at abguivgy) (8), (w3g,w3) (b), (wo1,w51) (C), (w21, w3y (d) is unity; the contours are
drawn at 0.1,0.2, ..., 0.8.

for the (1,Q3)~(w»1,w»1) resonance in the FR case. Si- andp,y. Solving for pog, inserting the result into the equa-
multaneously, the off-diagonal peaks atQ,Q3) tion for p,,, and invoking a Markov-type approximation one
~(w,, w30 and (wsg,w,q) take an elongated shape along obtains an equation of motion fgs,; which contains an
the )5 and (), axes, respectively. effective frequency and damping:

Next we have a closer look at the positions of the reso-

nances. As anticipated there 1i® observable double-peak 0= 14 (50— o) Ra1.2dR20,21 23)
structure of the individual peaks due to the tunneling split- 2t A A0 T (00— w012+ R3g 20

ting. Considering the diagonal peaks only, we notice that

there is, however, a shift in the peak position into the direc- Ro1.2R20 21 (24)

tion of the IR forbidden transitions 82 (w,y2mC
=1640 cm!) and 1-3 (w3/27c=1926 cm ). The di-
agonal peaks are observed at (1934,1934)trmand  This result clearly shows that the non-Bloch terms lead to a
(1635,1635) cm?, i.e., there is a shift of 2 and+5 cm ! decrease of the transition frequency as well as of the damp-
for the 0—3 and 1-2 transitions, respectively. This is a ing for the 1—2 transition. Note that for the-8 3 the fre-
manifestation of bath-induced CT contributions. guency shift is negative sinee;;™> wy; .

To understand the two effects of non-Bloch type relax-  In Fig. 3 we also compare the Bb) with the solution of
ation, i.e., change of the width and position of resonances, ithe FR equationgd) for the case that in the second coher-
more detail, let us consider a three level system comprised afnce period, i.e., durings;, a low-frequency transition is
the states0), |1), |2) of the present model. Looking only at excited. In the present case the respective transition is 2
the coherences and taking into account CT induceBRy;  —3 (ws/2mc=296 cmit). Again we notice that the FR
one can write down two coupled equations of motiondey  dynamics is rather different from the BL. The fact that CT

RS 1= Ro1.21~ Roo2 o7 -
’ ’ Hwyp— wy)+ R%0,20
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FIG. 4. Double sided Feynman diagrams contributing to the third-order 1
response function for the symmetric double minimum system in Fi¢a)1. Q /[Z2nc E{;m' ]
Diagram which is influenced by the CT mechanism leading to the “dress- I I:B}
ing” of transition energies and dephasing rates as given in E§.and
(24). For the example in Fig.[8) and (c)] (i=0k=3) and {=1k=1) 2000
holds for the diagonal peaks ab{y,ws0) and (w,;,w,q), respectively(b)—
(d) Typical diagrams relevant for the response after initial preparation in the
superposition statg Z) +|3))/v2 as shown in Fig. 6. Diagrams liki)—(d)
are discussed as cas@s-(iii) in Sec. IV B. 1900
=
. o : L, 1800
has a stronger influence on the-2 transition is reflected in O
the narrowing of the respectivdeft) peak. This causes a 5
considerable change in the amplitudes shifting the maximum 1700
in panel(d) to (Q1,03)~(w,,w37) while the two peaks G

were of similar amplitude in the Blb). Closer inspection

shows that there is a small shift of the resonance position 1600
along the(); axis due to CT processes relateddg, and

w,o. However, the 2-3 transition is rather unaffected by

non-Bloch terms in the relaxation matrix. In fact, neither the 1600 1700 1800 1900 2000
width nor the position along th€); axis are appreciably 4
modified. This is not surprising since all possible transitions 5111'r2 nc [em ]

for CT are far off-resonant.
In Fig. 5 we compare the Bla) with the FR dynamics FIG. 5._(Co|or) Same as Figs. (@) and 3c) but with inclusion of pure
(b) for a case where pure dephasing is included. The paranﬁ’—eﬁhoasg'g; B_"_pa”db_‘)bFoFé_pa”ifb/)z' The ngtem__lbath parameters are:
eters have been chosen such that the dephasing rate for the. 1990714, 7570005, anduc/2me=500 em
1—2 transition does not change as compared to Fig. 3. This
amounts to changing the ratig,s/gq and thus the relative
importance of zero- and two-quantum transitions. As a con- ) ) ] ) )
sequence of the symmetry and its particularly pronounceé“ the prgsent sm_wula_tlon the first term is kept cor)stant whl!e
effect on the matrix elements of the dephasing rates and the_relatlve contrlbgtlon frqm the_second and third terms is
therefore the relative magnitudes of thes2 and 03 tran-  varied. Apparently, iRqp, 5, is dominated by pure dephasing
sitions become different. This is reflected %Q5,0,) al- @S in Flgaia) tr(}e observed change in relative amplitudes is
ready in the BL in Fig. &). Specifically, one obtains for the due toR5; ,/RE; ;5> 1. In passing we note that for the same
pure dephasing contributiong%‘fZib= ypdgé(qga_ng)z_ rgasonzthe |£1fluence of pure dephasingRag 1pis negligible
Keeping only the dominant terms from the population relax-S"M¢€dog™ d11- _
ation related dephasing one has Upon inclusion of all Redfield tensor elements the same
effect as in the case with no pure dephasiof Fig. 3 is
Ro1,01~ 010 °Ci (@10 +]05d *Cogl @20) seen. However, here it approximately compensates for the
redistribution of amplitudes introduced by pure dephasing.

2,2 2.2
¥ A2 410" This is a consequence of the dependence of the CT Redfield

R30,30~|Q1o|2CLL(w01)+ |CI§1|2CQQ(<031) tensor elements on the rati)q,d/.gQ which is different from _
2 9 2y that of the elements responsible for coherence dephasing.
+ ¥pd90(d33~ doo) - Noting that R 4= ¥pdd1 9oUna(d5a—da) and keeping

Downloaded 06 Mar 2008 to 130.54.110.22. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/jcp/copyright.jsp



2162 J. Chem. Phys., Vol. 119, No. 4, 22 July 2003 O. Kuhn and Y. Tanimura

_ 5 P 5
e : i Aﬂ".hll
500 0 500 P o
1000 50 1000 RIS 550
130 500 1500 500
2{}!}{}'750 ELH_H.J'-,rm
S
{Bj # horm {D} .
> = | 0.0005 : TR
- -tﬂ J ]
500 - :': A, 500 (T, .
21000 e,
:F'a-;;; 250 1000 250
0, 2000 750 .;@5\ 000
Y ) 750
~

FIG. 6. (Color) Homodyne signal Eq20) for a system initially prepared in the nonequilibrium std®) ¢-|3))/v2. The BL[(a) and(b)] and the FR dynamics
[(c) and(d)] is shown fort;=0 [(a) and(c)] andt,;=1000 fs[(b) and(d)]. The relevant transitions frequencies aigy= 296, w,3= 1048, w,;= 1630, and
w3p=1936 cn *. The system—bath parameters ajg=0.19,go=3, ¥,4=0, andw/2rc="500 cni *. Notice that the rather strong resonanc€gt wsq is
not shown for clarity.

only dominant terms from the remaining contributionsto Eq. In Fig. 6 we show the homodyne signal,
(9) one obtains Shom(Q3,15,t1), in the spectral range also covered in Fig. 3
2 2 for the BL without [t;=0, panel (8] and with [t;

Ra1.20~ 1810l (A0~ 22)[ CLo( @od) + 9L G0 el =1000 fs, panel(b)] evolution during the first coherence
Rso.31~191d (971~ A39)[ CLo(@10) + 9190 Vpd- period. We can distinguish three types of resonances which
evolve during thet, period in (i) one of the states of the
ground state tunneling doubl€ij) one of the states of the
> ) , d excited state tunneling doublet, afiil) some higher excited
—03q) dependence resp.o.n3|blle for the different be_hawor 0Edelocalizet)l above barrier state. Typical Feynman diagrams
the 1—2 and 0- 3 transitions is not mfluenced. This _re;ult are shown in Figs. @)—4(d). In Fig. 6 these resonances give
of course reflects the fact that mixed linear—quadratic intery; ., 4 peaks afls=wao and w,y (i), Qs=ws, (i), andQ

. . . 3 30 21 ' 3 32 ' 3
actlons_ are responsible for bafth-lnduced_CT. C_oherencg g3 (iii). (Notice that due to the linearity of the dipole
depha5|_ng, on the_ o_ther ha_nd, is due 1o linear-linear angperator only the diagonal elements of the initial density
quadratic—quadratic interactions. matrix contribute to the signalAs a consequence of the
larger transition dipole matrix elementS,y{(3,t5,t;=0)
shown in Fig. 6a) is dominated by typdii) and (iii) reso-

In the following we will discuss the IR response function nances. Generally speaking the higher the quantum number
including population relaxation during the period. As it  the faster will be the population relaxation for a considered
was shown previousR? multidimensional spectroscopy has state. Consequently, the tyjiéi ) resonance af);= w,3 de-
the capability to measure not only the position but also thecays more rapidly along thig axis as compared to the type
momentum of a wave packet. Since a chemical reaction praii) resonance af);=ws,. Since the dephasing rates in-
cess is a movement of the wave packet and the dynamiasease as well for the higher excited states, allowing coher-
starting from an equilibrium state are rather unspectaculagnce evolution durind, leads to the disappearance of the
we focus on the time evolution of a nonequilibrium state.peaks in the order typgii ), (ii), and finally(i). Therefore, in
Specifically, we assume that the system has been preparedpanel(b) the signal is dominated by the ty|ig resonances at
the superposition statg2)+|3))/v2 which is localized to Q3= w3y and wy;.
the right of the barrier. We envisage such a state, e.g., as to The situation changes for the FR case as can be seen
emerge from a laser control scheme or to be part of the initiafrom the corresponding pane(s) and (d) of of Fig. 6. As
state nuclear wave packet after some photoexcitation pradiscussed in the previous section, the resonance for the 1
cess. —2 transition will be considerably narrowed due to CT. In

Thus changingype/gq will merely modify the relative con-
tributions of the two terms to the square brackets. Tdf, (

B. Nonequilibrium initial conditions
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Fig. 6(c) this compensates for the smaller transition dipolewhich usually will be much faster than the time scale of
matrix element and—in contrast to Fig(ap—the type (i) ground state tunneling. Further, it is important to note that
resonance af);= w,4 is clearly observed. Inspection of this for the present symmetric system such coherence transfer is
resonance shows that the relaxation during ttheeriod is  caused by the combined effect of bilinear and quadratic—
slowed down as well. Again the tyd#@) and(iii) resonances linear system—bath coupling. For the treatment of nonreac-
are the first to disappear if coherence evolution dutings  tive system the latter is normally not included, although it
included[Fig. 6(d)]. can lead to a distinct multidimensional signal as shown
As a consequence of the long decay time of fhg  recently!* For the reactive case as encountered in proton
= wy1 resonance a slow modulation of the signal alongtthe transfer systems, however, the quadratic interaction with bath
axis can be clearly recognized. This feature, also present imodes in general cannot be neglected. Here such modes are
the (03= w3y resonance and in the BL, is due to the dampedknown as gating modes for they can promote the proton
wave packet oscillation between left and right potentialtransfer by reducing the reaction barfi@r.
wells; the oscillation period being determined by the splitting ~ The present results have been obtained under the as-
of the excited state tunneling doublet. Viewed from anotheisumption of a weak system—bath coupling in the white noise
perspective, this is a manifestation of the isomerization readimit. The most obvious improvement would start from an

tion dynamics in the two-dimensional IR signal. enlarged system, i.e., by including a strongly coupled mode
explicitly into the relevant part which is then treated using
V. CONCLUSIONS Redfield theory?®®’® On the other hand, the quantum

gokker Planck equation approach has been shown to be
uitable to incorporate  Gaussian—Markovian heat
aths!*1655Being formulated in phase space, however, the
omputational effort for including more than one degree of
reedom into the relevant system becomes prohibitive. Still
other alternative is given by a path integral formulation for

In recent years multidimensional spectroscopy ha
emerged as a powerful tool for investigating structural an(f)
dynamical correlations in molecular systems. While previou
theoretical work had been focused on nonreactive situation
the present contribution is to our knowledge the first study o

a condensed phase reactive multilevel system. Our empha;

was put on the dynamics of a reaction coordinate moving |rji € e]?umbnum cto;relatlfotr;]funcltlorf’ftHeretone _lrshrestrlcted ¢
a symmetric double minimum potential under the mﬂuence0 a few eigenstates ot the relevant system € success o
this approach therefore depends on the possibility to map the

of a bilinear and a quadratic—linear system—bath coupling. ot bath int " ; iral d tv which
For the sake of clarity the system parameters were choset stem—bath in eraction onto a spectra ens.| y whic gives
se to short correlation times only. However, it is important

such that there were two pairs of states below the reac'uoH . . .
emphasize that relaxation processes induced by a

barrier giving rise to symmetry-allowed transitions WhICht
could be easily distinguished. The situation is exemplaryquadrat'c linear system—bath coupling in the coordinate rep-
e.g., for proton transfer across weak H bonds. resentation of the Hamiltonian are usually not taken into ac-

Recent ultrafast experiments on H-bonded systems prd count in the path integral approach. No matter what the spe-

vided evidence for subpicosecond phase and energy relaﬁIfIC approach is, multidimensional spectroscopy wil

ation time scale® " The information about the time scales provide a stringent test of its validity when it comes to the
is usually extracted from the experimental data using either gomparlson with experimental data.

Brownian oscillator description—in close analogy to the

treatment of electronic transitions—or a simple phenomenocACKNOWLEDGMENTS
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