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Excitable media show changes in their basic characteristics that reflect temporal changes in the environment.
In the photosensitive Belousov-Zhabotinsky (BZ) reaction, excitability is decreased by illumination. We found
that a traveling pulse failed to propagate when a certain level of light intensity was switched on abruptly, but
the pulse continued propagating when the light intensity reached the same level gradually. We investigated the
mechanism of adaptation of pulse propagation to the change in light intensity using two mathematical models,
the Oregonator model (a specific model for the photosensitive BZ reaction), and the FitzHugh-Nagumo model
(a generic model for excitable media). The appearance of a characteristic such as adaptation is shown to be a

general feature for a traveling pulse in excitable media.

DOI: 10.1103/PhysRevE.76.016205

I. INTRODUCTION

Excitability plays an important role in various systems in
nature, such as heart tissues [1], nerve axons [2], the retina
[3], aggregating amoebae [4], the catalytic CO oxidation re-
action on a Pt surface [5], and the Belousov-Zhabotinsky
(BZ) reaction [6,7]. These systems change their features de-
pending on changes in environmental factors: temperature,
brightness, pressure, etc.

The eye adjusts to changes in light. This process is called
“adaptation.” The human eye can work under very low to
very high levels of light intensity—its sensing capabilities
span nine orders of magnitude. Most of this adaptation to
changes in light occurs in the retina. Under adaptation, the
retina primes more or fewer photoreceptor molecules to re-
ceive light depending on the ambient brightness. In addition
to sight, it is well known that adaptation is a characteristic of
sensation in general [8]. Usually, adaptation is considered to
be managed through a feedback mechanism via a neural cir-
cuit. However, “adaptation” may also involve some other
mechanism, i.e., the excitability of terminal neurons can be
modulated through time-dependent input from the external
environment. In this study, we examined the latter possibility
through an experimental system exhibiting excitability.

We examined the adaptation of a single excitation pulse to
a temporal change in the environment by using the photosen-
sitive BZ reaction [9,10]. Previously, Agladze and co-
workers found that the development of a single rotating spi-
ral wave depends on the rate of change in excitability [11]. In
this chemical system, light illumination results in the produc-
tion of bromide [12], which inhibits the chemical reaction.
Thus, excitability can be easily controlled by changing the
intensity of illumination as an environmental parameter
[13,14]. We found experimentally that the nature of pulse
propagation depends on the rate of change in light intensity.
The experimental results can be reproduced well by a nu-
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merical simulation based on the Oregonator model [15,16].
Furthermore, we will interpret the essential features of adap-
tation by using the FitzHugh-Nagumo (FHN) model [17,18],
which includes a generic mathematical structure in an excit-
able system.

II. EXPERIMENTAL PROCEDURE

We used the photosensitive BZ reaction with ruthenium
(Ru) catalyst as an experimental system. The final concentra-
tion of the photosensitive BZ solution was [NaBrOs]
=0.6M, [H,S0,]=0.3M, [CH,(COOH),]=0.2M, [NaBr]
=0.05M, and [Ru(bpy);Cl,]=1.7 mM, which is similar to
that in the previous study [19]. Here bpy means bipyridyl
(CoN,Hg). A cellulose nitrate membrane filter (Advantec,
A100A025A) with a pore size of 1.0 um was soaked in the
BZ solution (5 ml) for about 3 min. The soaked filter was
gently wiped with paper to remove excess solution and
placed on a glass plate. The surface of the membrane filter
was completely covered with about 1 ml of silicone oil
(Wako, WF-30) to avoid drying and to protect it from the
influence of oxygen. The experiments were carried out in an
air-conditioned room at 22+1 °C. We confirmed that no
spontaneous excitation was generated on the reaction field
even without illumination.

The medium was illuminated from below, as shown sche-
matically in Fig. 1. A liquid-crystal projector (Epson, ELP-
810) was used as a light source, and the spatiotemporal dis-
tribution of the light intensity was controlled by a personal
computer. The nature of pulse propagation was monitored
from above with a digital video camera (Panasonic, NV-
GS100) and recorded on videotape. For image enhancement,
a blue optical filter (Asahi Techno Glass, V-42) with a maxi-
mum transparency at 410 nm was used. The light intensity at
the illuminated area was measured with a light-intensity
meter (As One, LX-100).

III. EXPERIMENTAL RESULTS

Figure 2(a) shows snapshots of pulses propagating on
quasi-one-dimensional 1.0-mm-wide tracks (R1 and R2),

©2007 The American Physical Society
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FIG. 1. Schematic illustration of the experimental system for the
photosensitive BZ reaction.

where the tracks were illuminated at 0.5 kIx for r<<0. At ¢
=0 the light intensity started to increase from 0.5 to 17 klx.
Outside the tracks the field was illuminated continuously at
66 klx, which completely inhibited excitability. To investi-
gate the effect of the rate of increase in light intensity on the
nature of propagation of the excitation pulse, we changed
light intensity from 0.5 to 17 klx for tracks in both R1 and
R2, where the duration of the change was 110 and 0.1 s in
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R1 and R2, respectively. Figure 2(b) shows the experimental
results for the photosensitive BZ reaction, presented as spa-
tiotemporal plots of single-pulse propagation along R1 and
R2, respectively. In Fig. 2(b), each bright line corresponds to
the propagation of an excitation pulse. Under a slow change
in light intensity, the single pulse propagated throughout the
track to the farthest end (R1). On the other hand, under an
abrupt change, the single pulse disappeared (R2).

Taken together, these results show that a pulse could not
propagate when the light intensity was changed abruptly
from 0.5 to 17 klx, while it was found that a stable excitation
pulse can propagate under stationary conditions at both light
intensities (0.5 and 17 klx). This can be translated as follows.
A traveling pulse can be easily generated under lower light
intensity; in this case, a pulse could not be generated by an
abrupt increase in light intensity from an initial state with
lower light intensity, but it could by a slow increase.

IV. NUMERICAL CALCULATION

We have adopted the so-called two-variable Oregonator
model to interpret the nature of pulse propagation in the
photosensitive BZ medium [15,16]. To investigate the
mechanism that underlies the observed phenomena, we per-
formed numerical calculations using the modified Oregona-
tor model [20,21] for the photosensitive BZ reaction,
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FIG. 2. Experimental results. (a) Top view of the reaction tracks at £=0 on R1 (r=—110 on R2). The white region was illuminated at
66 klx, and showed complete inhibition. The two stripes R1 and R2 were initially affected by a slight suppression effect at 0.5 klx. At ¢
=0 the light intensity started to increase to 17 klx (largely suppressed state), and the rates of change were different between R1 and R2. (b)
Spatiotemporal plots showing the different nature of pulse propagation between the tracks. The pulse propagated throughout the track under
a slow change (R1), whereas it failed to propagate under an abrupt change in light intensity (R2).
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FIG. 3. Numerical results based on the Oregonator model, Egs. (1)—(5). The parameter for light intensity was varied: (a) T=2.8 and (b)
0. (i) Time trace of light intensity. We set r=0 at the moment that ¢ begins to change. (ii) Spatiotemporal plots of single-pulse propagation
in one-dimensional excitable media for different 7. The propagating pulse disappears in (b) and survives in (a).

Jv

1
E =D,V + e—vg(u,v), (2)
Flv, ) =u(l =u) - (fo + ) —, 3)
u+q
gu,v)=u-v, 4)

where ¢ represents an environmental factor, corresponding
to the light intensity in our experiments. The variables u# and
v are the dimensionless concentrations of the activator and
inhibitor, respectively. D, and D, are the diffusion coeffi-
cients of the activator and inhibitor. The functions f(u,v, ¢)
and g(u,v) represent local reactions with characteristic time
scales of €, and ¢,. We introduce the temporal change in
light intensity ¢ as follows:

¢ (t=0)
D)=\ P+ (dy—P)T (0=t=T) (5)
dy (=T).

We change the light intensity ¢ from ¢;=0.015 to ¢y
=0.0974, just as in the experiment. T is the duration of
change in light intensity; i.e., the parameter 7 is reciprocal to
the rate of change in light intensity. It is not known whether
there is a linear relationship between the light intensity in the
real experiments and the parameter ¢ in the Oregonator
model. Thus, in the numerical calculation, the parameter cor-
responding to the light intensity, ¢, is changed linearly for
simplicity. How the manner of the change in light intensity,
such as exponential, linear, etc., affects the pulse propagation
is a matter for further investigation.

Throughout the calculations, we set f=3.0, ¢=0.002, €,
=0.004, ¢,=1, D,=1, and D,=0.6. Numerical calculations
were carried out using the Euler method for the diffusion
terms and the fourth-order Runge-Kutta method for the reac-

tion terms. Neumann boundary conditions were adopted. The
time step is taken to be Ar=0.000 02, and the mesh size is
taken to be Ax=0.01.

Figure 3 shows the numerical results; Fig. 3(a) and Fig.
3(b) are spatiotemporal plots of single-pulse propagation un-
der slow (7=2.8) and abrupt (7=0) changes, respectively.
When T=2.8, the traveling pulse survives with a change in
light intensity [Fig. 3(a)]. On the other hand, when 7T'=0, the
pulse fails to propagate with a change in light intensity [Fig.
3(b)].

Figure 4 shows numerical results for the lifetime 7 versus
T. The lifetime 7 is defined as the time interval from when
the light intensity ¢ begins to change to when the traveling
pulse disappears (the size of the traveling pulse in space units

10

0 05 1 15 éT 25
T
Tc

FIG. 4. Lifetime 7 of the traveling pulse for different T as de-
duced from the numerical calculation. A pulse fails to propagate
when the duration of light growth 7 is smaller than 7., and survives
when T is larger than 7,. Calculations were performed with the
modified Oregonator model [Egs. (1)—(5)], where the parameters
are ¢;=0.015, ¢;=0.0974, f=3, ¢=0.002, €,=0.004, €,=1, D=1,
and D,=0.6.
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becomes 0). When T>T,, 7 diverges to infinity. Thus, a
pulse survives under a slow change (7> T.), whereas it fails
to propagate under an abrupt change (T'<<T.). These numeri-
cal results well reproduce the experimental trends.

V. DISCUSSION

The nature of pulse propagation in excitable media de-
pends on the rate of change in an environmental parameter.
The experimental and numerical results can be understood
within the framework of reaction-diffusion systems. The
FHN model [17,18] has almost the same mathematical struc-
ture as the Oregonator model. We will discuss our results
using the FHN model, which was modified similarly to the
modified Oregonator model [Eqgs. (3) and (4)], where the
environmental parameter ¢ decreases the excitability of the
system,

f(u,v,d)):u(l—u)(u—a)—v—¢, (6)

gu.v)=u-y. ()

Figure 5 shows the schematic difference between the re-
sponses to slow and abrupt inhibitory stimuli. Here, a crucial
issue is what governs pulse propagation. Will the pulse
propagate forward so that the new region excited by diffu-
sion from the pulse front will grow, or will it disappear so
that the excited region will shrink? To address this issue, the
value of the excitation threshold E,(v, ¢) in the vicinity of
the traveling pulse [}, = E,(v r»¢)], which is defined in Fig.
5(c), is important [22,23]; here vy is the value of the slow
variable v(x,#) in the vicinity of the pulse front. It is well
known that, when the excitation threshold Ey(v, ¢) is very
high, the newly excited region cannot expand, but rather can
only shrink, if we nevertheless excite the medium [22].

Let us briefly explain that the value of E{h depends on the
rate of change in the environmental parameter, and that un-
der an abrupt change in ¢, the value of E{h is higher than that
under a slow change. Since u and v are continuous with
respect to x, v, is equivalent to v(x,?) in the homogeneous
area [H in Fig. 5(a)] in front of the traveling pulse, where the
diffusion terms are negligible (VZu=V2?v=0), and hence the
dynamics of # and v can be described by the following equa-
tions:

d 1

ﬁ - E_f(uh’vln ¢(I))’ (8)
d 1
U = gt ©

v

where u;,(t) and v,,(¢) are the values of u and v in this homo-
geneous area. Figure 5(b) shows the nullcline of the equa-
tions [f;=f(u,v, ), fy=f(u,v,dy)]. With a change in the
environmental parameter from ¢=¢; to ¢, the state in the
homogeneous area (u;,,v,) changes from a stable fixed point
under ¢= ¢, (P) to that under ¢=¢;; (Q), where the trajec-
tory from P to Q depends critically on the rate of change in
the environmental parameter. Under a slow change, the state
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FIG. 5. Schematic representation of the response of the system
to slow and abrupt changes in inhibitory stimuli. (a) Value of the
slow variable in the vicinity of the pulse front v, can be considered
to be equal to that in the homogeneous area (H). (b) Nullclines of
Egs. (8) and (9) are shown for ¢p=¢; and ¢y [f1=f(u,v,d), fu
=f(u,v, ;)] The points P and Q give stable fixed points under
¢=¢; and ¢y, respectively. Under a slow change, the resting state
changes by a quasistatic process (PQ). On the other hand, with an
abrupt change, it changes by a two-step process (PRQ). (c) Excita-
tion threshold Ey(v, @), which can be estimated as v—vy,, [22],
where v, is the value of v at the bottom of the u nullcline
Sf(u,v,¢)=0. Under a slow change in ¢, the value of the excitation
threshold in the vicinity of the pulse front is equal to Ey(vg. ¢y).
On the other hand, under an abrupt change, it changes from
En(vg, ¢ to Eq(vg, ¢p), where Eq(vg, éy) > En(vg. dry)-

changes in a quasistatic process (P— Q). On the other hand,
under an abrupt change, the state changes in a two-step pro-
cess(P—R— Q), since u and v are fast and slow variables,
respectively.

Thus, under a slow change, the value of v, at ¢=dy; is
equal to vy. In contrast, under an abrupt change, it changes
from vg to vy (Vg>vp). Under an abrupt change in ¢, the
value of the excitation threshold in the vicinity of the pulse
front is higher than that under a slow change [E{h
=E(vg, 1) > En(vg, ¢y) in Fig. 5(c)]. Hence, under an
abrupt change, the new region excited by diffusion from the
pulse front shrinks, resulting in disappearance of the travel-
ing pulse.

To verify the correctness of our proposed mechanism, we
performed a numerical calculation using the modified FHN
model [Egs. (1), (2), (6), and (7)]. Numerical calculations

016205-4
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FIG. 6. Diagram of the transition of the traveling pulse under abrupt and slow changes in the environmental parameter, obtained from
numerical results using the modified FHN model [Egs. (1), (2), (6), and (7)]. (a) Diagram of the transition in three dimensions. (b) Projection
figures of (a) to (i) ¢-S and (ii) d)-E(h planes. The parameter S is defined as the size of the traveling pulse in space units. The value of the
excitation threshold at the pulse front E{h and the environmental parameter ¢ are plotted. The black [ P(¢)] and gray [U(¢)] dots indicate the
stable traveling pulse and the trivial uniform solutions for various ¢, respectively. As T increases, the trajectory more closely approaches the
set of stable pulse solutions. The black dashed trajectory (T=40) is very close to the set of stable pulse solutions. Under a slow change
(T=6), the stable pulse solution under ¢=¢; [P(¢;)] changes to the stable pulse solution under ¢=¢;; [P(¢;)]. Under an abrupt change
(T=4), the stable pulse solution under ¢=¢; [P(¢;)] changes to the trivial uniform solution under ¢=¢;; [U(¢y)].

were carried out in the same way as described above. The
environmental parameter ¢ changes from ¢;=0 to ¢y
=0.15 [Eq. (5)]. Throughout the calculations, we set a
=0.08, y=0.5, ¢€,=0.001, €¢,=1, and D,=D,=1. The time
step was taken to be Ar=0.0001, and the mesh size was taken
to be Ax=0.05.

Figure 6 shows the transition processes of a single pulse
against various changes in the environmental parameter from
¢;=0 to ¢;=0.15. This process depends on the rate of
change in the environmental parameter. Under an abrupt
change in ¢, the value of E{h is higher than that under a slow
change [see Fig. 6(b) (ii)]. This result supports our mecha-
nism. Since the FHN model includes a generic mathematical
structure for excitable media, we can also apply this mecha-
nism to other excitable systems. In fact, we have confirmed
that adaptation in pulse propagation is also seen in the nu-
merical results obtained with the McKean model [24].

VI. CONCLUSION

The result shows one of the simplest mechanisms of ad-
aptation. As suggested above, the phenomenon of adaptation
might be common for all excitable media, since the mecha-
nism of this phenomenon is based only on the general char-
acteristic of excitable media: a large difference in time scales
between the dynamics of the activator and inhibitor. Many
biological systems exhibit excitability. In the present study,
we have shown that adaptation is caused by an intrinsic
property of excitable media, and that, even without any ap-
parent negative feedback circuit, adaptation can be realized
for a simple traveling pulse. The generic mechanism de-
scribed here may help us to understand the general adaptaion
in sensation in living organisms. A scenario in response to an
environmental change such as reported in the present study
may play an important role in the mechanism of adaptation,
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and may possibly apply to the elegant procedures incorpo-
rated in information processing in biological systems.
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