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Emergence of stationary multimodality under two-timescaled dichotomic noise
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We study a linear Langevin dynamics driven by an additive non-Markovian symmetrical dichotomic noise.
It is shown that when the statistics of the time intervals between noise transitions is characterized by two
well differentiated timescales, the stationary distribution may develop multimodality (bi- and trimodality). The
underlying effects that lead to a probability concentration in different points include intermittence and also a
dynamical locking of realizations. Our results are supported by numerical simulations as well as by an exact
treatment obtained from a Markovian embedding of the full dynamics, which leads to a third-order differential
equation for the stationary distribution.
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I. INTRODUCTION

The behavior of far-from-equilibrium systems has been a
subject of study during recent decades. In fact, a rich variety
of behaviors arises when studying the interplay between de-
terministic dynamical effects and external noise fluctuations
[1–4]. This last ingredient may induce statistical properties
that are unexpected when considering solely the deterministic
dynamics.

A paradigmatic property that fluctuations may induce is
multimodality, meaning that a system fluctuates with higher
probability around a set of well-defined points in its phase
space. Their location follows from the interplay between
the deterministic (dissipative in general) system dynamics
and the statistical properties of the driven fluctuations. For
a wide class of systems the fluctuations can be represented
by Gaussian white noises. Thus, the probability evolution can
be described through a Focker-Planck dynamics [1–4]. Some
examples where multimodality can be found in a stationary
regime are diffusion driven by a random shear flow [5,6], and
grafted polymers [7–10], just to name a few [1]. The develop-
ing of transient multimodality in Focker-Planck dynamics has
also been of interest [11].

Complexity may lead to a breakdown of the Gaussian
noise assumption. In fact, multimodality has also been studied
beyond this approximation. For example, in Refs. [12,13] it
was shown that bimodality may arise in confined Langevin
dynamics driven by Lévy flights. The stationary probabil-
ity concentrates in locations that do not correspond to a
minimal of the potential energy. Extension of this unusual
noise-induced phenomenon to asymmetric Lévy noises was
performed in Ref. [14], while the emergence of multimodality
under similar conditions was studied recently in Ref. [15].

*Corresponding author: adrianbudini@gmail.com

Dichotomic noises are a class of non-Gaussian fluctuations
that are also of interest for modeling a wide class of non-
equilibrium dynamics. In fact, environments switching be-
tween two well differentiated states lead to this case, which in
turn may also induce bimodality [16–20]. Similarly to the pre-
vious noise statistics [12–15], the emergence of this property
in stochastic Langevin dynamics driven by both dichotomic
and (white) Gaussian noises has also been studied [21–23]. In
particular, in Refs. [22,23] it was shown that a linear stochastic
dynamics may lead to a transitory bimodality. This effect
can be understood by a statistical smoothing produced by the
Gaussian noise on the (transient) “front probability” induced
by the dichotomic noise [24].

In the same way as previous studies based on Langevin
equations (Refs. [12–15] and [21–23]), the goal of this paper
is to study the emergence of stationary multimodality in lin-
ear stochastic dynamics driven by a (unique) two-timescaled
dichotomic noise. Due to the linearity of the underlying dy-
namics this effect cannot be understood as fluctuations around
fixed points of the deterministic dynamics [25–28]. In fact,
we show that contrarily to previous results on linear Langevin
dynamics driven by a dichotomic noise with an exponential
correlation [29–33], here the interplay between dissipation
and the noise timescales leads to the emergence of stationary
multimodality (bi- and trimodality).

The noise transitions are defined by a renewal process
[34,35]. The corresponding waiting time distribution, which
gives the probability density for the elapsed time between
noise transitions, is characterized here by two different
timescales (biexponential behavior), in contrast to a mono-
tonic exponential behavior. When these two timescales are
widely separated, in the scale of the intrinsic dissipation time,
phenomena such as intermittence and a dynamical locking of
realizations emerge, which in turn are related to the emergence
of multimodality in the stationary probability density. Our
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results are supported by numerical simulations. In addition,
using a Markovian embedding of the total dynamics [36],
an exact analytical treatment is developed. It leads to a
third-order differential equation for the stationary distribution,
which from a series expansion provides an exact analytical
support to our main results.

The manuscript is outlined as follows. In Sec. II we intro-
duce the stochastic Langevin dynamics and characterize the
noise properties. In Sec. III, after formulating a Markovian
embedding of the stochastic dynamics, we obtain a differential
equation for the stationary probability density. In Sec. IV the
phenomenon of noise-induced multimodality is studied. In
Sec. V, we provide the Conclusions. Calculation details are
provided in the Appendices.

II. STOCHASTIC DYNAMICS

The underlying dynamics is defined by a stochastic vari-
able vst(t ) whose realizations follow a linear Langevin evolu-
tion,

dvst(t )

dt
= −γ vst(t ) + ξ (t ). (1)

vst(t ) can be read as the velocity of a “Brownian” particle.
For simplicity, it is taken as a dimensionless variable. As
usual, the constant γ characterizes dissipation, while ξ (t ) is
a symmetric (renewal) dichotomic noise with amplitude ξ0.

Thus, at random times it switches between the constant values
±ξ0. In each sojourn time interval (ti, ti+1), where the noise
amplitude is constant, the stochastic dynamics Eq. (1) can be
integrated as

vst(t ) = e−γ (t−ti )vst(ti ) ± ξ0

γ
[1 − e−γ (t−ti )], t ∈ (ti+1, ti ),

(2)

where the two solutions (±) depend on the noise sign. From
this expression it follows that when γ (ti+1 − ti ) � 1 the real-
izations saturate to the constant extreme values ±v0 with v0 ≡
(ξ0/γ ). Furthermore, it is simple to realize that when vst(t )
reaches the interval (−v0,+v0), it remains in this interval
forever. Consequently, the stationary distribution associated to
vst (t ) is restricted to that domain.

The time intervals �ti = ti+1 − ti are statistically indepen-
dent random variables, which gives the renewal character
of the evolution [34,35]. A waiting time distribution w(t )
[t ↔ �ti = ti+1 − ti] defines their probability density, with
normalization

∫ ∞
0 dtw(t ) = 1. The random time intervals can

explicitly be obtained from a survival probability �(t ) ≡
1 − ∫ t

0 dt ′w(t ′). In fact, they follow from solving the equation
�(t ) = r, with random numbers r ∈ (0, 1). This procedure
allows us obtain the realizations vst (t ) after knowing �(t ).

A. Markovian dichotomic noise

A common choice of the time interval statistics is given by
an exponential function,

w(t ) = φe−φt , �(t ) = e−φt , (3)

where φ is a characteristic rate. As is well known [3], this
statistics defines a Markovian noise dynamics, where the
times at which the noise transitions happen are Poissonian

distributed [34,35]. The noise correlation Cξ (t ) ≡ 〈ξ (t )ξ (0)〉,
where 〈· · · 〉 denotes an ensemble average, reads Cξ (t ) =
ξ 2

0 exp[−2φ|t |]. Different analyses of linear Langevin dy-
namics driven by this kind of statistics were performed in
Refs. [29–32].

B. Two-timescaled non-Markovian renewal dichotomic noise

In our approach, we consider departures with respect to an
exponential waiting time distribution, which renders the noise
dynamics non-Markovian. As a minimal model, we consider
a biexponential structure,

w(t ) = pαe−αt + qβe−βt , �(t ) = pe−αt + qe−βt , (4)

where the rate constants α and β are arbitrary ones, while the
weights p and q satisfy p + q = 1.

Depending on the values or the characteristic parameters
{p, α, β}, the waiting time distribution (and survival prob-
ability) may develop strong departures with respect to an
exponential behavior. As analyzed below, this feature leads to
drastic changes in the statistical properties of vst (t ). As a mat-
ter of fact, the noise correlation Cξ (t ) becomes a biexponential
function (see Eq. (39) in Ref. [36]), which has a finite corre-
lation time. Thus, the noise is ergodic in mean square [1,2].

III. MARKOVIAN EMBEDDING
AND STATIONARY DISTRIBUTION

Relevant statistical properties of the processes vst(t )
[Eq. (1)] can be studied through its stationary probability
density P(v) = limt→∞ P(v, t ). The evolution of the time-
dependent probability density P(v, t ) can be formulated in
terms of a Markovian embedding of the “velocity” dynamics,
where auxiliary variables represent the noise states. For clarity
we briefly review the standard Markovian embedding noise
picture.

For the exponential case [Eq. (3)], we write P(v, t ) =
P+(v, t ) + P−(v, t ), where the auxiliary functions P+(v, t )
and P−(v, t ) satisfy (for simplicity, dependencies on v and t
are omitted)

∂P+
∂t

= L+[P+] − φP+ + φP−, (5a)

∂P−
∂t

= L−[P−] − φP− + φP+. (5b)

The Liouville operators L± are defined by their action on
arbitrary functions 
v of v as

L±[
v] ≡ − ∂

∂v
[(−γ v ± ξ0)
v]. (6)

It is simple to realize that P+ and P− correspond to the (joint)
probability density of the stochastic variables vst(t ) and the
noise ξ (t ). In fact, in Eq. (5), the operators L± take into
account the dissipative dynamics with rate γ under external
driven “forces” ±ξ0, while the terms proportional to the rate
φ represent the noise transitions. From Eq. (5) it is possible
to derive a differential equation for the stationary distribution
P(v), which reads (see Appendix A)

(
v2 − v2

0

)∂P(v)

∂v
+ 2v

γ − φ

γ
P(v) = 0. (7)
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This differential equation can be integrated, recovering the so-
lution [see Eq. (10) below] found in previous works [29–32].

For the biexponential case [Eq. (4)] a similar treatment
can be formulated. As demonstrated in Ref. [36], a “four-
level” representation is necessary to take into account the two
timescales of the noise. We write P(v, t ) = Pα,+ + Pβ,+ +
Pα,− + Pβ,−. Thus, each noise state (±) is split in two extra
states labeled by indexes α and β. With adequate coupling
rates between the four states, the extended (four-level) dy-
namic reproduces the statistics of the biexponential waiting
time distribution. The auxiliary joint probability densities
evolve as

∂Pα,+
∂t

= L+[Pα,+] − αPα,+ + αpPα,− + βpPβ,−, (8a)

∂Pβ,+
∂t

= L+[Pβ,+] − βPβ,+ + αqPα,− + βqPβ,−, (8b)

∂Pα,−
∂t

= L−[Pα,−] − αPα,− + αpPα,+ + βpPβ,+, (8c)

∂Pβ,−
∂t

= L−[Pβ,−] − βPβ,− + αqPα,+ + βqPβ,+. (8d)

Similarly to Eq. (5), the differential operators L± take into ac-
count the dissipative dynamics and the external noise “force,”
while the remaining terms define a master equation for the
“four-level noise.” Using that the probability of remaining in
a given level i = {(α,±), (β,±)} is exp(−t

∑
j φ ji ), where

the rates are {φ ji} = {αp, αq, βp, βq}, and that the tran-
sition probability Tj←i between states i and j is Tj←i =
φ ji/

∑
j′ φ j′i, it is simple to realize that the biexponential

statistics Eq. (4) characterizes the transitions between the two
(effective) noise states defined from the probabilities P+ =
Pα,+ + Pβ,+ and P− = Pα,− + Pβ,− [36].

As in the standard exponential case, from the embed-
ding Eq. (8) it is possible to derive a differential equa-
tion for the stationary distribution P(v) = limt→∞ P(v, t ) =
limt→∞(Pα,+ + Pβ,+ + Pα,− + Pβ,−). In contrast to Eq. (7),
here a third-order differential equation is obtained (see
Appendix A),

f3(v)
∂3P(v)

∂v3
+ f2(v)

∂2P(v)

∂v2
+ f1(v)

∂P(v)

∂v
+ f0(v)P(v)=0.

(9)
The functions { fi(v)} are

f0(v) = κ0v, f1(v) = κ1v
2
0 + κ ′

1v
2,

f2(v) = κ2v
(
v2 − v2

0

)
, f3(v) = κ3

(
v2 − v2

0

)2
.

The auxiliary constants {κ0, κ1, κ
′
1, κ2, κ3} are also provided

in Appendix A.
A solution of Eq. (9) in terms of elementary or simple

functions is unavailable. Nevertheless, in Appendix B we
demonstrate that an exact series solution can consistently be
found. This procedure gives us a rigorous analytical support
to the next analysis.

IV. NOISE-INDUCED MULTIMODALITY

In this section we analyze how the presence of two different
timescales in the time elapsed between consecutive transitions

of the noise [Eq. (4)] may lead to multimodality. As a guide-
line, we first analyze the exponential case [Eq. (3)].

In the Markovian noise case, the stationary probability
distribution corresponding to Eq. (7) [P(v) → PM (v, φ)] is

PM (v, φ) = 1

N [1 − (v/v0)2]
φ

γ
−1

, v0 = ξ0

γ
. (10)

N is a normalization constant that depends on the character-
istic parameters. As is well known [29–32], when φ/γ > 1,

the probability is unimodal with a ∩-shaped form, where
the probability concentrates around the origin. When φ/γ =
1, the probability is constant over the domain (−v0, v0).
When φ/γ < 1, the probability assumes a ∪-shaped form,
being concentrated in ±v0. The transition between the for-
mer unimodal behavior to the last bimodal behavior can be
understood from the structure of the realizations [Eq. (2)].
They concentrate around the origin (v ≈ 0) or around the
extremes (v ≈ ±v0) of the probability support depending on
the relation between the characteristic time 1/φ of noise
transitions and the dissipation characteristic time 1/γ . Below
we show how extra bimodal and trimodal features arise when
introducing two timescales in the waiting time distribution.

A. Intermittence

The random time interval �t = ti+1 − ti [see Eq. (2)]
elapsed between noise transitions can be obtained by gener-
ating a random number r ∈ (0, 1) and solving the equation
�(�t ) = r, where �(t ) is the survival probability associated
to the waiting time distribution w(t ). This numerical proce-
dure, which is valid independently of the chosen statistics,
allows us to understand how in the biexponential case [Eq. (4)]
the noise ξ (t ) may develop intermittence, that is, a random
change between two well differentiated regimes. This property,
depending on dissipation, may be inherited by the variable
vst(t ) leading to multimodality in P(v). Both features are
clearly shown in Figs. 1 and 2, respectively.

To get intermittence, we assume that the parameters defin-
ing the waiting time distribution [Eq. (4)] satisfy the inequali-
ties

α � β, p � 1. (11)

Under these conditions it is simple to realize that two
timescales characterize the survival probability �(t ). In Fig. 1
(upper panels) we plot this object jointly with the (ordinary)
noise correlation Cξ (t ) [36] for parameters satisfying the pre-
vious inequalities. In the short timescale (βt � 1) it follows
�(t ) � �α (t ) ≡ α exp[−αt], while in the posterior regime
(αt � 1) �(t ) � �β (t ) ≡ β exp[−βt]. Given that p � 1,

when generating a noise realization, most of the successive
random time intervals are chosen with probability p � 1
(approximately) with the distribution �α (t ), while intervals
with a statistics �β (t ) are rarely chosen with probability
q = 1 − p � 0. The changes between these two statistics lead
to intermittence. This effect is clearly visible in the middle
panel of Fig. 1, where a typical noise realization is shown.
In fact, many successive time intervals have an average time
(1/α) [corresponding to �α (t )], property that we define as
an “active (A) regime,” where many subsequent transitions
+ξ0 ↔ −ξ0 happen (almost black regions). The previous
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FIG. 1. Upper (left and right) panels correspond to the survival
probability �(t ) and noise correlation Cξ (t ), respectively. Middle
panel, realization of the noise ξ (t ). Lower panel, realization of vst(t ),
where the maximal amplitude is v0 = (ξ0/γ ). In all cases, the noise
parameters are p = 0.99, α/γ = 8, and β/γ = 0.1, where γ is the
dissipative rate.

regime is interrupted by intervals characterized by an average
time (1/β ) [corresponding to �β (t )], being associated to an
“inactive (I) regime,” where more than one transition rarely
happens. Given that p � 1, after an inactive regime is more
likely that a new active regime begins, leading to noise inter-
mittence.

The durations of the active and inactive noise regimes are
random variables (see Fig. 1). Their probability densities,
denoted as WA(T ) and WI (T ), respectively, cannot be ob-
tained in an exact way. Nevertheless, when p � 1 and α � β

[Eq. (11)] they can be approached in the following way.
Denoting the Laplace transform (u ↔ t ) with a hat symbol
[ f̂ (u) ≡ ∫ ∞

0 dte−ut f (t )], we write

ŴA(u)p �
∞∑

n=1

[pŵα (u)]n(1 − p), (12a)

ŴI (u)q �
∞∑

n=1

[qŵβ (u)]n(1 − q), (12b)

where wα (t ) ≡ α exp[−αt] and wβ (t ) ≡ β exp[−βt]. The
symbol � denotes that these expressions are valid under
the conditions Eq. (11). We considered that a random time
interval in the active (inactive) regime can be obtained as the
addition of an arbitrary number of consecutive events, each
one occurring with probability p [(1 − p)] and having a dura-
tion given by the waiting time distribution wα (t ) [wβ (t )]. This
approximation, which is valid under the conditions Eq. (11),
explains the convolution structure (in the time domain) of
Eq. (12), that is, the contributions pnŵn

α (u) [qŵβ (u)]n. The
extra factor (1 − p) [(1 − q)] takes into account the end of an
active (inactive) period. Similarly, the factors accompanying
ŴA(u) and ŴB(u) take into account that the active and inactive

FIG. 2. Stationary probability density P(v) in the intermittence
regime. Both, the series solution (full line) and the numerical
one (dashed line) are shown. In all cases the parameters are p =
0.99, β/γ = 0.1, while α/γ = 0.8, 1.2, 2, and 8.

periods begin with probability p and q after the end of the
complementary period, respectively.

We notice that ŴA(u) and ŴB(u) can also be read
as moment generating functions [37]. Nevertheless, their
(sum) structures in Eq. (12) were not derived from this
property. They represent a sum over all possible underly-
ing realizations. On the other hand, using that ŵα (u) =
α/(α + u) and ŵβ (u) = β/(β + u), from Eq. (12) straight-
forwardly it follows WA(T ) � T −1

A exp[−T/TA] and WI (T ) �
T −1

I exp[−T/TI ]. The parameters TA and TI are

TA = 1

(1 − p)α
, TI = 1

pβ
, (13)

which in turn define the corresponding average times TA/I =∫ ∞
0 dTWA/I (T )T . These estimations are valid under the con-

ditions defined by Eq. (11).
The previous analysis explains how, under the conditions

(11), the noise may develop intermittence. Now we search
for extra conditions that guarantees that this phenomenon is
inherited by the process vst (t ) [Eq. (1)]. We found that a
sufficient condition is given by the inequalities

1

γ
� TA,

1

γ
� TI . (14)

Realizations of vst (t ) fulfilling these conditions are shown in
Fig. 1 (lower panel) which clearly develops the phenomenon
of intermittence.

The conditions Eq. (14) have the following meaning. They
imply that in the time intervals of both the active and in-
active noise regimes the statistics of the variable vst (t ), due
to dissipation, reaches a stationary state. The corresponding
stationary probability densities depend on which state (ac-
tive versus inactive) the noise is. In the active and inactive
regimes the stationary probability density can, respectively,
be approximated by PM (v, α) and PM (v, β ), that is, Eq. (10)
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FIG. 3. Upper (left and right) panels correspond to the survival
probability �(t ) and noise correlation Cξ (t ), respectively. Middle
panel, realization of the noise ξ (t ). Lower panel, stochastic real-
ization of vst(t ). The horizontal dashed lines correspond to vmax

[Eq. (21)]. In all cases, the noise parameters are p = 0.5, α/γ = 15,

and β/γ = 1.25.

with rates α and β. Given the ergodicity [38] of the noise,
the full stationary probability distribution P(v) can then be
approximated as

P(v) � TA

TA + TI
PM (v, α) + TI

TA + TI
PM (v, β ). (15)

Consistently with ergodicity, the weights TA/(TA + TI ) and
TI/(TA + TI ) correspond to the fraction of time that the noise
is found in the active and inactive regimes, respectively. Given
that PM (v, α) and PM (v, β ) depart considerably from each
other, and given the significance of the weights, Eq. (15)
demonstrates that the conditions defined by Eq. (14) lead in
fact to intermittence in the realizations vst(t ), that is, a random
change between two different dynamical regimes.

Depending on the characteristic parameters, the (approx-
imated) stationary state (15) may concentrate in different
ways, leading to multimodality. This property is confirmed
in Fig. 2. We show different stationary states P(v), each one
corresponding to different characteristic parameters fulfilling
conditions Eqs. (11) and (14). A change between two points
of accumulations to three ones, that is, a transition between
bimodality to trimodality, is clearly observed. The plots cor-
respond to the exact series solutions of Eq. (9) jointly with
numerical ones [39]. In the scale of the plots both kinds of
results are almost indistinguishable. This feature is also valid
for the approximate solutions given by Eq. (15).

The transition between bimodality to trimodality shown
in Fig. 2 can be understood by analyzing the parameters
constraint defined by Eq. (14) and the expression Eq. (13).
From the definition of TI it follows β/γ � (1/p) � 1. Thus,
taking into account the solution Eq. (10), the contribution
PM (v, β ) in Eq. (15) always accumulates in the extreme
values v = ±v0. However, from TA it follows the condition

FIG. 4. Stationary probability density P(v) in the dynamical
locking regime. Both the series solution (full line) and numerical
one (dashed line) are shown. In all cases the parameters are p =
0.5, β/γ = 1.25, while α/γ = 10, 15, 20, and 50. The vertical
dashed lines indicate the positions of the probability extremum.

α/γ � 1/(1 − p). To fulfill this inequality it may happen
that α/γ < 1, but alternatively it may also be the case that
α/γ > 1. These two different conditions explain the transition
between bimodality to trimodality. In fact, in the first case
the contribution PM (v, α) concentrates in the extreme values
v = ±v0 (leading to bimodality), while in the second case it
concentrates around the origin v = 0 (leading to trimodality).
The realization of vst(t ) shown in Fig. 1 corresponds to this
last case.

B. Dynamical locking of realizations

The bimodality that arises in the Markovian noise case
[Eq. (10)] follows from a probability accumulation that only
happens in the extreme values v = ±v0. Here, we find that
the biexponential correlated noise may lead to bimodality that
occurs inside the domain (−v0,+v0).

As in the case of intermittence, we consider that the
survival probability is characterized by two well differentiated
timescales. We assume

α � β � γ , p � 1/2. (16)

In Fig. 3 (upper panels) we show the survival probability
and noise correlation under these conditions. In the middle
and lower panels we also show a realization of the noise
ξ (t ) and vst (t ), respectively. In contrast to intermittence,
where p � 1, here both timescales have almost the same
weights, p � 1/2. Thus, each timescale is selected with al-
most equal probability, which implies that intermittence does
not develop. Hence, approximation Eq. (15) breaks down. In
fact, in Fig. 4 we show a set of stationary distributions, which
depending on the parameter values develop an increasing
bimodal behavior in the interior of the domain (−v0,+v0).
This feature, as well as that shown in Fig. 2, is completely
oblivious to the Markovian noise case.
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Consistently with the bimodality shown in Fig. 4, the
realizations of vst(t ) [Fig. 3] (statistically) concentrate around
two values ±|vmax|, which in turn coincides with the position
of the probability peaks. Below, we describe the mechanism
that determines the value |vmax|.

We study the stochastic variation of vst(t ) between two
consecutive noise transitions, that is �v±

st ≡ vst(ti+1) − vst(ti ),
where (±) corresponds to the noise sign at the beginning of
the time interval. From Eq. (2) we obtain

�v±
st = [−vst(ti ) ± v0] (1 − e−γ�t ), �t = ti+1 − ti. (17)

We notice that �v±
st depends on the starting point vst(ti ) and

�t . The interplay between the statistical properties of these
two random variables leads to bimodality. The underlying
mechanism is named as a dynamical locking of realizations. It
can be understood by characterizing the ensemble (averaged)
properties of �v±

st .

From Eq. (4) and the conditions Eq. (16), the successive
values of �t can be approximated as follows. The time
interval �t is successively chosen with probability p � 1/2
with the probability density wα (t ) = α exp[−αt], or comple-
mentarily with probability q � 1/2 with the density wβ (t ) =
β exp[−βt]. Thus, we conjecture that the probability concen-
tration of P(v) happens at an initial condition vst(ti ) → vmax

such that the following statistical condition is satisfied:

q〈�v±
st 〉β = p〈�v∓

st 〉α. (18)

The subindexes α and β indicate that contributions propor-
tional to �t are averaged with wα (t ) and wβ (t ), respectively,
which in turn justifies the weights p and q. Explicitly, from
Eq. (17) we get

| − vmax ± v0|q〈1 − e−γ�t 〉β = | − vmax ∓ v0|p〈1 − e−γ�t 〉α.

(19)

In this way, vmax defines the position where the (average)
displacement induced by one timescale (denoted with the
subindexes α and β ) equilibrates the (average) displacement
corresponding to the other timescale. Notice that both kinds
of displacements are in opposite directions (± ↔ ∓), which
justifies the name of the effect. Using that each timescale
is exponentially distributed, 〈1 − e−γ�t 〉φ = ∫ ∞

0 dt (φe−φt )
(1 − e−γ t ), it follows

〈1 − e−γ�t 〉β = γ

γ + β
, 〈1 − e−γ�t 〉α = γ

γ + α
. (20)

Thus, from Eq. (19) we obtain

vmax = ±v0

∣∣∣∣∣
q

γ+β
− p

γ+α

q
γ+β

+ p
γ+α

∣∣∣∣∣. (21)

This result provides an estimation for the location of points of
maximal probability in the stationary state P(v).

During a single realization, given that p � 1/2, consecu-
tive time intervals �t may be chosen with the same statistics
[wα (t ) or wβ (t )], a situation not considered in the previous
deduction. In addition, vst(ti ) may depart considerably from
vmax, which invalidates the replacement vst(ti ) → vmax. Nev-
ertheless, we consider that these extra statistical components

lead to a small modification to the previous estimation. In fact,
as shown in Fig. 4, Eq. (21) provides an excellent approxima-
tion for the peak positions, which shows the consistence of the
previous analysis and statistical explanation.

Contrary to the case of intermittence [Eq. (15)], here it
is not easy to derive a simple analytical approximation for
the full stationary distribution P(v). Nevertheless, we propose
the following ansatz, which is also written in terms of the
stationary distribution corresponding to the Markovian noise
case [Eq. (10)]. Given that α � γ [Eq. (16)] the stationary
distribution PM (v, α) is almost a (bounded) Gaussian distribu-
tion, while from the condition β � γ it follows that PM (v, β )
is almost constant in all the domain while falling abruptly to
a null value at the boundaries ±v0. We propose to approach
the bimodal structure of P(v) in terms of these distributions
as follows:

P(v) � w f PM (v, β ) + (1 − w f )

2

∑
s=±1

PM

(
v − sv f

1 + (v f /v0)
, α

)
.

(22)

Here, w f ∈ (0, 1) and 0 < v f < v0 are fitting parameters
chosen such that the maximal values of P(v) are located at
±|vmax| [Eq. (21)]. We found that this fitting is almost indistin-
guishable from the series solution and numerical simulations
for almost all range of parameters values where the present
bimodal states emerge.

C. Extra dynamical regimes

Besides the previous two cases, there exist other parameter
regimes that lead to stationary distributions that cannot be
obtained with an exponential correlated noise. For example,
when β = γ , 1 < α/γ � 2, and p = 1/2, the stationary
probability density can be fit as P(v) � w f PM (v, α) + (1 −
w f ) PM (v, β ), where the weight w f ∈ (0, 1) is a fitting param-
eter. Given that β = γ , it follows that PM (v, β ) = 1/(2v0),
while the condition 1 < α/γ � 2 implies that PM (v, α) as-
sumes a ∩ form. Thus, this unimodal form of P(v) satisfies
P(±v0) �= 0, a property that is beyond the functional forms of
the solution Eq. (10). In addition, when β = γ , α/γ � 10,

and p = 1/2, P(v) assumes a ∪ form, which in contrast to the
solution Eq. (10) does not diverge at v = ±v0, P(±v0) < ∞.

From the third-order differential equation [Eq. (9)], it is sim-
ple to realize that a constant distribution, P(v) = 1/(2v0), is
also a solution for especial parameter values {p, α, β}. Never-
theless, in contrast to the case of Eq. (10), the underlying noise
fluctuations are non-Markovian. In general, the Markovian
noise case is trivially recovered by taking in Eq. (4) α = β

and also taking p = 1 or p = 0.

V. SUMMARY AND CONCLUSIONS

We studied the stationary probability density of a linear
Langevin dynamics driven by a symmetrical renewal di-
chotomic noise characterized by two timescales. The statis-
tics of the time interval between noise transitions is defined
by a biexponential waiting time distribution. Depending on
its characteristic parameters this function may develop two
well-differentiated timescales. We found that the interplay
between the noise timescales and the intrinsic dissipation
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timescale may lead to multimodality (bi- and trimodality), that
is, the stationary distribution concentrates in different points.
These features of the stationary probability density cannot
be induced by noise fluctuations characterized by a single
timescale.

When one of the two noise timescales has an almost
vanishing weight, the noise realizations become intermittent,
switching between active and inactive regimes. If in addition
the system dissipation time defines the minor timescale of
the problem, then the stationary probability may concentrate
around the origin and also at the extremes values of the
natural domain, leading to a transition between bimodality to
trimodality. Furthermore, we found that the non-Markovian
character of the driven noise may lead to bimodality whose
maximal values, in contrast to the Markovian noise case, de-
velop inside the domain of the stationary probability density.
This feature arises when both noise timescales are smaller
than the dissipation time, having both of them almost the
same weight. The underlying effect can be understood as a
dynamical locking of realizations. This effect consists in the
equilibration, for each noise timescale, of the average (state-
dependent) system displacements.

Our conclusions were supported by numerical simulations
as well as from an exact description based on a third-order
differential equation fulfilled by the stationary distribution.
This result was obtained from a Markovian embedding of the
full stochastic dynamics.

The present results demonstrate that linear stochastic dy-
namics may develop characteristics (such as multimodality)
typical of nonlinear dynamics. The main ingredients are dis-
sipation and dichotomic noise transitions characterized by a
minimal set of two timescales. The interplay between these
components may provide an alternative frame for under-
standing multimodality in far-from-equilibrium (dissipative)
systems coupled to multi-state environments characterized by
different internal switching rates.
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APPENDIX A: DIFFERENTIAL EQUATION FOR THE
STATIONARY PROBABILITY DENSITY

In this Appendix we derive the differential equation that
the stationary distribution P(v) satisfies. As in previous con-
tributions [29–32], given the intrinsic dissipative nature of
the stochastic dynamics (with timescale 1/γ ) and the finite
correlation time of the noise, we assume that the obtained
partial differential equations [Eqs. (5) and (8)] in a long-time
regime (t → ∞) define the stationary state solution.

In the exponential correlated noise case [Eq. (3)], from the
auxiliary joint probability distributions P+ and P− [Eq. (5)] we
define the functions

P(v) ≡ lim
t→∞(P+ + P−), Q(v) ≡ lim

t→∞(P+ − P−). (A1)

Taking the limit t → ∞ in Eq. (5), we obtain

0 = ∂

∂v
[γ vP(v) − ξ0Q(v)], (A2a)

0 = ∂

∂v
[γ vQ(v) − ξ0P(v)] − 2φQ(v). (A2b)

The first equation can be solved as γ vP(v) − ξ0Q(v) = c. Af-
ter integration in the domain v ∈ (−v0, v0) it follows c = 0,

which implies Q(v) = (v/v0)P(v), v0 = ξ0/γ . Reinserting
this solution in the second equation, for P(v) we get the
differential equation

(
v2 − v2

0

)∂P(v)

∂v
+ 2v

γ − φ

γ
P(v) = 0, (A3)

which recovers Eq. (7).
In the biexponential case [Eq. (4)] more auxiliary functions

are necessary. From Eq. (8), and similarly to the previous case,
we define the functions

P(v) ≡ lim
t→∞(Pα,+ + Pβ,+ + Pα,− + Pβ,−), (A4a)

Q(v) ≡ lim
t→∞(Pα,+ + Pβ,+ − Pα,− − Pβ,−), (A4b)

M(v) ≡ lim
t→∞(Pα,+ − Pβ,+ − Pα,− + Pβ,−), (A4c)

N (v) ≡ lim
t→∞(Pα,+ − Pβ,+ + Pα,− − Pβ,−). (A4d)

From Eq. (8), we get a set of linear differential equations for
the new variables,

0 = ∂

∂v
[γ vP(v) − ξ0Q(v)], (A5)

0 = ∂

∂v
[γ vQ(v) − ξ0P(v)] − μ+Q(v) − μ−M(v), (A6)

0 = ∂

∂v
[γ vM(v) − ξ0N (v)] − λ+M(v) − λ−Q(v), (A7)

0 = ∂

∂v
[γ vN (v) − ξ0M(v)] − η+N (v) − η−P(v), (A8)

where for shortening the expressions we defined the parame-
ters μ± ≡ (α ± β ), λ± ≡ (αp ± βq), and η± ≡ (αq ± βp).
This system of equations can be solved as follows: (i) obtain
Q(v) as a function of P(v) from Eq. (A5), and replace the
solution into (A6); (ii) get M(v) as a function of P(v) and
replace into (A7); (iii) get the function (∂/∂v)N (v) as a
function of P(v) from (A7); (iv) finally, take the derivative
of Eq. (A8), which leads to a third-order differential equation
with polynomial coefficient functions [Eq. (9)],

f3(v)
∂3P(v)

∂v3
+ f2(v)

∂2P(v)

∂v2
+ f1(v)

∂P(v)

∂v
+ f0(v)P(v)=0.

(A9)
The auxiliary functions are

f0(v) = κ0v, f1(v) = κ1v
2
0 + κ ′

1v
2,

f2(v) = κ2v
(
v2 − v2

0

)
, f3(v) = κ3

(
v2 − v2

0

)2
,
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with constants

κ0 = (3γ − η+)[4γ 2 − λ−μ− + λ+μ+ − 2γ (λ+ + μ+)]/γ ,

κ1 = −8γ 2 − η+λ+ − η−μ− + γ [η+ + 2(λ+ + μ+)],

κ ′
1 = 24γ 2 + η+λ+ − λ−μ− + (η+ + λ+)μ+

−γ [5η+ + 6(λ+ + μ+)],

κ2 = γ (10γ − η+ − λ+ − μ+), κ3 = γ 2.

The previous third-order differential equation is consistent
with the symmetry P(+v) = P(−v).

APPENDIX B: SERIES SOLUTION FOR THE
STATIONARY PROBABILITY

To solve Eq. (A9), P(v) is written as a power series,

P(v) =
∞∑

m=0

cmv2m. (B1)

Given the symmetry P(+v) = P(−v), only even terms are
considered. After replacing Eq. (B1) into Eq. (A9), we obtain
a recurrence relation for the unknown coefficients cm,

g(0)
m cm = g(1)

m cm−1 + g(2)
m cm−2, (B2)

where the auxiliary functions are

g(0)
m =v4

0κ3[4m(m − 1)(2m − 1)],

g(1)
m =v2

0 (2m − 2){κ1 + (2m − 3)[κ2 − 4(m − 2)κ3]},
g(2)

m =κ0 + 2(m − 2){(5 − 2m)[κ2 − 2(m − 3)κ3] + κ ′
1}.

The recurrence relation Eq. (B2) is valid for m � 2. Thus,
consistently with the order of the differential equation, the
first two coefficients c0 and c1 are undetermined. Given that
c0 = P(v)|v=0 and c1 = (1/2)(d2/dv2)P(v)|=0, their mutual
dependence should be obtained from Eqs. (A5) to (A8)
and their derivatives evaluated in v = 0. Nevertheless, using
that P(v) = P(−v), Q(v) = −Q(−v), M(v) = −M(−v),
and N (v) = N (−v), it follows that Eqs. (A6) and (A7) are

satisfied as identities in v = 0. A similar degeneracy arises
in the derivatives. Thus, we are challenged to search for an
alternative closure condition.

First, we notice that the previous auxiliary functions satisfy
the normalizations∫ +v0

−v0

P(v)dv = 1,

∫ +v0

−v0

N (v)dv = βp − αq

αq + βp
, (B3)

while
∫ +v0

−v0
Q(v)dv = ∫ +v0

−v0
M(v)dv = 0. These integral rela-

tions follow from the definitions Eq. (A4) and performing
the integral of the dynamics Eq. (8) in the long-time limit,
which deliver the stationary probability of each state of the
embedding.

Second, the function N (v), which is an even function, can
also be written as a series expansion,

N (v) =
∞∑

m=0

wmv2m. (B4)

The coefficients {wn} can be obtained as a function of the
coefficients {cn} of P(v) [Eq. (B1)]. By solving M(v) from
Eq. (A6), and inserting the solution into Eq. (A8), we get the
relation

h(0)
m wm = h(2)

m cm+1 + h(1)
m cm, (B5)

where the auxiliary functions are

h(2)
m = −2ξ 2

0 (2m + 1)(m + 1),

h(1)
m = 2γ 2(2m + 1)(m + 1) − γμ+(2m + 1) + μ−η−,

h(0)
m = [γ (2m + 1) − η+]μ−.

Finally, imposing the normalization defined by Eq. (B3) into
the series expression Eqs. (B1) and (B4), it follows

∞∑
m=0

v2m+1
0 cm

2m + 1
= 1

2
,

∞∑
m=0

v2m+1
0 wm

2m + 1
= 1

2

βp − αq

αq + βp
.

Given that all coefficients {cm} and {wm} can be written in
terms of c0 and c1, the previous equalities define a set of two
equations that allow to find the two indeterminate coefficients.
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