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Research highlights

e A group recommender approach based on multi-agent systems is proposed.

e The approach replaces the traditional aggregation techniques with neg ,tiation.

e The group members are satisfied in a more even way than wiu. traditional
approaches.
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Group Recommender Systems: A multi-agen. Soi.tion

Christian Villavicencio?, Silvia Schiaffino®, J. Andres ” ‘iaz- 2ace-, Ariel
Monteserin®

SJSISTAN (CONICET - UNCPBA), Campus Universitario, ‘andil, 70 °0, Buenos Aires,
Argentina

Abstract

Providing recommendations to groups of usc. = has © _come a promising research
area, since many items tend to be consumed bv « ~ups of people. Various tech-
niques have been developed aiming at ma. ‘ng recommendations to a group as a
whole. Most works use aggregation technique. to combine preferences, recom-
mendations or profiles. However, sati. “yin | .. group members in an even way
still remains as a challenge. To dea! witl. his problem, we propose an extension
of a multi-agent approach based on ¢ _~tia ion techniques for group recommen-
dation. In the approach, we use the m. ltilateral Monotonic Concession Protocol
(MCP) to combine individual rv ~mu..dations into a group recommendation.
In this work, we extend the MCP , -otocol to allow users to personalize the
behavior of the agents. Th*~ ~xtension was evaluated in two different domains
(movies and points of int rest) w th satisfactory results. We compared our ap-
proach against different b. =lines, namely: a preference aggregation algorithm,
a recommendation ag regation. algorithm, and a simple one-step negotiation.
The results show ev depn e that, when using our negotiation approach, users
in the groups are aorc ni‘ormly satisfied than with traditional aggregation
approaches.

Keywords: recommende.s systems, group recommendations, multi-agent
systems, negr ciat) »n

1. Intr dur sior

N wadays, vhen a user wants to purchase a product, contract a service or do
som: activity (e.g., watching a movie), she often faces the problem of information
overle *d [1 2]. This is because users must deal with a variety of potentially
i .ceresting items in the target domain. In this context, a Recommender System
RS) ali ws users to identify those items that match their needs, preferences,
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tastes, and goals. To carry out this task, several recommenda.’ ™ te iniques
have been proposed in the literature [3, 4].

Most RS techniques have been developed to assist indivi .ual .sc.~ However,
in some domains such as movies, music or tourism, the rec ~ mendations can
serve groups of people as well as individuals. A Grour ..ecomu_2nder System
(GRS) looks for item recommendations that are good ‘or a gr. up of users as a
whole. That is, the recommended items should satisfy, . ~ muc’. as possible, the
individual preferences of all group members [5]. € cnerating recommendations
that satisfy a group of users with possible compe ins inte ‘ests is not straight-
forward. Traditional approaches make use of ag, vegation .echniques in order to
produce group recommendations [6, 7, 8].

Although these traditional approaches arc sed in s »veral domains, they still
present some limitations. First, aggregatior. “echi.’ - ¢s can produce values that
might not represent correctly the data being a, ~regated, especially when the
data to be aggregated is small and has - nigh variance. For example, let us
assume that 3 users rate a movie with scores * 1 and 5, respectively; then the
(aggregated) group rating can be: 2.'s "2 average aggregation technique
is used), 1 (if misery minimization or ' rality voting is used), and 5 (if most
pleasure is used). From this simp.> «7am, le, we can see that neither of those
aggregated ratings truly represent the “ati.igs given by the users. Because of this
problem, recommendations gew. s - ith aggregation techniques seldom sat-
isfy the group members in a uniforn. way. Second, the decision-making process
of the group and the group +~mamics [9, 10] are not reflected by the aggregation
technique [6, 9, 8]. By dyr amics, ve mean any kind of group behavior during the
decision making process ."at car influence the decision result, such as: users’
concession profiles, us rs’ towe .nce or influence, among others. As a result,
traditional approach’ s ca . prc duce a recommendation that does not match the
group’s interests or ney’ cts ne of the group members to satisfy others, which
often leads to the whole group rejecting the recommendation.

When a hur.an g ~up has to choose an item, its members generally dis-
cuss and analy __ their options for achieving a consensus on the item. Different
methods car be 1 sed to achieve consensus, such as: voting, auction-biding or
negotiation |1.. Particularly, the negotiation method is expected to generate
recommer Jations v.aat satisfy the group members more uniformly than tradi-
tional a_w»rc .cher. Along this line, we proposed a multi-agent approach for
group recon. ne .dation called PUMAS-GR [12], which was later re-named to
MAC ReS (Multi-Agent Group Recommender System). In MAGReS, a personal
agen represe ats each user of a group. This personal agent knows the user’s pref-
erences ~ T acts on her behalf when making item proposals to other agents and
‘ooking for agreements. These agreements are achieved by the agents through

coope ative negotiation process. Particularly, we chose a multilateral nego-
tiav.... method known as Monotonic Concession Protocol (MCP) [13], since it
¢ 'y mirrors the way in which human negotiation seems to work [14]. We
xgue that this approach helps to increase the quality of the group recommen-
a.tions by increasing the satisfaction of the group as a whole.

The general idea of the approach was initially presented in [12], including




preliminary evaluation results. However, the agents were all equ.~ned . ith one
single acceptance criterion for item proposals, which did ne. llow . yent per-
sonalization by the users. By personalization, we mean th' ¢ a ' sc. ~an change
the behavior of her representative agent to better capture .. beliefs and how
the agent should act (accordingly) during a group nege’.a.on. .lus, we argue
that different acceptance criteria need to be supportec, so tha each agent can
decide whether to accept or reject a given item proposa. Furt’.ermore, in some
domains it is important to consider recommenda’.ons that contain items al-
ready rated by group members (in the past). Thes » c¢r".eri¢ can help to produce
recommendations being closer to what users ex; =ct, thus .ncreasing the proba-
bility of those recommendations being accepted by he group. In this context,
the main contribution of this article is the ~velopm mnt of two new decisions
strategies for the agents in MAGReS, whic. are .'~. empirically assessed. We
additionally analyze the amount of information . at a given user needs to reveal
(to other agents/users) when making gro *n recommendations.

To demonstrate the feasibility of MAGh. < with the two proposed strate-
gies, we have evaluated MAGReS in tne . —ies domain (MovieLens) and in
the points of interest (POI) recommend. * on domain (Yelp). We performed dif-
ferent experiments, and compared .- orcoosal against traditional approaches
for recommendation aggregation, pre. reuce aggregation, and a simple one-step
negotiation. The comparisons v “v¢ . 2d out using both item-based and user-
based recommender systems. The ¢ ctiveness of the group recommendations
was assessed in terms of the ~verage satisfaction of a group and how uniformly
the group members were satisfic '. The results showed that the average group
satisfaction reported was . ‘oh for the recommendations produced by MAGReS,
and also the group m mbers .- re satisfied in a more uniform way than with
traditional appraoch s.

The rest of the aru. e ig organized into 4 sections as follows. In Section 2
we discuss relater works. 1a Section 3 we present the details of the MAGReS
approach. The., in “ection 4 we report on the experiments carried out to
evaluate our a~ _ nach. Finally, in Section 5 we give the conclusions and outline
future lines . wo k.

2. Rela’ ed " Vork

The genc. ~ti n of group recommendations began to be investigated in the RS
field (uring *he last decade [7, 15]. Traditional GRS can be classified into three
mair catego les according to the strategy they follow to generate the recom-
menda. >~ . These categories include: (i) those that perform “recommendation
ggrege ‘ion” [6], by producing individual recommendations for every member

f the g oup and then merging those recommendations; (ii) those that perform
“p1 i .cnce aggregation” [16, 17], by merging the individuals’ preferences/ratings
u <. ler to obtain a group evaluation for each candidate item; and (iii) those
hat perform “model/profile aggregation” [18], by merging individuals’ models
150 a single group model first and then generating suggestions based on that
model. There are various techniques for aggregating data, and their suitability




depends on both the data being aggregated (it is not possibic for « :ample,
to aggregate non-numeric data with an average) and the g~ . being pursued.
When it comes to merging individual recommendations, M sthe .. "] analyzed
different techniques such as: average, average without mis .~ , and least mis-
ery, among others. In [6], the authors analyzed the eff- _..veness of ranked list
recommendations tailored to a group of users using d’ ferent 1 ethods such as:
Spearman footrule, Borda count, average and least mis. ~v [7. .0].

Multi-agent systems (MAS) have been applied “.1 several areas and domains
(see Chapter 10 of [14]). Regarding RS, some apj ro> .aes have proposed MAS
to generate recommendations both for individ *als and groups. The way in
which RS and MAS are combined depends on the ~ain goal of the combina-
tion. In some cases, they are combined as a ~ay to i1 iprove the quality of the
recommendations [21, 22, 23]. In other cu s, a " 1S is used for recommen-
dations because its architecture allows developc < to model the problem more
adequately and prescribes a clear assign.. »nt ot responsibilities to the different
system modules [24, 25, 26, 27, 28, 29, 30]. b.*h ideas have been used together
in [31, 32, 33]. There are many refer mce, . the literature about MAS being
applied to RS for individual users in dc ~ ains such as: adaptive customization
of websites [28], tourism [24, 26], g .. »s 0. mobile phones [34], TV shows [31],
training courses [27], and e-commerce [32, 23], among others.

However, when it comes to "1l * ing applied to GRS, only a few works
have been reported, mostly in the te "rism domain. In [21], the authors present
a GRS in the tourism domai» that relies on the application of cooperative agent-
based negotiation. The ag :nts ac on behalf of group members and participate in
a direct (alternating offer.® or mr diated (merging rankings) negotiation, which
ultimately produces g oup rec.  imendations based on individual recommenda-
tions and user prefer- ace aodrls. One of the limitations of this approach is that
it has only been te~teu -ith simulations involving two agents (therefore, it is a
group of two peor @). We a.gue that this kind of approaches should be assessed
in bigger groups 1n 0. '=t to be practical for RS.

In [25] an 7 ~t-based negotiation schema that uses alternating offers is de-
veloped, in v aich .he agents (each one representing a group member) negotiate
the preference. ¢ the whole group. This approach is said to be suitable for ev-
ery doma’ 1, proviacd that the domain can be represented using ontologies. Like
MAGRe + tF.s ay proach does not use aggregation techniques, but a negotiation
process in o. 'er to compute the group preferences. In [35] a refined version of
the ¢ pproac™ is presented, in which new agent types are introduced for filtering
the 1 st of it ms according to the group preferences (resulting from the negoti-
ation) . _or mediating the negotiations among user agents. Our work differs
rom [27, 35] in that they negotiate user preferences while MAGReS negotiates
~ecomm ndations. A similar idea is used by [36], with agents representing group
me.."ors and a mediator to coordinate the agents’ work. An interesting aspect
0 27 is that a user agent not only tries to protect the interests of its repre-
ented user, but also models her behavior with respect to conflicting situations.
1. this way, the attitude and behavior of the agent changes (and adapts to the
situation) when looking for agreements during the negotiation. However, there




are two differences between MAGReS and [36], namely: (i) a pic'ncol «ased on
a Merging Ranks technique (instead of MCP), and (i7) a pref . nce a,3regation
techniques used by the mediator agent (when computing ne . ou_ rating for
each item).

In [33] a MAS-based system called e-Tourism is pre  _.ted, w..ich is able to
produce both individual and group recommendations. Nonethc 'ess, this system
differs in that the agents are used for representing use: * but so for modeling
components of the RS. This approach differs from c urs in that it relies on aggre-
gation techniques to generate the group recomme 1d> ons (specifically, profile
aggregation techniques are used in order to agg ~gate the group members’ pro-
files into a single group profile).

In [37] the authors present a review of the ~tate of he art in RS using MAS
from a game-theory point of view, with th. obje " ¢ of introducing examples
of how social-choice mechanisms can be extenu. ? using social information ex-
tracted from the analysis of interactions tnin a social network.

In [10] a GRS for points of interest (PO., that uses dynamic elicitation of
user preferences is proposed. The ap, roa. - 'lows users to iteratively express
and revise their preferences during the « - _ision making process through a chat-
based app . Although the main ide. . thi. approach is similar to our approach,
, the app requires the users to discus' avout the options and vote them, while
in MAGReS the discussion ana ~ex .~ ion are carried out by the agents.

3. Proposed Multi-age .. .. "proach

In order to address the , -oble as discussed in Section 1, we initially proposed
a multi-agent negotiat on ~pproach called PUMAS-GR (later renamed to MA-
GReS) as an altern: ‘ive ¢o a gregation techniques. In this article, we extend
MAGReS and devr.op v. ~ r 2w strategies for the approach (see Section 3.4 and
Section 3.5), so . to enrich the modeling of the users’ criteria and improve
both the quality and ..~ “acceptability” of the recommendations. Additionally,
in Section 3.6 ¢ ‘iscuss how the proposed approach affects the information pri-
vacy of the - rour members, in terms of how much information from each user
needs to b reve. 'ad to the rest of the group members (during the negotiation).

3.1. ManR S

M _CReS | [ulti-Agent Group Recommender System) is based on a MAS in
whic 1 each . gent acts on behalf of a group member. Each agent maintains a
profii. that -ontains the user’s preferences and it is capable of (i) predicting
t".c rating the user would assign to an item not yet rated, and (ii) generating a
-anking Hf “interesting items” for the user (items the user would like). Initially,
t. » use s preferences are the ratings assigned by the user to the items she rated
n the past. MAGReS differs from traditional approaches (see Figure 1) that
rormally work with a central entity, which employs some aggregation technique
Cither for user profiles, user preferences or single-user recommendations) in
tandem with a single-user recommender system. The novelty of MAGReS is the
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replacement of aggregation techniques by a neg ~tiation process in which a group
of User Agents (i.e., agents that repre. *nt » .. users) try to reach a consensus on
the most satisfying items for the group. ' though various negotiation protocols
are possible, only a few of them h v, adc -essed two important properties for
us, namely: (i) mimic the negotiatior. prucess followed by humans, and (ii) be
suitable for multi-lateral negoti. “on. * ased on these considerations, we chose
the protocol known as MCP (Monouw. ~ic Concession Protocol) [13] to guide the
negotiation. A general ove—*ew of our approach is shown in Figure 2. More
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Figure 2: Proposed approach

ormally, let A = {ag1,ags,...,ag,} be a finite set of N cooperative agents, and
le) X = {z1, 22, ...k, } be a finite set of potential agreements or proposals, each
one of them containing an item that can be recommended to one of the agents.




Each agent ag; € A has a utility function U; : X — [0,1] that .. ~ps 1. oposals
to its satisfaction value. In our approach, each agent int-._ ally . 'ies on a
Single-User RS (SUR) to generate a ranking containing t e it .u.. /candidate
proposals) proposed by the agent. The ranking is sorted .. .escendant order
according to the utility value of the item. This way, tF . .et X Can be seen as
the union of the rankings produced for all the agents, 1 lus an s ecial agreement
called conflict deal, which yields utility O for all the ag ~ts ar d will be chosen
as the worst possible outcome (no agreement is pe sinle)

For example, let us assume we want to generat  re om1 endations of movies
to (groups of) users. Along this line, let us ha = a grour of three friends who
want to watch a movie together, and a set of M pc ~ible movies to be chosen.
According to MAGReS, each user is equippec with he: own personal agent that
is able to access her user profile. For simp. -ity, . - .ofile includes only ratings
over (a subset of) the possible movies. A user -ating rt;(item) is a value (in
the range [0,1] where 0 means dissatisi. “tion and 1 means high satisfaction)
assigned by the user i to the given item (i.e., . movie). Additionally, the utility
function of each agent ag; € A is defi. 2a « “ 'lows:

N ’I\\/“w') if:L'jERi
Uz(m—{ o N 1)

Where R; is the list of items -ated by user i (represented by ag;) and
SUR;(z;) is the rating predicted by the SUR;, which is the single-user rec-
ommender system® used }y ag; r generating its list of candidate proposals.

In this context, let u. ~onside the following (initial) situation:

e ag; handles rat’ags < rt1(M5) = 0.75, rt1(M3) = 0.56) > on behalf of
user #1,

e ags handles -~ rto(M10) = 0.82, rto(M52) = 0.65 > for user #2, and
e ags hand'~s < rt5(1/32) = 0.88, rt3(M46) = 0.8 > for user #3.

Then we ha- ~ A = {agi, aga, ags} as the MAS in which the negotiation for the
“best” mov ‘e (the ~ue that will satisfy all the three agents) takes place.

3.2. Mow.* nic Joncession Protocol (MCP)

T .e agents engage in rounds of negotiation, each one making proposals (of
item 1) that 1eed to be assessed by the other agents, until an agreement is
reachc ' or * (e negotiation finishes with a conflict. Our agents abide by a set of
- redefined rules that specify the range of “legal” moves available at each agent
't any ¢ age of the negotiation process. In MCP, these rules have to do with:

IMost single-user recommender systems provide a way to predict the rating of a user for
- given item. For example, the Mahout framework provides the estimatePreference function
t1 1t accepts the IDs of both a user and an item as parameters and returns the predicted
rating that particular user would assign to the item.
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Figure 3: Steps of the MCP for MA . ReS (adapted from [13])

(i) the agreement criterion, (ii) wl ~h ag. 1t makes the next concession (after a
round with no agreement), and (ii1, he = 1auch an agent should concede. The
protocol presents some limitat’~ns. ncaely: (i) an agent cannot influence the
negotiation position of other agen. - (e.g., by exchanging a justification), and (ii)
an agent needs to assign quantitative utilities to proposals (often, via a utility
function). Additionally, ip _u.. “ast to the benefits provided by the multi-agent
system, there are some i sues th: & might affect the performance of the recom-
mender system. For examp.  ne sotiation involves reasoning (i.e. computation
cost) and communica on ‘i.e. communication overhead) [38]. However, we fo-
cus on two propertie. ~f “ ae s .ected negotiation protocol to diminish the effects
of these issues: te mina..~r and deadlock-freedom. The MCP protocol guar-
antees (a) that : ., negotiation process following the protocol will eventually
terminate (termination, and (b) that at least one agent can concede satisfying
the concessio’ cr. erion at any negotiation stage, until an agreement has been
reached. Tal mg “ato account both properties, as the overall number of agents is
finite, ther . can « ~ly be a finite number of concessions. Thus, the negotiation is
bound tc terr anate reaching an agreement or finishing in conflict. The steps of
the MCr v toc « are summarized in Figure 3. At the beginning (step 1), each
agent _..akes « 1initial proposal according to its own Initial Proposal strategy
(for sxample the agent proposes its “favorite” or top-ranked item if its Initial
Prop. ~al str tegy is the one called Egocentric, i.e. it always selects the proposal
v.ut the mghest utility value for the agent). Then, the initial proposals of all
he ager “s are exchanged in order to determine if an agreement over one of the
L ovos:.s can be reached. The notion of agreement (also called deal) is defined
in terms of the utility of a given proposal for the agents. Thus, there is an
¢ sreement if one agent makes a proposal that is at least as good (regarding
tility) for any other agent as their own current proposals. Formally, we rely
ou the following criterion:




Moultilateral Agreement Criterion®: An agreement is . ~cheu if
and only if there is an agent ag; € A such that ite . -opos.’ x;
is accepted by every other agent agy € A. Whet! er 2 p. -osal
is accepted by each agent agr € A is determined by ‘! e Proposal
Acceptance (PrA) strategy used by that agent (se . Lection 3.5).

If an agreement is reached, the proposal that satisfies a." the ag ‘nts is chosen (if
several proposals meet this criterion, we simply pick __.e o1 ...cm randomly). On
the contrary, if no agreement can be reached, one or ».ot ) of the agents must
concede. A concession means that an agent seeks an .aferic * proposal (for exam-
ple, in terms of its own utility), with the hope of re. ~hiug an agreement. If none
of the agents can concede, the process finishes with n »agreement (the conflict
deal is returned). Several concession strategies “ve ~ossible (see Section 3.3).
Also, note that even though an agent can exclu '= from its proposals those items

that her user has already rated, certain i’ ___ ... osed by the agent might have
been rated by some other user within the gi. *n. Along this line, users’ opinions
with regard to recommendations of . -~ they have already rated vary from

one user to another. Given that agent: st ould take this situation into account
when assessing proposals sent by .“her . vents, we propose the Already-Rated
Punishment (ARP) strategies for M 'k ‘~ee Section 3.4).

3.8. Concession strategies

As it was explained before. when no agreement is reached during a round of
negotiation, at least one ,t the g¢ents must concede. At this point, there are
two problems that need .~ be sc ved, namely: (i) determining which agent(s)
has to make the conce sion a.. ' (ii) selecting the next item to propose (i.e. the
new proposal).

3.8.1. Concessior Decisior Rule

From all the agen. that can make an effective concession (i.e. those having
alternative pre_ ~als in their pool of proposals), it is necessary to find the one(s)
that must cc wced  in the next round of negotiation. One way for selecting the
conceding age.. s) is to apply the Zeuthen strategy [39] around the concept of
willingne: s to risk conflict (WRC). This strategy was initially designed to be
used in "ilat ral - egotiations and later extended to work in multi-lateral ones,
as explaine. " "12]2. The WRC for ag; (W RC;) is then given by Equation 2:

if Ui(z;) =0
otherwise

(2)

1
WRC; = {sz,;)—mm{w(xk)weA}

<1 vne Strict PrA strategy is used this criterion works as the one proposed in [13]

" Tie “product-increasing” and “sum of products” strategies proposed by Zeuthen were
180 generalized (from bilateral to multilateral negotiations) in [13] and are valid within our
. amework, but we did not use them in the experiments reported in this article.




Where U;(x;) is the utility value for ag; over the item it prop.-ed (., is the
most recent proposal made by ag;), and U;(zy) is the utilitv . lue 1. ag; over
the item the agent agy proposed (x). Once the WRC; of ever, o_~nt is com-
puted, the agent(s) with the lowest W RC; value must ma.. 1 concession. In
case two or more agents hold the same WRC value, dif"_.ent st tegies can be
followed. Without losing generality, we make all tho e agent. concede in our
implementation framework.

3.8.2. Concession strategy

Various strategies are discussed in the literat re tor de .1ding on the item the
conceding agent(s) should propose in the next rounc "3]. For our work, we ini-
tially selected the so-called Nash concession s -ategy, v hich states that an agent
makes a proposal such that the product of « “ilitic. ~“ che other agents increases
(Nash product). When assessing the behavior o. “*he Nash strategy in practical
cases, we observed that sometimes it le. *s to “early conflicts” during the ne-
gotiation. An early conflict is a situation in ~hich all agents quickly exhaust
their potential proposals and the MC.* eu . ith no deal. This is because once
the Nash product is high enough, the  -.ount of candidate proposals reduces
drastically, and so does the numbe € age 1ts that can make concessions. This
behavior therefore drives the negotia‘ion to a premature end, and also makes
the agents discard potential ag ~cu..>*; just because their Nash product was
not high enough. The same behavic - was observed when using the Utilitarian
concession strategy (it uses »4dition instead of product of utilities). To mitigate
this problem, we defined 7 variav. »n of the Utilitarian concession strategy called
Desires Distance.

Desires Distance (DI ). T D attempts to measure how far a candidate proposal
is with respect to the <esire, of the other agents. Along this line, an agent
makes a proposal chat is " .toser to the other agents’ desires” (we denote the
desires distance s w.” .jue) but also has a utility value lower or equal than the
agent current raposal. DD guarantees termination and deadlock-freedom, the
demonstratic . fol ows from that for Utilitarian concession [13].

The DD s. =f 2gy works as follows. Initially, we consider that agent ag; must
make a cc icession. “nd therefore find a new item to propose (in the next round
of negot atio’.). ™o do this, we create a list with all the “eligible” candidate
proposals . ., 7 voposals with a lower utility value than the current proposal),
and ‘.aen we sclect the first candidate from the list whose ddyque 1S lower or
equé to the ine of the current proposal. The dd,qiue is computed as explained
in Eq.-tior 3. This strategy requires Uy (z;) — Ug(zr) < 0, because otherwise

gent c g is already satisfied and therefore it should not be considered in the
listance computation.

N

ddvalue(gji) = Z ‘ Uk(xl) - Uk(zk) |
k=0, ki

where Uy (x;) — Uk(zr) < 0 and xy, isthe current proposal of agy,  (3)
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Figure 4: MCP negotiation example ov. - movies

Figure 4 shows an example of MCP when he “ng a group of three users, each
one represented by one of the three agen’ |wy,, uy2 and ags). In the first round
(Figure 4a) each agent proposes a movie: «, proposes M1, ags proposes M2/
and ags proposes M3. According to { «« , ~viously defined agreement criterion
(Figure 3, step 2) there is no agreement, 2 none of the proposals satisfies all the
agents and, therefore, one (or more  * the ~gents has to make a concession. The
concession decision rule determines ha. 1gs must concede. For this example,
we used WRC (see Equation .. At he beginning of Round 2 (Figure 4b),
ago uses DD to select her next pro, nsal and as a result she proposes M10 (as
ddyarue(M10) = 0.26, ddy g (M24) = 0.23 and ddyaiue (M10) < ddyaiue (M24)).
All the proposals are ass ssed . gain and the agreement criterion determines
that ag; and ags will re; ~t M10 The process repeats until reaching Round £,
in which ags proposes he mu ‘¢ M/6 that satisfies all the agents and therefore
the negotiation ends sucr essfnlly. Movie M46 will be then recommended to
the group of users. 17 e a2 two observations that can be inferred from the
example. The firs, one is .1at the negotiation is not guaranteed to terminate
successfully (wit': a.. ~greement) among all the agents. The second one is that
more than one ~oreemenc are possible, meaning that in round %k an agreement
could have e aste . over more than one proposal. In such a case, one of the
agreements s.. > d be selected and several selection strategies can be followed
(e.g. random sele ion, choose the one that maximizes the satisfaction of the
agents, 7 mor z ot} er criteria).

3.4. uread -tuted Punishment strategy

The reco nmended items will determine whether the recommendation is
(portia. - o fully) accepted by the group. Depending on the approach for
seneral mg the recommendations, items that were rated by some of the group
_nember in the past might be recommended (again). For example, if a tradi-
tion . preference-aggregation approach is used, during the preference aggrega-
v .. stage, the RS needs to determine which items will be part of the group
rreferences profile (i.e. those items whose ratings are computed using the ag-
g. 2gation technique). The approach for selecting items might vary from one RS
to another. If all the items rated by at least one of the group members are used
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during the aggregation process, then there is no way an item beiw, alrea'y rated
by a group member will be included in the recommendatior owe. r, if only
a subset of the items rated by at least one of the group me anbe' , .. ~onsidered,
those items that were not included in the group preference . ~".le have a chance
of being recommended, especially if they received a hig’ .ating ., the users.

During the field test of our approach [40], we ol served hat while some
users would give a low feedback to recommendations co. *ainir ; items they had
already rated, others gave a high feedback to item . tnev had liked in the past,
and others simply stated that they would take t e i’ :m  gain if their friends
did not take it. This means that not every user might re’2ct recommendations
containing items already rated or always accept ti. wu. Therefore, we believe
that agents should take this aspect into accc. nt durir 3 the negotiation.

The Already-Rated Punishment (ARP), <trav.>; is proposed as a way to
model the user behavior explained above. A..” works as follows: when an
agent ag; is asked by another agent agy ‘pout 1ts utility regarding a proposal
z (made by agy), ag; first uses its utility “mnction to assess zy, and then
applies the ARP strategy to compute % pe ..y to be applied before the utility
is reported. This way, ARP can indirect. " influence agy, decision with respect to
its next proposal (assuming that «_, ~onc ssion strategy is not egocentric, i.e.
it cares about other agents’ opinions, '1le penalty is also taken into account
when the agent decides whethe. v «.~ pt a proposal, and thus proposals that
received a higher penalty will be le. likely to be accepted. Depending on the
ARP strategy variant used v ag; (which is determined by its associated user),
the utility reported to ar, will ary. At the moment MAGReS supports five
variants for the ARP stra ~ay, bt ; other variants can be included in the future.
These five variants are the fou. ving:

e Easy-Going: IN. » nalt, is applied (the penalty is zero), the agent does
not care abc it rece..’ .g proposals with an item already rated by its user.

e Flexible: r(he p.-alty is computed as penalty = 1 — flexibilityLevel,
where f ... lityLevel (f) is a value between 0 and 1 and it models how
flexiblr the user is with regard to receiving recommendations of items she
has ~lreac - rated. The higher the flexibility is, the lower the penalty
sho'.ld }e. For example: if flexibilityLevel = 0.75 and the rating given
by “he aser’ is 0.8, the penalty is computed as penalty = 1 — 0.75 = 0.25
tkoreto.  ne reported utility is 0.8 — 0.25 = 0.55.

« Min-Se isfaction: The penalty is 0 (zero) if the rating given by the user
 ~ee 5 the minSatisfaction (ms) value set®, otherwise the penalty is the
v hole utility value which would result on the agent reporting an utility of
0 1 r the proposal (meaning that she would not accept a recommendation

4 According to Equation 2 the utility is the same as the rating given by the user.

5Both the flexibilityLevel and the minSatisfaction of the variants Flexible, Min-Satisfaction
and Flexible Plus can be either set explicitly by the user or learnt by using Machine Learning
techniques.
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with that item). For example, let us suppose minSatis, ~ctioi. = 0.6,
then if the rating given by the user is 0.5 the reporte - -tility vill be 0,
but if the rating given is 0.65 then the agent will repc .t 0.” o .~ the utility
value of the proposal.

e Flexible Plus: It is a combination of the Flexil .e and Min-Satisfaction
strategies. Firstly, it computes the penalty in tlL~ same vay the Flexible
strategy does. Then, if the rating given by the ser .. asses the minSat-
isfaction value set, the penalty is divided by ¢wo o 2rwise the penalty is
not modified.

e Taboo: As the users prefer not to receive rec. mmendations with items
already rated, the penalty for proposa.. conta iing those items will be
equal to the utility value defined by the ~een  utility function (according
to Equation 2, it corresponds to the ratine . “ven by the user to the item),
and therefore, the utility reported b, *he agent for those proposals will be
0.

Depending on the domain, some variam,. - ould produce better results than oth-
ers. For example, the Easy-Goin_ -ria.* could be useful in the music and
restaurant recommendation domains, as . sers do not tend to reject recommen-
dations containing items they -a.. -~ »ady consumed. The Min-Satisfaction
variant could be useful in other do.~ains, like books, food, movies and music,
where users would not mind to consume again an item they liked. Finally, the
Taboo variant can be usef .« in n. >stly all domains, but especially in those where
the activity of consumii_ an ite n (e.g., watching a movie, or traveling to a
certain location) requi es a si,~".icant amount of effort, time or resources (e.g.,
money).

3.5. Proposals Ac eptance _crategy

Not all the vsers . "ow the same criteria (nor use the same strategy) when
deciding whet' = to accept a proposal from others, and the same is valid for
the agents. T epe’ ding on the criteria used by the users (group members), one
proposal can . acceptable or not. This aspect was not taken into account in
our previr as work, vhere the Multilateral Agreement Criterion determined that
a propor 'l is acce sted by an agent if it is better than its current one. While for
some users . »r ,posal might not be acceptable because it is not strictly better
than cheir wurrent proposals; for others, the proposal might be good enough
and herefor: acceptable, although not being strictly better. This way, if all the
asonts 7. to use the same acceptance strategy, many potential agreements

vould e discarded. Moreover, even if all the agents were to use the same
trategy a strict strategy might not be always ideal to model their associated
UsSe. ..

— -t us come back to the example presented in Figure 4 and suppose that in
“etween rounds 2 (Figure 4b) and k (Figure 4c) there is a round i depicted by
k gure 5. In such a case, according to the Multilateral Agreement Criterion, no
agreement was reached. Interestingly, if we look closely, one of the proposals
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(M71) could be considered as good enough to have an agreeme..” bec. ise it is
better than what ag; and ags proposed and it is almost as ¢.. 1 as v. 2 current
proposal of ags. If all the agents use a strict criterion, M77 1s ns o ¢ =isidered as
an agreement, the negotiation will carry on and will later enw. ~ th an agreement
on M/6 (see Figure 4c), which does not satisfy the user «s muci. as M71 does.
This situation might be different if each agent, and par icularly g3, had its own
acceptance criteria. Not only the negotiation would h. e fin' hed earlier, but
also the quality of the recommendation would ha ¢ neen nmigher (because the
satisfaction of each group member would have in ver .ed). Along this line, we
propose the Proposal Acceptance (PrA) strateg as a wry to introduce a user
decision criterion into the agent model.

The PrA strategy currently has three var.>nts, but others can be defined so
as to improve the model. These three varia. *s ai. *'.e following:

e Strict: The standard definition of ~-'**'___ral agreement is used®. An
agent ag; will accept a proposal xj .[ it is at least as good (in terms of
utility value) as its own propos ' ‘-2~ Equation 4).

accept(ag;, ) = tru. if f Ui(zg) > Ui(z) (4)

e Relaxed: An agent accepts a pro, osal z, if it is as good as its own proposal
or very close to what she . ~nus. Iquation 5 depicts the formalization of
this strategy, where relazPerce,."age (rp) can assume values in the [0, 0.2]
range’. Each agent r° '+ have a different rp, which is determined by the
represented user, d- pendin, on her own criteria®.

accept(ag;, ) =true 7, f Ui(xg) > Us(x;) * (1 — relaxPercentage)

()

e Next: A pr posal . - is accepted if it is better than the agent’s next
proposal (i :. he one it would make if it had to concede in the next round).
This strategy is s..ailar to the one used by the agents in the single-issue
negotiat.on nodel proposed in [41], in which an agent accepts an offer if
its util. ~ is aigher than that of the agent counter-offer. It works under the
follo . ing a.. "mption: “if I reject proposal xy, which is not better than my
cur ent proposal z; but better than my next one (z;11), and as a result
the .~ amd - ads with no agreement, I am forced to make a concession and
., next , roposal is accepted, then I would have lost some utility because
I rejec »d proposal xj, that was better than my next one” (see Equation 6).

accept(ag;, xy) =true iff U(xr) > Ui(xitr) (6)

where x;41 15 ag; next proposal

6This is the one used by all agents in [12].

"The upper limit of the range was determined empirically.

8This value can be set explicitly by the user, or learnt automatically by using Machine
Learning techniques over user feedback, among other options.
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Figure 5: Example of potential agreement, discarded due 1~ a .rict riterion (Round i, with
2<i<k).

3.6. Information privacy

Not every user will be comfortable with her . ‘vate information being shared,
made public or exposed in any way [5]. Ii. ue 1recommendation area, the amount
and type of information that every user neel- to reveal about herself, so as to
allow the recommender system to pr. iuc. = ~ecommendation for her, depends
on the approach used to make the reco. ' iendations. For example, when using
a traditional approach based on p1 - “enc. aggregation, the system will require
the user to inform about all her prefe -enc s. This is another advantage of using
a multi-agent approach like M. -C72~C the agents can control the amount of
information that needs to be revea.. 1 during the recommendation process. For
example, the only information about the user preferences being revealed is the
one related to: (i) the prcoosals “he agent makes, and (ii) the utility values she
reports when asked if she *~ willin ; to accept a proposal made by another agent.
This way, MAGReS is xpecte ' 0 be more respectful of the information privacy
(i.e. by leaking less v sers’ private information) than a traditional approach.

4. Evaluation

In this sec’... we describe the experiments carried out to evaluate our ap-
proach for gr yup * :commendation in two domains: movies and points of interest
(POI). In Sectic + 4.1 we describe the datasets used. In Section 4.2 we establish
the algor’ .hm~ consitdered as baselines. In Section 4.3 we define the evaluation
criteria. ™ “ecti .n 4.4 we describe the objectives of our experiments and ex-
plain srme o v cts of their design, such as the parameters taken into account
and neir v 'ues. At last, in Section 4.5 we discuss the results obtained.

47 Duo._cts

Two latasets were used to evaluate our approach: the first one in the movies
¢« main and the second one in the POI domain. In both cases, we randomly
sampled 180 users (without repetition) and created 45 groups of 3, 4 and 5
1 2opte (15 groups per size). The two datasets are described below.
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e Movies: we used the popular MovieLens® dataset with .. *ings .f users
for different movies to generate user groups of varying ¢'.. =. In  articular,
the experiments were performed with MovieLensLates .Sm¢ .o . 2t contains
100, 000 ratings, 700 users and 9,000 movies. We will . € r to this dataset
as ML LATEST SMALL.

e POI: we used a dataset from the Yelp Dataset C allengs - that contains
check-ins (visits of users to places) from vari~ 3 civ.e. m the world. For
the purpose of the experiments we only cons’ lere ~ .. »se check-ins belong-
ing to Arizona (US), since the resulting netwock is iense. Also, we only
considered those users having at least 9 che.'-ins. The resulting dataset
contains 19, 193 users. Regarding the distributio. of check-ins, the dataset
contains 497, 029 check-ins in 85,901 POls _~ne» ited by the selected users.
We will refer to this dataset as YELP.

4.2. Description of baselines

We compared the recommendaticw .. 'ing from traditional group rec-
ommendation against those produced - MAGReS. As the baseline for this
comparison, we implemented two 1. .. mmu "der systems that rely on traditional
approaches, namely:

e TRADGRec-PA: a GRS tha. nses preference aggregation, as proposed in
[20, 42].

o TRADGRec-RA: a GRS t. at relies on the aggregation of recommenda-
tions produced for e« h grc ap member. It is based on the approach pro-
posed in [42](cb .pter 2, scction 2.4), which generates a recommendation
containing k it s or e .ch group member and then merges all those rec-
ommendatior s inte ~ 87 1gle recommendation (the group recommendation).
For this ms . =, the group preference (or rating) of each candidate (i.e.,
an item recomm. ~ded to a group member) is computed by aggregating
the pref .e. “es (either existing or predicted ones) of each group member
over t! ~ ce «didate, and then the k£ candidates with the highest group
preference -alues are selected to be part of the group recommendation.

For MA <Re’,, wr also implemented a protocol known as the One-Step proto-
col [43] as <~ a’ ditional baseline. The One-Step protocol is a variant of MCP
in w'.ch al' the negotiations happen in one single round. The agents simply
inte1r “hange 1 1eir proposals (one proposal each) and seek for an agreement, but
there 1. ~~ _oncession.

The single-user recommender (SUR) system used by the agents in MA-
7ReS,” RADGRec-PA and TRADGRec-RA, was implemented using the Duine

%http://grouplens.org/datasets/movielens/
1O0https://www.yelp.com/dataset_challenge
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framework!' and the Mahout framework'2. Duine was used in e fir, imple-
mentation stages and helped us to gain confidence that thr _ ~proa.: was vi-
able [44, 12]. Nomnetheless, Duine had some limitations rr gard .1y “he loading
time of the data models, which made it unsuitable for a res, - 1sive recommen-
dation application'®. Therefore, all the tests in this arti .. were ...ade using the
Mahout-based implementation, which uses a CF-based Collab. rative Filtering)
approach. In the framework, both item-centered CF (““F) » 1d user-centered
CF (UCF) filtering are supported, and thus we imy emented two variants of the
SUR, one using ICF and another one using UCF.

4.8. Ewvaluation criteria

4.8.1. Satisfaction

The satisfaction of the recommendation. for wue users were measured in
terms of several indicators. These indicatore « 1 be computed both at the
item- (i.e., an item recommended) and 1. -ommendation- (i.e., a list of items
recommended) levels. These indicators are the ‘ollowing:

e group satisfaction (S, or GS): . .neasures the satisfaction of the group
with respect to an item (or = 'ist ¢ items) being recommended. The
satisfaction is equivalent to th. es.imated preference (or rating) of the
user/group with respect v. e 2t m.

— item level: the group satisfaction for an item z; is computed as ex-
plained in Equs uon v, where n is the number of group members (| g |)
in the group |\ and | ;(x;) is the satisfaction of group member u;
over item 2 . S;(x,, i, computed as the rating for the pair < u;,z; >
predicted Ly t'.e STIR by using the rating prediction CF formula'*
and the sin.™ rity metric chosen for each experiment.

S (x;) = Sy(ay) = =053 ©)

n

— r¢ 'om .aendation level: the GS of a recommendation r consisting of
©iten. (r =< x,x9, ...,z >) is computed as the average of the GS

Uhttr-//dun. * .mework.org/

12h ,p://m* hout.apache.org/

131 yr examp 2, Duine needed around 30 seconds to load the data models when using the
Movie. "ns100 . dataset, while Mahout only needed 2 seconds to perform the same task.

"’ he way a rating Tu;,z;i8 predicted depends on whether the SUR uses ICF (see Equation 7)
or UCF | ee Equation 8).

S (Fusozy — ) X Similarity(z;, z1)
> | Similarity(z;, zy) |

(M)

Tug,x; = 7';_7- +

o (Tug,w; — Tuy) X Similarity(u;, uk)
> | Similarity(u;, ug) |

Tug ey = Tu;
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of every item in r (see Equation 10).

> GS(x.,
- k

¢ members satisfaction dispersion (MSD): it assesses now uniformly
the group members are satisfied by either a singlc item x; or a recommen-
dation r. The lower the MSD is the more unifor. v - .isfied the group
members will be.

GS(r) = S,(r) (10)

— item level: as it can be seen in Equation 11, th- MSD for an item x;
is computed as the standard deviation . € the group members satis-

faction.
n (N )2

n

— recommendation level: the N.. ) tor a recommendation r that con-
sists of k items (r =< x1, 22, ..., ) is computed as the average of
the MSD for every item in - (>« . " quation 12).

Yo MSD(x;)
k

e fairness: it is a metric pic~oseu .a [45] for evaluating a recommendation
of an item (z;) to a group. It is U ~fined as the percentage of group members
satisfied by the recor- ~ndation (see Equation 13). To determine which
users are satisfied, t".e auth. vs set a threshold th to 3.5 stars (out of 5 stars,
the equivalent to 0., ~ut of 1) and any group member with a satisfaction
value above the Jhreshoil is considered satisfied. We kept th = 0.7 and
extended this aetr'c for applying it to a recommendation 7 of k items.
As it can be ‘een .. Er aation 14, the fairness of a recommendation r of k
items is cor ~uted as che average of the fairness of the items.

N Uueq 2 Silzy) > th |

fairness(g,z;) = - (13)

MSL“I: — (12)

k y .
fairness(g,r) = ijl(fazr:ess(gwj)) (14)

4.8.2. Info. ~at on Privacy

A aother factor that needs to be taken into consideration is the amount of
user ‘nforme jon that gets leaked during the recommendation process. This
informe *~ _is mainly related to: (i) the utility function held by the user (i.e.
he wa, she computes the ratings for the items) and (i) the items she can
_topose during a negotiation (i.e. her candidate proposals). This way, given
twe __commendation approaches R; and Ry, we consider that R; produces
L ..o recommendations (than Ry) in terms of information privacy if it leaks
“ess information while producing the recommendations.

To measure the amount of information revealed by UserAgents of MAGReS
we computed two , namely: UFIL and PIL.
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e Utility Function Information Leak (UFIL): it meas. "es (1. a [0;1]
range) the amount of information revealed with regard . the u er utility
function of user u;, either when recommending a sir jle i cu. ~; or a list
of items r =< x1, xa, ..., Tp >.

(i) MAGReS: in this case UFIL measures the amouw. “ of information
related to the utility function that is revea ~d by 7 gent ag; (which
represents user u;). At the item-level, w~ ise Luation 15 for agent
a; recommending item z;. For a list o’ iter » \ r recommendation),
we use Equation 16.

it “ithUtilit [ iy T
UFIL(us, ;) = UFIL(ags, ;) — | itemsy "ithUtility Revealed(ag;, z;) |

| itemsTotal(ag;) |

15)
where | itemsWithUtilityRevenlod!~- x;) | is the amount of items
for whom ag; has revealed its uv.**v (or satisfaction) value when item
x; was recommended; and ' “tems’ vial(ag;) | is the total amount of
items over which ag; can re <al some utility-related information .

—k
UFIL(UZ', ﬁ); LjZOUFIjL(u“l‘J) (]_6)

(il) TRADGRec-PA: given .“at TRADGRec-PA uses a traditional ap-
proach based on preference aggregation, it requires the system to
know everythir ; rela. »d to the user preferences. Thus, UFIL(u;, ;)
is always set ¢ 1.

(iii) TRADGRe -RA: 1. es a traditional approach based on recommen-
dation ag regs.on where the candidate items are selected by us-
ing preferen.  age egation (the k candidates with the highest group
prefere .ce value are selected). Thus, it requires the system to know
every ning “elated to the user preferences. Again, UFIL(u;, x;) is
alw~_ - set to 1.

e Propos.' Information Leak (PIL, MAGReS only): it represents
the sroportio.. (measured in a [0; 1] range) of candidate proposals that the
ag nt (.g;) evealed during the negotiation process with regard to all the
propo. ~ls ¢ could have made. We use Equation 17 for a single item x;
(d.e., i*em level), and Equation 18 for a list of items (or recommendation)
r=<a_,%x,..., Tk > (i.e., recommendation level).

CTL(us, ;) = PIL(ags, ;) = | candidate ProposalsRevealed(ag;, ;) |

| candidate ProposalsTotal(ag;) |
(17)

k
. o PIL(u;, x;
PIL(UZ,T) _ Z]_O k ( ])

(18)
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It is important to notice that the PIL indicator cannot u. ~omy .ted for
TRADGRec-PA and TRADGRec-RA, because the ¢ .. 2pt . proposal
does not exist in those systems'®.

4.4. Ezxperimental setting

The number of recommendations for a ranking wa ' set to © = 3, 5 and 10
items, since they are common amounts of recommendat. ~s (+,p-three, top-five
and top-ten). In the case of MCP (either one-ste . or rlti-step variants), we
run the protocol k times, in order to produce th F .eco amendations. For a
given run, we removed from the negotiation spa. » thos~ * .ems that were agreed
by all the agents in the previous run.

For all the approaches we conducted ex, ~riment with several configura-
tions using both user and item-based recom.. nda...a techniques (and different
similarity metrics for each one). Mahout allow. to use user-based (UB) and
item-based (IB) SURs. As it can be see.. in Appendix A.1, depending on the
type of SUR, different similarity functions arc ~wvailable. In summary, we exer-
cised the three approaches below:

e TRADGRec-PA: it has a si. J'» pa ameter, which is the preference ag-
gregation strategy used for cor nu. g the group preferences (aggregated
preferences) when buildi: - I~ = ~up preference profile. We used five ag-
gregation strategies: average ‘AVG), least misery (LM), most pleasure
(MP), approval voting (AV) and upward leveling (UL) [7, 20, 42, 46].
The parameters (if 7 .1y) 0. ach aggregation strategy are discussed in Ap-
pendix A.3.1.

o TRADGRec-R2 . it ".as a single parameter that can be configured, which
is the aggregat. ~n - ;rats gy used for computing the group preferences (ag-
gregated pre erence ) during the process of selecting the candidate rec-
ommended . ms . We used the same four aggregation strategies as in
TRADGRec-PA.

e MAGP :S: ~ e tested with both the One-Step and MCP protocols. For
each of v. 'm, we tested three Concession strategies (Desires Distance,
Nas v ard Unditarian), the five ARP strategies (see Section 3.4) and all
th Pr posr., Acceptance strategies (see Section 3.5). Despite the variety
of nar.. ~e ers that can be tuned, based on the tests we performed, none
of the n produced a significant impact on the resulting recommendation
nor on ts quality.

7. is irnortant to note that for all the tests of Sections 4.5.1, 4.5.2, 4.5.3, and
1.5.4 we set the amount of items to be recommended (k) up to 10 (i.e., k = 10).
G- ~e +Le results of the tests showed the effectiveness of our approach when

15For the sake of comparisons, we could assume PIL = 1 for the same reasons we set UFIL
to 1, but we decided not to compare MAGReS against TRADGRec-PA and TRADGRec-RA
with respect to the PIL.
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making recommendations of 10 items, we conducted tests with « 'owe: wmount
of items. A summary of the results for the experiments wit' ~ =35 .ad k=5
can be found in Section 4.5.5.

4.5. Experiments

Given the variety of parameters that can be tweal »d with 1 the approach,
we decided to report the analysis over those that woula “ave . high impact on
both the recommendation process and the recomm :ndat* -s. These parameters
are the following:

1. The type of SUR, and especially the type o1 . ‘ruarity metric.
We tested both types of SUR, the user-hased ana the item-based ones. For
the user-based SUR, we conducted exrerin. nts vith the following similar-
ity metrics: Clity Block, Euclidean Distar.. > Log Likelihood, Pearson Cor-
relation and Uncentered Cosine. T . ... rwem-based SUR, we conducted
tests with the City Block, Euclidean stance, Pearson Correlation and
Uncentered Cosine.

2. The PrA strategy. In this case w. -onducted experiments testing all the
variants of the PrA strategy. *vict, Relazed and Next.

3. The Already Rated Punishmen.' su.ategy. In this case we run tests us-
ing all the variants of tl.. A~.l" trategy. Particularly, for the Flexible,
Min-Satisfaction and Flexibie Plus variants, we run tests with different

parameterizations.

More details about the 1 wamete ization of each approach and strategy can be
found in Appendix A.2 2.

4.5.1. Single-User I. ~or ;mer der: User and Item-based

The SUR was one o1 ‘! e factors that affected the most both the recom-
mendation proce s . nd the recommendations. During the experimentation, we
observed some peculiar . zsults for certain combinations of SUR and similarity
metrics:

e When usi. =~ a user-based (UB) SUR, the City Block, Euclidean Distance,
and Un entered Cosine metrics caused all the recommendations to be
ali. ~st che - ame for both datasets (MovieLens and Yelp) and the 45 groups
(=or da. > 2t) involved in the test, both for the traditional (TRADGRec-
PA an ! TRADGRec-RA) and MAS-based approaches. According to the
vesults Of the tests performed, we believe that the low density of the rating
Me...ces for the datasets and the size of the neighborhoods selected for
tL experiments might have been the reasons for those results, as they
di' ectly affect the effectiveness of most user-based similarity metrics. We
analyzed this issue empirically, but a deeper analysis and tests with larger
datasets is subject of future work.

e When using a item-based (IB) SUR, the improvement observed for MA-
GReS in terms of GS, MSD and fairness, was barely noticeable if the City
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N st |

GROUP SATISFACTION
i — S e MACheS MAGRES  paDGRec-PA TRADGR- "A TRADL ~ RA TRADGRec-RA
(higher is better) [One-Step;  [MCP Stict;  [MCP Relaxed;  [MCP Next; (02207 i e g
M19] m5) M17] M11] i ) e 3
0.7254+ 06297 £ 07282+ 0.7303 ¢ 0.7263 ¢ /255 ¢ 0. ot 0.7395 ¢
(1B) CITY BLOCK 0.0529 0.2547 0.0465 0.0499 0.0479 na76 0.0516 0.0516
0782+ 0.8103 ¢ 0.8472¢ 08207+ 0.5827 ¢ 05715 07+ 072
= (1B} EUCUIDEAN WEIGHTED) 00726 0182 0.044 0.0689 0.1505 0.1359 0.0967 0.0967
E
o 07752+ 0.9519 ¢ 0.9545 09403 ¢ 0.6069 06135 07275+ 07275+
§ (18] REARSON WEIGHTED) 0.0595 0.0387 0.0318 0.0529 0.086: 0.0938 0.0562 0.0562
E (1B) UNCENTERED COSINE 07782+ 0.8256 0.8464+ 08141+ 0.5667 0.5576 + 0.7017 £ 0.7017 +
= WEIGHTED 00716 0.1336 0.0452 0.0748 0.1546 e 0.0936 0.0936
=
@ 0.9309 0.9672 ¢ 0.9681 ¢ 09415 ¢ 28655 0.8655 0.8988 0.8988
{UB) LOG LIKELYHOOD 00433 00113 0.0073 0.0352 0.055 2,058 0.0714 00714
07336« 0.9206 £ 09371+ 08753+ x 5898 & 06784+ 06784+
(LB} PEARSON WEIGHTED 00792 0.0378 0.019 0.0383 0.0922 0.1013 0.0755 0.0755

DATASET: YELP

GROUP SATISFACTION
i —— v MAGRS i MAGRES  RADGR( PA TRADGRec-PA TRADGRec-RA TRADGRec-RA
(higher is better) [One-Step;  [MCP Strict;  [MCP Relaxed;  [ML.  ~xt; (AvG: ] UL T5] (AVG: T1] UL, 73]
M19) MS] M17) My o i - _
0.7886 + 0.3902 + 0.7885 + T L9t 0.7908 + 07845 + 0.7845 +
B} CITYBLOCK 00724 0.4078 00719 0.0/ 0.0662 0.0667 0077 0077
0671 0.9057 + 09116+ PEEESS 0.1854 01901+ 0.6013 0.6013
s 8] FUCLIDEANIWEIGHTED! 01261 0.0488 0.0422 0.0608 0.0983 0.1182 0.0906 0.0906
E
I 0.7208 + 09773 ¢ 0.9765 + s 03184+ 03277+ 0.6076 + 0.6076 +
é (18] REARSONWEIGHTED) 01012 0.0249 0.219 0.05. 0.1053 0.1236 00777 00777
z (IB) UNCENTERED COSINE 06728+ 0.9064 + 01 8% . 01902 + 01915+ 0601+ 0601+
= WEIGHTED 01174 0.0475 0.04 0.0602 0.108 0.1137 0.0905 0.0905
2
Z 07241+ 0.9989 + 0.9943 09896 + 03881+ 03881+ 06562+ 0.6677 +
(U8} LOGLIKELYHOOD) 0.1094 0.0064 ~n075 0.0293 0.0992 0.0992 01013 0.082
08192+ 0.9926 + 990- 09757+ 07225+ 07255+ 07747+ 07747+
(UBI.PEARSON WEIGHTED 00913 0.0497 G 195 0.069 0.0935 0.1129 0.0784 00784

Figure 6: Average group satisfac. *n (GS) per similarity metric and approach

Block similarity mr .ric was used. The opposite effect was observed when
another similarity me. ‘« (J'ze Uncentered Cosine or Pearson Correlation)
was used.

The parameterizat on « ~d for this experiment is specified in Appendix A.4.1.
As it can be see’ in Figures 6, 7 and 8, the recommendations may vary de-
pending on the simu. ‘ty metric and type of SUR being used. In general we
can see that .. "ReS running with the MCP protocol outperformed both the
traditional 2 spro .ches (TRADGRec-PA and TRADGRec-RA) and MAGReS
running the G. -Step protocol. One exception to the rule was the similarity
metric (I's) (ty b.ock, in which the combination of the Taboo variant of the
ARP st ~ter y an . the Strict variant of the PrA strategy was the reason behind
many recom. v Jations being empty. This situation generated a group satisfac-
tion Jf zero “or all the groups affected (6 in the ML LATEST SMALL dataset
and '3 in the YELP dataset) and had a direct impact on the values reported in
Firres 7 0d 7.

The -esults were validated through a statistical analysis. For each dataset
a. 1 for each similarity metric, we first performed a Shappiro-Wilk test to de-
“~=mine if the samples were normal. Given that in most cases there was at least
c ae sample that did not follow the normal distribution, we performed a pairwise
Vilcoxon Signed Ranks test (which is a non-parametric test) so as to compare
each pair of recommendation techniques (for example: MAGReS [One Step;
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MEMBERS SATISFACTION

DISPERSION MAGReS  MAGReS  MAGReS  MAGReS ] v ]
s [One-Step;  [MCPStrict; [MCP Relaxed; [MCP Next; ' hyocrecPA TRADT <cv. TRADGRec. A TRADGRec-RA
(lower is better) M19] ] M17] M11) [AVG; T1] [ ,T5] G; T1] [UL; TS]
0.0807 ¢ 0,069+ 0075+ 00788+ 00754+ 76+ 00801+ 00801+
(1B) CITY BLOCK 0.0471 0.0503 0.0406 0.0418 0.04 o - 0.0811 0.0811
01121+ 00745: 00879+ 0112+ 02671+ 2096+ 01961+  01961%
¢ IR 0.0648 0.0517 0.0498 0.0831 0.1267 0.1357 0.1085 0.1045
E
S 01053: 00395+  00357%  00519: 01502 0.1504 & 0116+ 0.116+
§ {1B) PEARSON.WEIGHTED) 0.0431 0.0306 0.0242 0.0418 0.0707 0.0683 0.0493 0.0493
=l (1B) UNCENTERED COSINE 01176+ 00803t 00847+  01127:  02729% "8 0.198+ 0.198+
3 WEIGHTED 0.0703 0.0487 0.0522 0.0835 . U335 0.1063 0.1063
=
7 0035+ 00085:¢  0.0086% 00429 01102 1102:  04117¢  04117:
{UB) LOG LIKELYHOOD 0.0368 0.0195 0.003 0.043 0.0F 10607 0.0714 0.0714
01139+ 00385+  00146: 00893+  01955:  01991s  0.581:  0.1581%
(B} PEARSON WEIGHTED 0.0439 0.0452 0.0129 0.0532 0.076¢ 0.0854 0.0597 0.0597

MEMBERS SATISFACTION

ATASET: YELP

DISPERSION " g”::GSR;; [&ASGs':fiit. [MEAPARGS::E i “'ﬂv'ép N“S TRADGR -PA TRADGRec-PA TRADGRec-RA TRADGRec-RA
lower is bett e . ’ o o ; ] ;
(lower is better) M19) vs) M17] 1 [AVF 1] [UL; T5] [AVG; T1] [uL; T5]
01015+ 0.0538 0.094 + 0.09. 00919+ 0.0905 + 01144+ 01144+
iR CITYBLOCK 0.0546 0.0693 0.0507 0.0512 0.0413 0.0388 0.0611 0.0611
01633+ 00579 + 00554 00809 + 02907 + 02875+ 0197+ 0197 £
o B FUCLIDEANWEIGHTED! 00712 0.0271 0.0237 1.0632 0154 0.1747 00835 0.0835
E
jm 01419+ 00242+ 00222+ 0040 02048 + 0215+ 0.1965 + 0.1965 +
g (18] PEARSONWEIGHTED 0.0725 0.0229 " 0.0621 0.0799 0.0809 0.0881 0.0881
5 (IB) UNCENTERED COSINE 0.1639 0.0579 ¢ 0060+ 0.0806 + 0288+ 02895 + 01969 + 01969 +
= WEIGHTED 0072 0.0257 0.025. 0.0579 0.1557 01731 0.0835 0.0835
2
H 0.1436 + 0.0004 + 051 + 00133+ 02898 + 02898 02113+ 02003 +
{UB) LOGLIKELYHOOD 00718 0.0026 U 1 0.0325 0.1105 0.1105 0.077 00791
0116+ 00128+ 0. 44+ 00321+ 01544+ 01339+ 01431+ 01431+
(UB]REARSON WEIGHTED 0.0868 0.097 0.0. 3 0.0852 0.0864 0.0791 0.0817 0.0817

Figure 7: Average member satisfaction disy -sion (MSD) per similarity metric and approach

— DATASET: ML_LATEST_SMALL

FAIRNESS MAGReS MAGReS MAGReS MAGReS
(higher is better) [On Step; 1 °Str ; [MCPRelaxed; [MCP Next; TR{:\[\’/f;’fii‘]PA TR’?SERTESCI'PA TR[’;[\’/%'?QTE‘]RA TRA[ﬂvaTe;‘RA
119 M M17] M11] i : g 3
,.6596 + 0.5864 + 0.6912 + 0.6775 + 0.6609 + 0.6621 + 0.6857 + 0.6857
(18) CITy BLOCK 0.193/ r .,046 0.1971 0.1982 0.2166 0.22 0.1923 0.1923
0.5¢ b ,.8862 + 09117 + 0.8864 + 0.6357 + 0.6383 + 0.6922 + 0.6922 +
o {IB) EUCLIDEAN WEIGHTED | o133 0.2147 0.1008 0.1073 0.1724 0.1589 0.144 0.144
[
jm 0.7204 + 0.9738 + 09853+ 00519+ 0.5506 + 0.5556+ 0.6706 + 0.6706 +
y
; (B REARSONWEIGHTE 115 0.0419 0.0237 0.0418 0.1118 0.1202 00921 0.0921
5 (IB) UNCENTERED COSINE 0.79,. . 09132+ 0.9246 08748+ 06237+ 06216+ 06963 06963 +
= WEIGHTED 0.1347 0.1692 0.1002 0.1241 0.1808 0.169 01359 01359
s -
H : 0.9743 + 0.9982 + 1t 0.9669 + 0.8788 + 0.8788 + 0.8987 + 0.8987 =
(LB LoGLIERO0D 0.0392 0.0094 [) 0.044 0.0564 0.0564 00723 00723
. 0.7486 + 0982+ 0.9996 + 09204+ 05624+ 0.5991 ¢ 0.6814+ 0.6814
(UB) PEARSN WEIGH T 0.0963 0.0392 0.003 0.0507 0.0943 0.1039 0.0869 0.0869

MAGReS

MAGReS

MAGReS

MAGReS

TRADGRec-PA  TRADGRec-PA TRADGRec-RA TRADGRec-RA

DATASET: YELP

[One-Step;  [MCP Strict;  [MCP Relaxed; ~ [MCP Next; . : g :
M19] M5] M17] M11] [AVG; T1] [uL; 5] [AVG; T1] UL TS)
(B)CITY  OcK 0.822 + 0.429 + 0.8449 + 0.8498 + 0.8438 + 0.8404 + 0.8259 + 0.8259 +
0.2032 0.4651 0.199 0.1885 0.1927 0.1957 0.2055 0.2055
0.6952 + 0.975+ 0.9838 + 0.9341 + 0.1879 = 0.2009 + 0.6092 + 0.6092 +
\
QLU CLIDEANLEIGHTED 0.1592 0.0564 0.0426 0.0645 0.0988 0.1216 0.1229 0.1229
0.6771 ¢ 0.9959 + 0.9959 + 0.9666 + 0.2854 + 0.2928 + 0.5796 + 0.5796 +
o
(BIGEARSON WEIGHTED, 01092 001 0.0148 0.0613 0.105 0.1264 0.0968 0.0968
(IB)UI ENTERED COSINE 0697+ 0.9816 + 09833+ 09311+ 0637+ 02036+ 06088 + 0.6088 +
NEIGHTED 0.1461 0.0446 0.041 0.0671 0.1906 01175 0123 0.123
0736+ 1% 1 09904 + 03881+ 03881+ 0.6669 06744+
GBI LOGLIELYHOOD) 01189 [ [} 0.0269 0.0992 0.0992 0.1097 0.0861
08211+ 0.9926 + 0.9926 + 09758 + 07272+ 07322+ 07771+ 07771+
‘ (UB).EEARSON WEIGHTED 0.0944 0.0497 0.0497 0.0717 0.0921 01151 0.0824 0.0824

Figure 8: Average fairness per similarity metric and approach
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M19] versus MAGReS [MCP Strict; M5] or MAGReS [MCF .-laze., M17])
versus TRADGRec-PA [AVG; T1]). To do this, we first us = ~ two ided test
to determine if both samples were significantly different fr m ¢ « _-other and
then, if the samples were different, we used two one-sidea - sts to determine
which of the samples was greater or less than the othe . For t. : experiments
in Figure 6 we wanted to test whether one approach, 4 (e.g., VAGReS [MCP
Strict; M5]), was significantly better than the other » (e.g. TRADGRec-PA
[AVG; T1]) in terms of GS, so the null hypothesi- was “the sample of the ap-
proach A is not greater than the sample of the app nac’. B* For the experiments
reported in Figure 7 we wanted to test that or ~ approa-a A was significantly
better than the other B in terms of MSD, and there. ve the null hypothesis was
“the sample of the approach A is not worse tl. n the sz nple of the approach B”.
Finally, for the experiments reported in Fig.~e & ,.~ ,anted to test whether one
approach A was significantly better than other .. nroach B in terms of fairness,
so the null hypothesis was “the sample . - tne approach A is not greater than
the sample of the approach B”. The statistic.’ analysis confirmed our observa-
tions as, in each test, the null hypotl 15 . . rejected at a significance level of
95% (a = 0.05). Thus, we confirmed t. - ¢ the recommendations generated by
MAGReS, and particularly those g vate ' by MAGReS [MCP Relaxed; M17]
outperformed those of TRADGRec-+ A a,.d TRADGRec-RA.

4.5.2. Already Rated Punishment s.. "tegy

The ARP strategy was created to model how the user feels about receiving
a recommendation with a . item . e has already rated. Each variant of the ARP
strategy affects the way t.. " nropc ;als are treated by the agents, both when they
decide about acceptin’, (or re.. .ng) a proposal and about their next proposal,
and this might ultir «&tely red ce the amount of cases in which an item already
rated is recommenc'aed . the group. We tested all the strategies using both user
and item-based S 'Rs, ana each of them with different similarity metrics. The
parameterizatio: . usew. ‘or this experiment is detailed in Appendix A.4.2. At the
moment, all t}  -gents use the same ARP Strategy, but we plan to allow users
to choose thr.r ov a strategy in their agents in the near future.

Figure 9 si. s, per ARP strategy, the average percentage of items recom-
mended ( ons‘deri.g the 45 groups per dataset) that were already rated by at
least on' of t 1e g7 bup members. As it can be seen, the tests revealed that when
using ML . AT ST SMALL dataset, Taboo is the best-perfoming strategy at
the *ask of veducing the amount of already-rated items being recommended.
This implies that the desires of the users who chose the Taboo as the ARP
Stratey, ‘. their agents are being properly represented and taken into account
wring “he recommendation process. The tests with the YELP dataset con-
“rmed v hat we observed in the tests with the other dataset, but also showed
tha. ..nen a user-based similarity metric was used the overlap was close to
z .o 2ven when using the other ARP strategies. This may be explained by
he amount of items in the dataset (as the POI dataset has almost 10 times
nore items than the movies dataset) and the amount of items rated by each
user (a minimum of 9 items per user in YELP dataset, and a minimum of 20
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DATASET: ML_LATEST_S! 1

OVERLAP (%) rlexiple  PLEXIBLE PLUS MIN-
(lower is better) esvoome (T [f=0.75.  SATISFACTION T+ °
o ms=0.6] [ms=0.6]
31.78% 11.49% = 24.39% 31.89%+ 428%+
(IB) CITY BLOCK 3277% 25.65% 31.05% 32.83% 17.387
6.72% + 0.84% + 114% £ 6.94% +
[fy  UBIEUCHDEANWEIGHTED) 16.02% 6.24% 6.97% 16.54% [N
3
=
j 2.06% £ 0.06% + 022%+ 2 0%+
; (IB) PEARSON WEIGHTED ) piesedy gy & g
& (1B) UNCENTERED COSINE 263% & 0.86% ¢ 222% % 30 %z 0%+
3 WEIGHTED 12.7% 6.04% 12.58% 1. % 0%
=
@ 2.72% + 0%+ 0%+ 2.72% = =
{UBIL0G UKELYHOOD 8.11% 0% 0% 311% 0%
8.06% + 0.11% + 0.44% 85 . 0%
{LBI PEARSON WEIGHTED 12.1% 1.49% 2.32% 6% 0%

RTASET: YELP
OVERLAP (%) x| XL T M
(lower is better) EASY-GOING 1#0.75) [f=0.75. TISFACTION TABOO
= ms=0.6] . =06]
14.96% + 1.78% + 10.19% + 1 6%+ 0%+
{1E) CITy/BLOCK 31.16% 10.07% 3% 16% 0%
2.08%+ 0.09% = 0.71% 17%+ 0%+
= () EUCLIDEANWEIGHTED. 6.65% 1.24% ~89% 6.07% 0%
G 228%+ 0.06%+ 0415, 2.73%+ 0%+
é (IB) PEARSON WEIGHTED sl e e Ak
& (IB) UNCENTERED COSINE 243% 0.16% 0.97% + 231%+ 0% +
3 WEIGHTED 6.35% 1.55% 4.45% 6.29% 0%
=
a 0.78% ot %t 0.78% + 0% +
(UB) LOG LIKELYHOOD Ao o £ e o
0%+ (2 0%+ 0%+ 0%
(UB) PEARSON WEIGHTED g ! o #h =

Figure 9: Average overlap percentay ~ pu. similarity metric and ARP strategy.

in ML _LATEST SMALL), which reduces the probability of occurrence of the
overlaps.

In Figure 9 we also >bservec that using Min-Satisfaction with the min-
satisfaction parameter set v. 0.6 (equivalent to 3 of 5 stars) is almost the same
as using Fasy-Going i « ter ns o1 both group satisfaction and percentage of over-
lap. This means the ev:n wien the agents are not penalizing proposals with
less than 3 stars, s’ ice the - re using the Fasy-Going strategy that constraint is
being maintainec 1. nlicitly. Finally, we observed that Flezible Plus seems to be
a good point in between. ~n aggressive strategy like Taboo and a relaxed strategy
like Fasy-Go7 g, elping to discard items (e.g., movies) the user will not like
but still recc "wr ading those she will be willing to consume again (e.g., movies
the user w'il be . ‘lling to watch again). The use of the ARP strategies has a
side-effec, on .he group satisfaction value: the more restrictive the strategy is,
the lower 'V : gre ap satisfaction is. The reason behind this observation is that
when _.crs (a. 4 therefore, their agents) do not “complain” (by penalizing the
utili y repor =d) about receiving proposals with items they have already rated
(i.e. . hen tt 2 Easy-Going strategy is used), it is more likely that the recommen-
7 .uons contain items that received high ratings by the group members, which
‘hen ind -eases the group satisfaction value (see Figure 10). This way, Fasy-
LU ning - roduces the best recommendations in terms of group satisfaction, but
the worst one in terms of the overlap , and Taboo produces recommendations
v 1th less overlap but also with an slightly lower value of group satisfaction.

With regard to the MSD and fairness (see Figures 11 and 12) of the rec-
ommendations, the results vary depending on the dataset. For the dataset

25




DATASET: ML_LATEST_S! 1
FLEXIBLE PLUS MIN-

GROUP SATISFACTION

(higher is better) FLEXIBLE

EASY-GOING [f=0.75. SATISFACTION 7

[f=0.75] ms=0.6] [ms=0.6]
0.7704 + 0.7006 + 07736+ 07704 = 06297+
(18) CITY BLOCK 0.0563 0.1965 0.0604 0.0563 0.2547
0.8463 + 0.8266 + 0.8264 + 0.8458 + " O
E (18) EUCLIDEAN WEIGHTED 0.0452 0.1334 0.1334 0.0456 0.1
=
— 0.9504 + 0.9495 + 0.9501 + 094" = 0.9519 +
; IR PEABStRNEAGH LR 0.0434 0.0433 0.043 0. 23 oc 7
= (1B) UNCENTERED COSINE 0.8441 & 0.8261 ¢ 0.8448 + 0& %z 0.825¢
é WEIGHTED 0.0457 0.1335 0.0442 0. ° 0.132
s
@ 0.9649 & 09672+ 0.9686 096492 o ux
8y (it EREDIH0 0.0175 0.0113 0.0128 .0175 0.0113
0.9274 + 0.9214 + 0.9223 09" = 0.9206 +
IUBLEEARSORNEISHITER 0.0235 0.0358 0.0351 236 0.0378

ATASET: YELP

GROUP SATISFACTION

FLEXIBLE FLEXIBLE - L7
(higher is better) EASY-GOING 1#0.75) [f=0.75. TISFACTION TABOO
e ms=0.6] . =0.6]

0.6233 ¢ 0.4284 + 0.5494 + 0 33% 0.3902 +

{1E) CITy/BLOCK 03632 0.4093 67 3632 0.4078

0.9084 + 0.906 0.9075 = 0.9088 + 0.9057 +

E 1B} FUELIDEAR WEIGHRER 0.0475 0.0484 048 0.048 0.0488

G 0.9799 + 09778+ 0.97»- 09797 & 09773+

; DEsrERESAN WEHAEY, 0.0234 . 0.0233 0.0249

I (1B) UNCENTERED COSINE 0.9098 + 0.900 0.9086 + 0.9097 + 0.9064 +

§ WEIGHTED 0.0473 0.0473 0.0464 0.0465 0.0475
=

@ 0.9988 + 7 noRg ¢ 0.,988 + 0.9989 + 0.9989 +

R IOEREECI0D 0.0067 [VXvoN 0.0067 0.0061 0.0064

0.9926 RIS+ 0.9926 + 0.9926 + 0.9926 +

ORI PEASON WRGHTER 0.n497 97 0.0497 0.0497 0.0497

Figure 10: Average group satisfactic » p. similarity metric and ARP strategy.

ML LATEST SMALL, we can say vaat Taboo is the best ARP strategy with
regard to MSD but Min-S .o, tion (with the ms parameter set to 0.6) is the
best with regard to fairr :ss. For YELP, Taboo is the best with regard to the
fairness but there is not a <. ar . inner regarding to the MSD. Overall, and in-
dependently of the dr .ase’, we would choose Taboo as a default strategy (until
the user chooses the . ‘ra’ agy * aat better suits her personality) as, in most cases,
it ensures the min’ .nizat.. ~ Of the overlap.

All the resul’s —ere validated through statistical tests. We first run the
Shappiro-Wilk test on .“e samples to determine whether they followed or not
the normal d’str1 ution. Given that some of the samples did not follow that
distribution ~ nc a-parametric test was used. We then proceeded like we did
previously (see . <tion 4.5.1): by performing (for each dataset and for each
similarit~ me ric) a pair-wise comparisons among the 5 samples (one for each
ARP var.. > ) us ag the Wilcoxon Signed Ranks test. For Figures 9 and 11 the
null b _othes.. was “the sample of the variant A is not worse than the sample
of tl 2 variay & B”, as we wanted to test that one ARP variant A (e.g., Taboo)
was + onifics atly better than the other B (e.g., Fasy-Going) in terms of the
# aount or overlap (Figure 9)/MSD (Figure 11). In the case of the Figures 10
ind 12 e null hypothesis was “the sample of the variant A is not greater than
1. = sar ple of the variant B”. The test results confirmed our observations as, in
aach test, the null hypothesis was rejected at a significance level of 95%. Thus,
v e confirmed that the variants of the ARP proposed in this article helped to
_~duce the overlap in the recommendations, but at the cost of causing a minor
loss in their quality.
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DATASET: ML_LATES]
MIN-

MEMBERS SATISFACTION
DISPERSION FLEXIBLE FLEXIBLE PLUS

: EASY-GOING [f=0.75.  SATISFACTION ~ TABOO
I bett =
(lower is better) [f=0.75] me=0.6] [ms-0.6] A
0.0902 + 0.0819 + 0.0966 0.0917 = 060
(IB) CITY BLOCK 0.0472 0.0559 0.0492 0.0472 [T
0.0749 + 0.0751 + 0.0756 + 0.077 0.0745 +
g (1B) EUCLIDEAN WEIGHTED oy i Y odlt .07
& 1
w 0.046 & 0.0458 + 0.0449 + 0 4% 0.039
; () REARSONWEIGHEED) 0.0514 0.0506 0.0502 oL 1 0.030
= (1B) UNCENTERED COSINE 0.0802 + 0.0777 ¢ 0.0811+ 0.0807 . 0 L
= WEIGHTED 0.0444 0.0485 0.0468 0455 w0487
s
@ 0.0124 % 0.0095 + 0.0093 0.01° 0.0095
{UB}1L0S LIKELYHOOD 0.0207 0.0195 0.019 roo7 0.0195
0.0197 & 0.039 + 0.0382 + 0.0337 = 0.0385 +
LB PEARSON WEIGHTED 0.0089 0.0457 0 % 0.0247 0.0452

MEMBERS SATISFACTION
DISPERSION

(lower is better)

ATASET: YELP

)
FLEXIBLE FLEXIBLE PLUS

EASY-GOING [f=0.75] [f=0.75. SATI ACTION TABOO

6] T 3=0.6]
0.09+ 0.0613 _ 0.08z¢ 0.09+ 0.0538 +
(18) CITY,BLOCK 0.0741 0.0727 1.0765 0.0741 0.0693
0.0572 0.0576 + 0.05. 0.0573 0.0579
(1B) EUCLIDEAN WEIGHTED 0.0259 = e 0.0264 0.0271
-] 0.0221 ¢ 0.0c. 0.0235 0.0221 + 0.0242 +
g L il 0.0224 0.0226 0.0223 0.0226 0.0229
I (1B) UNCENTERED COSINE 0.0561 + 0.0577 + L. 358+ 0.0563 + 0.0579 +
; WEIGHTED 0.0269 . 0.0264 0.0266 0.0257
H
@ 0.0006 + 2.000 0.0003 + 0.0006 + 0.0004 +
R oEReERTI0D 0.0028 a7 0.0017 0.0028 0.0026
0. 0.0. "% 0.0128 + 0.0128 + 0.0128 +
(UB) PEARSON WEIGHTED 0.0. 1 0.08u 0.0861 0.0861 0.0861
Figure 11: Average MSD per similar’ . _ ~*ric lepending on the ARP strategy used by all the
group members
FLEXIBLE PLUS MIN-
ASY-GOING F[E:‘?;]E [f-0.75.  SATISFACTION  TABOO
e ms=0.6] [ms=0.6]
0.761 0.6645 + 0.7596 0.7646 + 0.5864 +
~ r
CITY Jgick 0.1818 0.2612 0.1877 0.1816 0.3046
o 09+ 0.9032 + 0.9023 + 0.9196 + 0.8862 +
.
E ) EUCLIDEATTN FD 0.1689 0.1771 0.1766 0.1021 0.2147
E
] - 0.9698 + 0.9679 + 0.9705 + 0.9748 + 0.9738 +
_
§ e fSONWEIGHTED; 0.0515 0.0507 0.0512 0.0472 0.0419
(IB) UNCEN:. D COSINE 0.9295 + 0.9126 + 0.9377 0.9269 + 09132+
WEIGHTED 0.0977 0.175 0.0965 0.1011 0.1692
0.9987 £ 0.9982 + 0.9982 + 0.9987 + 0.9982 +
d {UB) LOG IKELYHOOD) 0.0089 0.0094 0.0094 0.0089 0.0094
0.9996 £ 0.9816 + 0.9816 0.9904 = 0.982 +
h- (P FEARSOR EIGHITEN 0.003 0.0367 0.0367 0.017 0.0392

DATASET: YELP

FAIRNESS

FLEXIBLE PLUS MIN-

(higher is better) EASY-GOING  LXIBLE [f=0.75.  SATISFACTION  TABOO
[f=0.75]
ms=0.6] [ms=0.6]
0.6497 £ 0.4657 057+ 0.6497 £ 0429+
{IE) SITY/PLOCK 0.4086 0461 04362 0.4086 0.4651
09771+ 09758 + 0.9768 + 09761+ 0975+
2 (18] EUICLIDEAN WEIGHTED 0.0539 0054 0.054 0.0606 0.0564
B
w 09953 09954 0.9945 + 0.9951 % 0.9959 +
§ () EEARSON WEIGHTED) 0.0126 0.0105 00115 0011 0.01
= (IB) UNCENTERED COSINE 0.9844 + 09822+ 0.9829 + 09841+ 09816+
3 WEIGHTED 0.0428 0.0447 0.0447 0.0436 0.0446
=
2 (UB) LOG LIKELYHOOD 10* 10* 101 10: 101
0.9926 + 0.9926 + 0.9926 + 0.9926 £ 0.9926 £
{UB} PEARSON WEIGHTED 0.0497 0.0497 0.0497 0.0497 0.0497

igure 12: Average fairness per similarity metric depending on the ARP strategy used by all
1. = group members
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DATASET: ML_LATEST_S! 1

AMOUNT OF CONCESSIONS

er recommendation. lower is better] RELAXED RELAXED RELAXED Ut
o gl sTRICT [p=0.025]  [rp=0.05] [rp=0.1] 3
38.9944 + 28.7667 + 10.7444 + 2.5944 + 2.9667 +
{B) Iy BLOCK 53.627 51.0631 26.6792 7.0336 53.435
60.5222 + 59.1222 + 56.5167 + 43.0278 06F t
E (1B) EUCLIDEAN WEIGHTED 35.8288 34.727 34.4968 34.0513 35 1
&
- 55.7222 + 57.0389 + 53.8667 + 43.21 46.8444 +
§ (1B) PEARSON WEIGHTED 54.5227 55.8777 56.2164 51" 16 52.0764
4 (1B) UNCENTERED COSINE 49.7833 + 47.2556 + 44.7389 + 36. 78+ 36.588
; WEIGHTED 27.7109 26.6756 25.2855 25 6 27.42
=
@ 13.6611 + 12,1333 + 9.6444 + 2.5335 657 .+
{UBJLOG IKELYHOOD 7.9003 6.5429 6.4102 9977 302
50.7333 + 42.7556 + 35.7833 18.35" 25.6778 +
(UB) PEARSONWEIGHTED 22.564 17.21 18.040¢ 17 09 14.4252

ASET: YELP

AMOUNT OF CONCESSIONS

e B lties] RELAXED RELA. RE.
! ! ZIRIcy [p=0.025]  [rp=0.05] Irp=0.1] AL
37.25¢ 68.2944 + 52.6556 + Bt 112.6167 +
{IB) CITY;BLOCK 905903 1434417 1375416 4 1124 2075576
107.9944 + 112.2722 ~ 111.. "+ 4333 ¢ 99.6389 +
E (1B) EUCLIDEAN WEIGHTED 61.7056 63.8519 64.254- 74.028 70.2895
G 69+ 42,0000+ o 362611: 413611+
; (1B),PEARSON WEIGHTED 59.3681 59.4557 61.5-. 62.5769 62.4437
I (1B) UNCENTERED COSINE 98.8+ y Y 101.5667 + 93.2667 + 92.0389 +
; WEIGHTED 58.394 58.6, 65.6866 64.3929 68.1616
=
@ 9.8+ 955¢ 056 + 7.0111+ 8.8444 +
{UB)LOG LIKELYHOOD 17.4892 Ton 14.4676 12.6381 15.705
2.9889 + 29 2.7556 + 26111+ 27111+
[UB) PEARSON WEIGHTED 5.0539 19 4 4.5973 4.1714 4.797

Figure 13: Average amount of concession~ v. oenerate a recommendation of £k = 10 items
depending on the PrA strategy

4.5.3. Proposals Acceptance strateqy

In addition to the (exi‘ ¢ing) . rict variant, we proposed two more strategies,
namely: Relazed and Ne.* Alth jugh the usage of the PrA strategy is merely
dedicated to model acr :ptance - iteria for user’s proposals, we will compare the
different variants of ’.1e ¢ ratesy according to how they affect recommendation
process and results L defi iition, the Relazed and Nezt variants of the PrA
strategy cause, ir some w.y, the agents to be more “flexible” when deciding
whether to acce .t a . "oposal. This situation has the following consequences:

1. It helps .he agents to reach agreements faster and therefore produce rec-
omme: 1ati ns faster. Given that the agents are “more relaxed” when as-
sessi-.g pro, nsals and deciding whether to accept them , less concessions
are neer ed to reach an agreement and the number of rounds of negotia-
tiow ~r asec iently decreases. As it can be seen in Figure 13 there are some

.._eptio. . to the rule, for example for ML, LATEST SMALL when the
(IB) 'ty Block similarity metric is used, and for YELP when the (IB)
Huclid an Weighted similarity metric was used. In both cases the increase
in vne number of concessions when using the strategies Relazed and Next
ca ' be explained by the difference in the GS of the recommendations pro-
d- ced when those PrA strategies were used.

2. It might increase the group satisfaction for certain configurations of groups
and strategies (see Figure 14). This situation is highly dependent on the
strategy followed by the agents to select their initial proposal and the Con-
cession strategies. For the experiments we used the Egocentric [13] (the
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initial proposal is the one that retains the highest utility ~lue) .nd De-
sires Distance strategies respectively. In this context, r .. age.."“s initial
proposal is its best one in terms of utility (and theref” ce u <1 . ~tisfaction)
and every time the agent has to concede it makes a . - w proposal with
lower utility than its current one. Then, the mo . conces..ons we have,
the lower the user satisfaction will be. Moreov 'r, each concession low-
ers the “agent’s requirements”’ for accepting prop >sals 7 .ad increases the
probability of reaching an agreement. This w .y, the more concessions the
agent makes, the lower its utility becomes, an-" the -efore the lower the
satisfaction of the corresponding user will he.

: ML_LATEST_SMALL

GROUP SATISFACTION

higher is better] RELAXED n FD " LAXED

(higl ) STRICT rp=0.02 . rpe0.] NEXT
06297 0.697 84 07282+ 07303+

{IBYCITY BLocK 0.2547 0.1592 oL 0.0465 0.0499
0.8103 D V0403 + 0.8472+ 0.8207 +

g {16) EUCLIDEAN WEIGHTED 0.182 0.u. 0.0443 0.044 0.0689
G 09519+ 0.9553 + 19566 + 0.9545 + 0.9403 +
; (18] PEARSON WEIGHTED 0.0387 0.0369 . 357 0.0318 0.0529
= (1B) UNCENTERED COSINE 0.8256 + 0.844: 8453 + 0.8464 + 0.8141+
= WEIGHTED 0.1336 004 , 0.0452 0.0452 0.0748

=

@ 09772+ Los8% 0.9684 + 0.9681 + 0.9415 +
(UB) LOG LIKELYHOOD 4 oL 3 0.0074 0.0073 0.0352
0.920 19354 ¢ 09354+ 09371+ 0.8753 ¢+

(UBI RERRSONWEIGHTED 0.0378 .8 0.0194 0.019 0.0383

DATASET: YELP
GROUP SATISFACTION
(higher is better) = RELAXED ~ RELAXED  RELAXED
b [p=0.025]  [rp=0.05] [rp=0.1] HeT
0.3902 + 0.7072 + 0.7572 0.7885 ¢ 0.7895 +
(1B) CITY BLOCK 0.4078 0.2615 0.1791 0.0719 0.0709
09057+ 03076+ 09108+  09116: 08769+
E [1B) EUCLIDEAN ViGHTED 1.0488 0.0471 0.0464 0.0422 0.0608
[
o 3773 + 0.9786 + 0.9787 + 0.9765 + 0.964 +
-
g (1B} PEARSON W ED J.0249 0.0245 0.0246 0.0219 0.0531
= (IB) UNC™ (ERED COSINE 0.9064 + 0.9071 + 0.9089 + 0.9108 + 0.8755 ¢
g EIGHTED 0.0475 0.0466 0.0449 0.0436 0.0602
@ 4K , 0.9989 + 0.9987 + 0.9976 + 0.9943 + 0.9896 +
( g LIgyrHocn 0.0064 0.0062 0.0064 0.0075 0.0293
. 09926+  09925: 09919+ 09909+ 09757+
"
/B) PEARSON » o 0.0497 0.0497 0.0496 0.0495 0.069

Figure 14: Averag. ~roup satisfaction (GS) depending on the PrA strategy

3. It mig. * ir rease the amount of effective recommendations produced by
the » :comi. ~nder to each group, specially when the similarity metric is
an cemwr pased one (see Figure 16). This is more noticeable when all the
age.. < use 1 “more relaxed” PrA strategy (like Next or Relazed) and the
.uiilarn, metric is an item-based one. In fact, as expected, the less strict
the ag. 1t is when determining whether to accept or reject proposals, the
“igher che amount of effective recommendations is. The explanation for
this 1s simple: if the agents are more prone to accepting proposals, more
ne -otiations will end with an agreement and therefore more items will be
r commended to the group.

1 .. parameterization used for this experiment is specified in Appendix A.4.3.
“Ne have tested the strategies with different similarity metrics and ARP strate-
g.2s, while keeping the Initial Proposal and Concession strategies fixed (to Ego-
centric and Desires Distance respectively). At the moment, all the agents use
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MEMBERS SATISFACTION paaser: wi_LareAEORy |

DISPERSION
3 STRICT RELAXED RELAXED RELAXED NEXT
(lower is better) [p=0.025]  [rp=0.05] [rp=0.1]
0.069 + 0.0719 ¢ 0.075 + 0.075+ . 3
(B} ey BLocK 0.0503 0.0435 0.0012 0.0406 0.04.
0.0745 0.0782 + 0.0835 + 0.08 = 0112+
= (18) EUCLIDEAN WEIGHTED 0.0517 0.05 0.0502 0. 98 0.6
[
g 00395+ 00372+ 00375+ 0L 7+ 0051
§ (1B) PEARSON WEIGHTED 0.0306 0.0311 0.0323 0.6 0.04"
=l (1B) UNCENTERED COSINE 0.0803 £ 0081+ 00821+ n0ga7s s
; WEIGHTED 0.0487 0.0489 0.0505 v.0522 0.0935
=
@ 0.0095 + 0.0054 + 0.0057 0.0° .zt 0.0429 +
(UB) LOG LIKELYHOOD 0.0195 0.0037 0.0035 Jo3 0.043
0.0385 + 0.0174 + 0.0174 + 0.0146 + 0.0893 +
(UB) PEARSON WEIGHTED e . e 2k ke
MEMBERS SATISFACTION ATASET: YELP
DISPERSION RELAXED RELAXED R AXED
(lower is better) SIRICY [rp=0.025] -0.05] 1 =0.1] )
0.0538 0.09. 0.094 0.0954 +
{18y cITy,BLOCK: 0.0693 .0489 0.0507 0.0512
0.0579 + 0.05. 0.0554 + 0.0809 +
(1B) EUCLIDEAN WEIGHTED 0.0271 0.0237 0.0632
E 0.0242 + 0.0. 0.0237 + 0.0222 + 0.0404 +
; (1B),PEARSON WEIGHTED; 0.0229 0.0247 0.024 0.0185 0.0621
I (1B) UNCENTERED COSINE 0.0579 + n0572 + L. 617+ 0.0609 + 0.0806 +
§ 'WEIGHTED 0.0257 _ 0.0279 0.0251 0.0579
=
@ 0.0004 + 2.000 + 0.002 + 0.0051 + 0.0133 ¢
{UB}LOSUIKELYHOOD 0.0026 © 19 0.0031 0.0054 0.0325
0. oL+ 0.0137 + 0.0144 + 0.0321 ¢
(UB) PEARSON WEIGHTED 0.0. 1 0.08. 0.0859 0.0858 0.0852

Figure 15: Average member satisfa ... Yien -sion (MSD) depending on the Proposals Ac-
ceptance PrA strategy used by all the . ~np members

o I ATASET: ML_LATEST_SMALL

DA RELAXED RELAXED RELAXED
be STRIC [p=0.025]  [rp=0.05] [rp=0.1] NEXT
7.0667 + 9.4222 + 99111+ 10+ 10+
(T 384 21584 0.5963 0 0
9.3333 ¢ 96+ 9.7111 % 9.7778 10
‘8]
) EUCLIDEAN WEIGRTED 2.1847 1.8878 1.1604 1.0636 0
. 10+ 10+ 10+ 10+ 10+
(IB)PEA.. ' WEIGHTED 4 S o p o
P (IB) UNCENTERED COSINE 9.4222 + 9.5111 + 9.7111 + 9.8889 + 10+
é WEIGHTED 2.0393 1.9024 1.2725 0.7454 ]
10+ 10+ 10+ 10+ 10+
(UB) LOG LIKELYHOOD 0 0 0 0 0
10+ 10+ 10+ 10+ 10+
®
. ) PEARSON WEIGHTED 0 0 0 0 0

AMOUNT OF

‘COMMENDATIONS
A = STRICT RELAXED RELAXED RELAXED NEXT
(higher is better) [p=0.025]  [rp=0.05] [rp=0.1]
27778+ 7.6889 + 9.0444 9.7778 10+
L R 3.6549 3.4826 2.5312 1.0848 0
81778+ 8.7556 + 9.2889 % 9.8667 10+
= Ay EURELIOEN JOEG R 2.0702 1.5249 1.1406 0.4573 0
g
o 9.6667 + 96+ 9.6667 + 9.7111+ 10+
§ DE)PERION WHGHIEN 13314 1.3551 13314 1.325 0
I (1B) UNCENTERED COSINE 81111+ 8.6222 + 93333 9.7556 + 10+
g WEIGHTED 21237 1.6691 1.4397 0.529 0
@ 9.9556 + pUES 10t 10t 10t
(UB) LOG LIKELYHOOD 0.2084 0 0 0 0
10t 10t 10t 10t 10+
(UB) PEARSON WEIGHTED 0 0 0 0 0

Figure 16: Average amount of effective recommendations depending on the PrA strategy
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the same PrA Strategy, but we plan to allow users to choose the. own . trategy
in their agents in the near future. Figures 13, 14, 15, 16 ar - 7 su. v the re-
sults for the test with the Taboo ARP strategy and the mo ¢ rel .va * similarity
metrics.

Figure 13 shows that, as expected, the total amount . conces.’ons decreases
drastically when using the Relazed [rp=0.1] variant v ith resp ct to the Strict
variant (which was the one used by PUMAS in [12]), anc the r¢ .t of the variants
are in between those mentioned.

In Figure 14 we see that group satisfaction for t 1e ".elaa :d and Next variants
did not increase as much as we expected. The -esults of .he experiments with
ML LATEST SMALL show the GS increased to. 2ll the similarity metrics.
However, the experiments performed with Y“LP shc w that the GS only im-
proved when an IB similarity metric was w. ~d. .. - ussible explanation is that
the Relazed and Next variants of the PrA strai., v assume that, in some cases,
it might be preferable to accept a prop. "aiL x (even if it is not exactly better
than the agent current proposal but it is clos. enough), rather than risking “to
let” the agent concede (which will cav e a. _'’lity loss perhaps higher than the
one incurred by accepting proposal ). . = a result, the agents accept more pro-
posals, the agreement is reached fa. "« ana 'ess concessions are made. Although
this might be positive in some cases, the.e is a cost to pay: even if a proposal
z is rejected, the agent might . ~ve. ' - forced to concede and, in such a case,
accepting x was a bad choice as it ge. ~rated a utility loss that rejecting = would
not have caused.

In Figure 15 we see tb .t, in s. me cases the MSD decreases as the relax level
increases (when using thn Relaz d variant) but this is not always true. This
effects follows from w'.at we . plained previously about the possible increase
in group satisfaction but only in those cases on which the utility of the initial
proposal of the agrnts "' ve y similar and/or the same. Additionally, we can
observe that the ~ ext variaat negatively impacted on how uniformly the group
members were s «tishe ' (by increasing the MSD), and once again, the explana-
tion is the sam» < the one given above: the assumption that Next makes might
lead the ager ¢s tc make sub-optimal decisions.

Figure 16 5. - ws that, as expected, when all the agents use the Strict variant
the amov it of eftective recommendations (i.e recommendations produced) is
lower tk n v aen  ney use the Relazed or Next variants.

In Figui. 17 we can see that the fairness of the recommendations increases
in m st cas s when the Relazed and Next strategies are used. All the results
were validate 1 through statistical tests. We first run the Shappiro-Wilk test on
the sain. '~ to determine whether they followed or not the normal distribution.
iven {Mat some of the samples did not follow that distribution a non-parametric

ast was used. We then proceeded like we did previously (see Section 4.5.1): by
pei. _.uing (for each dataset and for each similarity metric) a pair-wise com-
p ...ons among the 5 samples (one for each PrA variant) using the Wilcoxon
“igned Ranks test:

e For Figures 13 and 15, the null hypothesis was defined as “the sample of
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DATASET: ML_LATEST_S| 1

FAIRNESS

hiohet ts betae RELAXED ~ RELAXED  RELAXED e
(i ) STRICT, [p=0.025]  [rp=0.05] [rp=0.1] 3
0.5864 + 0.6619 + 0.6925 + 0.6912 + 1.6775 ¢
{B) Iy BLOCK 0.3046 0.2454 0.1978 0.1971 0.1982
0.8862 + 0.9046 + 0.9212 + 09117 ¢ 86 -
E 1B) EUCLIDEAN WEIGHTED 0.2147 0.1656 0.0936 0.1008 L. !
&
- 0.9738 + 0.9788 + 0.9791 ¢ 0.985" 0.9405 +
§ (1B) PEARSON WEIGHTED 0.0419 0.029 0.0294 0.0 .7 0.0 %6
I (1B) UNCENTERED COSINE 09132 + 0.9383 + 0.9295 + 0.¢ 16+ 0.874¢
; WEIGHTED 0.1692 0.0903 0.0954 0.. 72 0.124
=
@ 0.9982 + i 5 I 0.9
(UB) LOG LIKELYHOOD s p s % - A
0982+ 0.9973 + 0.9971 4+ 0.99° 0.9204 +
(UB) PEARSONWEIGHTED 0.0392 0.0088 0.008¢ o3 0.0507

ASET: YELP

FAIRNESS

A RELAXED  RELA. REC
U ) L [p=0025]  [rp=005] rp=0.1] BB
0429+ 07807+ 08193+ L 49+  08498%
{IB) CITY;BLOCK 0.4651 0.3257 0.2588 199 0.1885
0975+ 0.9826 0se 9838+ 09341
g {1B) EUCLIDEAN WEIGHTED 0.0564 0.0405 0,053/ 0.0426 0.0645
&
5 0.9959 + 09962+ U T+ 09959:  0.9666%
§ (IBVEARSON WEIGHTED: 0.01 0.0105 0.01- 0.0148 0.0613
=0 (1B) UNCENTERED COSINE 09816 + o 7+ 09881+ 09833+ 09311+
S WEIGHTED 0.0446 0,030 0.0406 0.001 0.0671
s
@ 1t i3 1% 1% 0.9904 +
(UB) LOG LIKELYHOOD . i a : B
09926+ 0992 : 09926+ 09926+ 09758+
{UB] PEARSON WEIGHTED 0.0497 o 7 0.0497 0.0097 0.0717

Figure 17: Average fairness per simi ar.. - metric depending on the PrA Strategy

the variant A is not worse than “he sample of the variant B” as we wanted
to test that one PrA st-~tegy A (e.g., Strict) was significantly better than
the other B (e.g., / ext) in terms of amount of concessions made by the
agents (Figure 13),.."SD (F .gure 15).

e For Figures 14 16 - ad 17, we tested that one PrA strategy A (e.g., Re-
lazed [rp=0.05;, - as s snificantly better than the other B (e.g., Relazed
[rp=0.025]) cegardu.,_ to the GS (Figure 14)/amount of effective recom-
mendatior , (r ure 16)/fairness (Figure 17), so null hypothesis was “the
sample of *he variant A is not greater than the sample of the variant B”.

All the prev. ~us .ests confirmed our observations as, in each test, the null hy-
pothesis w s rejo *ed at a significance level of 95% (« = 0.05). Thus, we con-
firmed th it P A Relaxed was the best one with regard to reducing the amount of
concessio.. * equ’.ed for the agents to reach an agreement, and also to increasing
the it~ s reco. mended, while keeping the quality of the recommendations.

4.5.4. Infor ation privacy

i order to measure the amount of information revealed by UserAgent’s of
VIAGR¢ 5 during the negotiation process, the UFIL and PIL indicators were
. mput .d (see Section 4.3).

The parameterization used for this experiment is specified in Appendix A.4.4.
/s it can be seen in Figure 18, the amount of information related to the utility
Jwnction that was leaked when using MAGReS is always lower than when using
the traditional approaches (the preference aggregation one, TRADGRec-PA,
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INFORMATION LEAK - UTILITY

N st |

FUNCTION (%) Rl Ao e MAGRES ~ rpADGRec-PA TRADGR- ™A TRADL. RA TRADGRec-RA
!} is b [One-Step; [MCP Strict;  [MCP Relaxed;  [MCP Next; i
(lower is better) ol o iy b [AVG; T1] v s [AVG; T1, [UL; T5]
1.97%+ 48.97% + 432% + 53.97% + 100% + 0% + I 100% +
(IB) CITY BLOCK 2.62% 36.02% 3.5% 26.84% 0% % 0% 0%
0.88% + 64.63% + 51.43% + 63.11% + 100% £ 100% 100% + 100% +
2 {1B) EUCLIDEAN WEIGHTED 0.36% 17.73% 20.28% 14.50% 0% 0% 0% 0%
=
& 0.85% + 31.12% + 24.99% + 21.07%+ 100% # 100% - 100% + 100% +
§ (IB) REARSON WEIGHTED; 0.01% 15.35% 13.98% 9.71% 0% 0% 0% 0%
g (IB) UNCENTERED COSINE 0.88% + 64.08% + 50.4% + 37.09% + 100% + 100% + 100% + 100% +
= WEIGHTED 0.36% 17.4% 19.54% 1136% no% o 0% 0%
=
H 0.84% £ 16.91% + 2.86% + 19.67% + 100% + 100% + 100% + 100% +
(B} LOGLIKELYHOOD; 0.01% 5.05% 3.09% 7.34% 0% 0% 0% 0%
0.85% £ 29.17% + 14.35% + 26.96% + + 00% ¢ 100% + 100% +
{UB).PEARSON WEIGHTED) 0.01% 9.7% 6.49% 3.19% 0% 0% 0% 0%

INFORMATION LEAK - UTILITY

DATASET: YELP

FUNCTION (%) v MAGRS i MAGRES  RADGR( PA TRADGRec-PA TRADGRec-RA TRADGRec-RA
! B [One-Step; [MCP Strict;  [MCP Relaxed; [Mc. ~t;
(lower is better) M19] 3] M17] M1 [AVG; 1] [UL; T5] [AVG; T1] [UL; T5]
0.15% + 7.99% + 1.87%+ %% %t 100% + 100% + 100% +
B} CITYBLOCK 0.2% 10.01% 4.87% 415, 0% 0% 0% 0%
0.1% 14.46% + 9.48% + e 100% £ 100% + 100% + 100% +
S 8] FUCLIDEANIWEIGHTED! 0% 6.09% 457% 3.59% 0% 0% 0% 0%
=
] 0.1% 4.08% £ 2.68% + o % 100% £ 100% + 100% + 100% +
é (18] REARSONWEIGHTED) 0.01% 2.55% 222% 185, 0% 0% 0% 0%
& (IB) UNCENTERED COSINE 0.1%+ 14.57% + 10, %+ + 100% + 100% + 100% + 100% +
= WEIGHTED 0% 6.39% 470 0.01% 0% 0% 0% 0%
2
- 0.1%+ 1.39%+ 1.14%+ 5.18% + 100% + 100% + 100% + 100% +
(U8} LOGLIKELYHOOD) 0% 1.73% ~85% 2.09% 0% 0% 0% 0%
0.1%: 071%+ 65% 3.41%+ 100% + 100% + 100% + 100% +
(UBI.PEARSON WEIGHTED 0.01% 0.2% L% 1.98% 0% 0% 0% 0%

Figure 18: Information Lea. Utility Function related information

and the recommendatior aggreg tion one, TRADGRec-RA). Logically, when
using MAGReS [One-Step, M10, MAGReS [MCP Next; M11] and MAGReS
[MCP Relazed; M17] the amount of information leaked is always lower than
when using the MAC ReS [M( P Strict; M5], as MAGReS [One-Step; M19] only
uses one negotiatic 1 rour. ' # ad both MAGReS [MCP Neat; M11] and MAGReS
[MCP Relaxzed; 7..71 reduce the amount negotiation rounds by “making” the
agents reach agreemem.. ‘aster (see Sections 3.5 and 4.5.3). The same conclusion
was reached - ne. analyzing the amount of information leaked regarding the
candidate p. “oorals. We found out that, again, MAGReS [One-Step; M19],
MAGReS "MCr “ext; M11] and MAGReS [MCP Relazed; M17] variants always
leak less .nfor nation than the MAGReS [MCP Strict; M5] one. All in all, the
best varie. + but ¢. the four tested seems to be MAGReS [MCP Relaxed; M17], as
it leal . reas. .able amount of information while achieving, in many cases, the
high st GS, “airness and amount of effective recommendations, and the lowest
MSLD ‘see Sr ction 4.5.3).

fo counrm the validity of the results, we run statistical tests following the
same st ategy as the one used in previous sections. For each dataset and for
¢ ch sir.ilarity metric we first performed a normality test and then, when we
confirmed that at least one of the samples did not follow the normal distribution,
v e performed a pair-wise comparison among the samples (5 in Figure 18 and
‘ in Figure 19) using the Wilcoxon Signed Ranks test. As one approach, A, is
better than another one, B, if it leaks less information with regard to the utility
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DATASET: ML_LATEST_SMALL

MAGReS MAGReS MAGReS MAGReS
[One-Step;  [MCP Strict;  [MCP Relaxed; ~ [MCP Next;

INFORMATION LEAK —
PROPOSALS (%)

(lower is better)

m19) Ms] M17) m11)
0.01% £ 0.32%+ 0.02% ¢ 0.64%
(IB) cITY BLOCK 0% 0.37% 0.02% 068 J
0.01%+ 0.4%+ 0.28%+ 0.84%
o (1B) EUCLIDEAN WEIGHTED P Gt ey e
=
L 3 0.01% 0.35% + 0.28% + P
§ (1B) PEARSON WEIGHTED 0% 0.17% 0.16% 0.39%
3 (1B) UNCENTERED COSINE 0.01%+ 033%+ 023% = 0.59%
= WEIGHTED 0% 0.14% 011% 034%
=
H 0.01%+ 0.09% 0.02% ¢ %+
(UB) LOG LIKELYHOOD s e e -
(UB) PEARSON WEIGHTED 0'%1; i 062182;1 i ol:;f >}

INFORMATION LEAK —

PROPOSALS (%) MAGReS MAGReS “AGReS
(lower is better) [OneStep;  [MCPStrict; [Mc  'axed; (MCP Next;
Ms) M1, M11]
0.01% + 0% + 0.02% +
(IB) CITY BLOCK o o5 e
0%+ 202% + 2 01%- 0.01%+
g (IB) EUCLIDEAN WEIGHTED o " o %
=
o 0%+ 0.01%+ 0.01%+ 0.01%+
§ (1B) PEARSON WEIGHTED 0% 0.01% 1% 0.01%
3 (IB) UNCENTERED COSINE 0%+ 0.02% + 0.01% + 11.12% +
é WEIGHTED 0% S 01% 0.01% 3.58%
=
a 0%+ 0% 0%+ 0%+
(UB) LOG LIKELYHOOD % o 0%
o v 0%+ 0%+
(UB) PEARSON WEIGHTED B 5 £ s

N

Figure 19: Information Leak: Ta. 'ida.e proposals related information

function (Figure 18) and the candiu. “e proposals of each agent (Figure 19), for
each test we defined the null hypothesis as “the sample of the variant A is not
worse than the sample of che va ‘ant B”. The results of the test confirmed our
findings as, in each test, ."e null 1ypothesis was rejected at a significance level
of 95% (o = 0.05). At ast, we ~nfirmed that MAGReS leaked less information
than TRADGRec-P’. ar . TP ADGRec-PA with respect to the users’ utility
function, and that. wi.. the xception of MAGReS [One-Step; M19], MAGReS
[MCP; M17]was - so the parameterization that fewer proposals revealed.

4.5.5. Smaller “~e recommendations (K=8 and K=5)

Once we Jete mined that MAGReS was capable of producing better rec-
ommendations ' «@an TRADGRec-RA and TRADGRec-PA when the amount of
items to I : recommended was 10, we wanted to know if the same situation would
happen ‘he’ ma’.ing smaller recommendations (i.e., with less items). For this
matter we . I ated the tests performed for k = 10 (see Section 4.4) but just
usins the si: ~ilarity metrics that provided the best results in terms of the quality
of tl. » recom nendations produced: Fuclidean Distance similarity for the item-
beead U7 and Pearson Similarity for the user-based SUR. The results of the
xperit. °nts conducted showed that for both £ = 3 and £ = 5 MAGReS out-
.erform d the traditional approaches (TRADGRec-PA and TRADGRec-RA)

in ve..us of:

e The GS and the MSD of her recommendations. As it can be seen in Fig-
ure 20 and Figure 21 the recommendations produced by all the variants of
MAGReS not only achieved a higher level of satisfaction for the group (i.e.,
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the GS) but also were able to satisfy all of its members .. ~re u. iformly
(i.e., the MSD was lower) and increased the fairness o ." e rec. nmenda-
tions.

e The amount of information leaked. As it can be seen in . oure 22, in the
worst, case scenario (when using Taboo as the AR ? stral gy and Strict as
the PrA strategy) MAGReS leaked less utility-t nction elated informa-
tion than TRADGRec-PA and TRADGRec-P * . .. _urding the leak of
proposals related information we found out ‘nat. . 4 happened when we
set k = 10 (see Section 4.5.4), in the worst c.._c scer ario the MCP-based
variant of MAGReS leaked no more than t.. 0.5,,0 (for the experiments
with ML_LATEST_ SMALL)/0.01% (for the \ xperiments with YELP)
of the information, which means thet ov ~ all che items present in the
datasets (see Section 4.4), just the 0.3, (ML_LATEST SMALL) and
0.01% (YELP) of them was effect-'. ____osed by every agent during
each one the recommendations. Note “hat the amount of information (of
all types) leaked was significant”, '~wer tnan when making recommenda-
tions of 10 items, and this is ex}. '2i" ed because a lower amount of items
to be recommended implies : '~wer mount of negotiation processes to be
carried out (see Section 4.4), whic. leads to less information leaked by the
agents.

With regard to the analysis of the . RP and PrA strategies, the tests proved
that the observations made » the analysis for £ = 10 were also valid for &k = 3
and k = 5:

o The use of the ARF .‘rat .gies reduced significantly the amount of “al-
ready rated iter 1s” ! eing recommended. The Taboo variant was able to
completely elii.. M2 e tb . overlap for both of the similarity metrics, while
not producir g a si_ '.cant negative impact in the quality of the recom-
mendation

e The Pr/ _ rategies helped to increase the group satisfaction while also
increas ag t .e amount of effective recommendations,reducing the amount
of conces.” wus needed to reach the end of the negotiation (either with an
agrr oment or a conflict), increasing the fairness of the recommendations
an ‘ ir som : cases, reducing the MSD.

4.5.€ Summary of results

1he AR] strategy was created in order to model, as an agent-like behav-
ior ho.. **_ user feels about receiving a recommendation with an item she/he
‘ias alt ady rated. The ARP strategy works as a penalty to the utility re-
corted |y the agent when asked about a certain proposal. Each variant of the
A1, Lerategy has its own rules for computing the penalty. From all the vari-
a . of the ARP strategy, our tests showed that, independently the dataset
sed, Taboo was the most effective variant at the task of reducing (to zero
iv most of the cases) the overlap between items recommended and items al-
ready rated by the group members, but this came at the cost of reducing
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MEMBERS SATISFACTION

METRIC

SIMILARITY

METRIC

SIMILARITY

METRIC

SIMILARITY

(a)

Average GS per similarity

DATASET: ML_LATEST_SMALL
ROUP SATISFACTIO
—r i) el L MAGRES ~ rpanGRe A TRADGReci  TRADGRec-RA TRADGRec-RA
o [One-Step; [MCP Strict;  [MCP Relaxed;  [MCP Next; [AVG; TL [UL; Ts] [AVG; T1] [UL; TS
M19] ms) M17] M11] 5 . : d
08028 + 0.8407 £ 0.8577+ 0.8305 + o _x 0701+ 0701+
(1B) EUCLIDEAN WEIGHTED 0.0835 01352 0.0424 0.0687 01727 0.1856 0.106 0.106
08182+ 0962+ 0.9638 0.8837 + 05397 5429+ 07054+ 07054+
(U] PEARSON WEIGHTED 0.1192 0.0264 0.0188 00712 LR} ).1651 0.1537 0.1537
DATASET: YELP
OUP SATISFACTIO
i MacheS MAGRES MACRES MAGRES — oaADL ~PA TRADGRec-PA TRADGRec-RA TRADGRec-RA
[One-Step; [MCP Strict;  [MCP Relaxed;  [MCP Next; AvG; ] UL T5) [AVG; T1] (UL TS
m19] M) M17] L 4 i ’ '
07105 + 0.7069 + 09222+ 0.8894 2 020 % 01959+ 05341+ 05341+
{1B} EUCLIDEAN WEIGHTED) 0159 0.408 0.042 ~617 523 0138 0.1459 0.1459
0.8644 + 09926 + 0.9902 + 09619+ 06745+ 07012+ 07871 07871
{UB) SEARSON WEIGHTED 0.1532 0.0497 0.0495 00212 01772 0.1815 0.1229 0.1229

~etric and approach

‘ DATASET: ML_LATEST_SMALL

SRR MAGReS MAGReS MAGRe. MAGReS ] g g g
Dispe (Orestep;  [MCPStrct; P Relme  [MCPNewt; TRADGRECPA TRADGRec-PA TRADGRec-RA  TRADGRec-RA
(lower is better) M19] Ms] . M11] [AVG; T1] [UL; T5] [AVG; T1] [UL; TS]
01233« 852 01168+ 03181+ 0.2827+ 02313+ 02313+
(IB) EUCLIDEAN WEIGHTED 0.0832 0.0366 0.77 0.0802 0.1363 0.1349 0.1053 0.1053
0.1373 ¢ 0.0. S 01321+ 02933+ 0.3051+ 02377+ 02377+
{UE) PEARSON WEIGHTED 0.1079 0.0238 0.0103 0.094 0.1238 0.1323 0.1199 0.1199
BERS SA ACTIO 2L £
v
DISPERSIO [g”n’fsti_ s Re_s_t_ [MCMPA:;T:; i [&”éfh'}::t_ TRADGRec-PA TRADGRec-PA TRADGRec-RA TRADGRec-RA
ower isb Sy - i Mt e T UG TS) 1AVG; T1] [UL; TS
0.2080 0.0397 ¢ 0.0593 + 0.0987 + 03244+ 03142+ 02853+ 02853«
(1B} EUCLIDEAN WEIGHTED 0.0935 0.0347 0.0286 0.0706 0.2079 0.1884 0.1265 0.1265
0 sax Y 0.0161+ 00572+ 02426 ¢ 0.2036 02073+ 02073 %
{LB) FESRSON WEIGHTED 1429 0.0861 0.0857 0.1183 0.127 0.1097 01123 01123

(b) & ~ ge M ,D per similarity metric and approach

FAIRNESS

DATASET: ML_LATEST_SMALL

W ReS MAGReS MAGReS MAGReS
(higher is better) [One-s. »;  [MCPStrict; [MCP Relaxed; [MCP Next; TR[’;[\’/?:_T]PA TR’?gﬁ'fre;]'PA TR[’:[\)/GG'?‘ERA TRA[ﬂvaTeS':]'RA
— M19] V) M17] M11] i ; : d
, 0.8401 0.9286 + 09279+ 0.8863 + 0.6084 + 0.6057 + 06885 + 06885 +
(1B} EUCLIDEARRVEIGHTE 0.1651 0.1629 0.0948 01103 0212 02223 016 0.16
y 08575+ 09985 + 1 0911+ 05438+ 05464 + 07186+ 07186+
'~ 0
{UB) EEARRPN WEN 0.1403 0.0099 0 0.0849 0.167 0.1654 0.1595 0.1595

MAGReS MAGReS MAGReS

DATASET: YELP

MacRes TRADGRec-PA TRADGRec-PA TRADGRec-RA TRADGRec-RA

[One-Step; [MCP Strict; [MCP Relaxed;  [MCP Next; § % % 3
M19] Ms] M17] M11] [AVG; T1] [UL; T5] [AVG; T1] [UL; TS]
0.7362 + 0.7511 + 0.9867 + 09391+ 0.2044 = 0.2054 + 0.5426 + 0.5426 +
Nl

\I5) EUCLIDEQEWEIGHTED 0.1887 0.4331 0.0505 0.072 0.1339 0.1443 0.1693 0.1693
0.8647 + 0.9926 + 0.9926 + 0.964 + 0.6746 0.7104 + 0.779 0.779

.

LB)EEARSORVEIGHTED 0.1583 0.0497 0.0497 0.0821 0.1808 0.1896 0.1319 0.1319

(c) Average fairness per similarity metric and approach

Fic ure 20: Average GS, MSD and fairness for recommendations of size 3 (k = 3)
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MEMBERS SATISFACTION

METRIC

SIMILARITY

METRIC

SIMILARITY

METRIC

SIMILARITY

(a)

Average GS per similarity

DATASET: ML_LATEST_SMALL
ROUP SATISFACTIO
—r i) el L MAGRES ~ rpanGRe A TRADGReci  TRADGRec-RA TRADGRec-RA
o [One-Step; [MCP Strict;  [MCP Relaxed;  [MCP Next; [AVG; TL [UL; Ts] [AVG; T1] [UL; TS
M19] ms) M17] M11] 5 . : d
07984 + 0.8353 ¢ 0.8536 0824+ [ o+ 06871+ 06871
(1B) EUCLIDEAN WEIGHTED 0076 0.1347 0.0425 00736 01724 0.1684 0115 0.115
078+ 0949+ 0.9546 0.8881 + 05407 5417+ 06838+ 06838+
(U] PEARSON WEIGHTED 0.1078 0.0304 0.01% 00539 n s 0117 0.0944 0.0944
DATASET: YELP
OUP SATISFACTIO
i MacheS MAGRES MACRES MAGRES — oaADL ~PA TRADGRec-PA TRADGRec-RA TRADGRec-RA
[One-Step; [MCP Strict;  [MCP Relaxed;  [MCP Next; AvG; ] UL T5) [AVG; T1] (UL TS
M19] M) M17] L 4 i ' '
06923+ 0.8401 £ 0918+ 087822 019 & 01976+ 0594+ 0594+
{1B} EUCLIDEAN WEIGHTED) 0.1345 02679 0.0423 71 a5 0.1258 0.1215 0.1215
0.8563 + 0.9926 + 0.9906 + 0.9661 » 06933 + 07142+ 075+ 075+
{UB) SEARSON WEIGHTED 0.1134 0.0497 0.0495 0 necr 0.1401 01293 0.1134 0.1134

~etric and approach

‘ DATASET: ML_LATEST_SMALL

DISPERSION MAGReS MAGReS MAGRe. MAGReS i " . 5
sl (One-Step;  [MCPStrict; P Relomet.  [MCP Next; TRADGRecPA TRADGRecPA TRADGRecRA TRADGRec-RA
(lower is better) M19] Ms] . M11] [AVG; T1] [UL; T5] [AVG; T1] [UL; TS]
01194+ 84y _ 01192+ 0.2995 + 02709+ 0219+ 0219+
(1B) EUCLIDEAN WEIGHTED 00703 0.0383 0.9 00861 01354 01301 0.1156 0.1156
01233 0.0.. 0.0983 + 0.2646 + 02622+ 0.2085 + 02085 +
(L8] SERRSONWEIGHTED 00776 0028 0.011y 0.0589 0.0912 0.0948 0076 0076
BERS SA ACTIO DATA P
v
DISPERSIO MecRe ges MACRS® MAGRES 1 ADGRecPA TRADGRec-PA TRADGRec-RA TRADGRec-RA
% [One-Step; [MCr . "-t;  [MCP Relaxed;  [MCP Next;
° ° M19] Ms] M17] m11] e U5 5] [AVG; T1] [UL; TS
0174 0.0548 0.0563 + 0.0933 + 03081+ 03079+ 02183+ 02183+
(1B} EUCLIDEAN WEIGHTED 0.0808 0.0315 0.0263 00725 0.1803 0.1686 0.0809 0.0809
0 92+ 0. . 0.0154 + 0.0458 + 0.1968 + 01714+ 01955 + 01955 +
{LB) FESRSON WEIGHTED 0961 0.0861 0.0857 0.0946 0.1026 0.0912 0.097 0.097

(b) & ~ ge M ,D per similarity metric and approach

FAIRNES

DATASET: ML_LATEST_SMALL

. “ReS MAGReS MAGReS MAGReS
(higher is better) [One-s. 5  [MCPStrict; [MCP Relaxed;  [MCP Next; TR[’;[\’/?%PA TR‘?gf_RTZc]'PA TR&?/GG'?‘ERA TR’?ﬂfVRTeSTRA
- M19] M) M17] M11) i i i g
4 0.8333 ¢ 0.8353 ¢ 0.9232 + 0.8886 + 0.5968 + 0.615+ 0.6693 + 0.6693 +
(1B} EUCLIDEARRVEIGHTE 0.1514 0.1347 0.0947 0.1114 0.203 0.1956 0.1649 0.1649
y 0.8047 « 09947+  09991% 09174+ 04924+ 05025 06921+ 0.6921 %
™~ 0
{UB) EEARRPN WEN 0.1226 0.0202 0.006 0.0703 0.0909 0.0905 0.105 0.105

MAGReS MAGReS MAGReS

DATASET: YELP

MacRes TRADGRec-PA TRADGRec-PA TRADGRec-RA TRADGRec-RA

[One-Step; [MCP Strict;  [MCP Relaxed;  [MCP Next; & g 5§ :
M) W) M17) Mi1] [AVG; T1] [UL; T5) [AVG; T1] [UL; TS)
0.7169 + 0.9053 + 0.985 + 0.9287 + 0.2002 + 0.2085 + 0.5995 + 0.5995 +
Nl
\I5) EUCLIDEQEWEIGHTED 0.1712 0.2873 0.0482 0.0764 0.1224 0.1305 0.1398 0.1398
0.8619 + 0.9926 + 0.9926 0.9666 + 0.6967 + 0.7246 + 0.7511 0.7511 ¢
.
LB)EEARSORVEIGHTED 0.1189 0.0497 0.0497 0.0861 0.1424 0.1336 0.1182 0.1182

(c) Average

fairness per similarity metric and approach

Fic ure 21: Average GS, MSD and fairness for recommendations of size 5 (k = 5)
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INFORMATION LEAK - UTILITY

MAGReS MAGReS

FUNCTION (%)

MAGReS

MAGRe>

oRec-PA TRADGRec-PA TRADGRec-RA TRADGRec-RA

ATASET: M| EST_SMALL

METRIC

SIMILARITY

S One-Step; ~ [MCP Strict; [MCP Relaxed; 1. Next;
" bett [ » 5 2 .
(lower is better) M12] wa] wi7] Ve [AVG; T1] [UL; T5) [AVG; T1] [UL; T5)
2.75%+ 41.04% + 27.97%+ FEEEI 100% + 100% + 100% + 100% +
(1B) EUCLIDEAN WEIGHTED 0.01% 14.36% 1436 11.48% 0% 0% 0% 0%
2.74%+ 20.46% + 9.93% = S 7%+ 100% * 100% + 100% + 100% +
{UBREARSON WEIGHTED 0.01% 6.24% 4.65% N 0% 0% 0% 0%

INFORMATION LEAK - UTILITY

MAGReS MAGReS
[One-Step;

M19

FUNCTION (%)

(lower is better)

0.33%

(1B) EUCLIDEAN WEIGHTED 0% 2.82%
0.33% [

(UB) PEARSON WEIGHTED 0.02% 0

[MCP Strict-

M17;
5. 4
3.22%

0b 4t

‘ DATASET: YELP

MAG S
[MCP Rela.

['C‘ASSCZZ TRADGRec-PA TRADGRec-PA TRADGRec-RA TRADGRec-RA
M11] 4 [AVG; T1] [UL; T5) [AVG; T1] [UL; T5)
6.76% = 100% 100% = 100% = 100% =
2.23% 0% 0% 0% 0%
2.46%+ 100% + 100% + 100% + 100% +
1.05% 0% 0% 0% 0%

(a) Utility Funcu. n related information

MAGReS

MAGReS

DATASET: ML_LATEST_SMALL

MAGReS

MAGReS

[One-Step;  [MCPStrict;  [MCP Relaxed;  [MCP Next;
M19] Ms] M17] m11]
0.01%+ 033%+ 0.2%+ 0.75%+
(18) EUCLIDEAN W feD 0% 0.13% 0.11% 0.41%
i 0.01% 0.16% + 0.06% + 0.28%
(UREARSON g IGHTED 0% 0.08% 0.05% 0.19%

(lower is better)

. TUCLIDEAN WEIGHTED

(UB) PEARSON WEIGHTED

MAGReS

MAGReS

MAGReS

DATASET: YELP

MAGReS

[One-Step;  [MCPStrict;  [MCP Relaxed; ~ [MCP Next;
M19] ms] M17] M11]
0%+ 0.01% + 0.01% + 0.01% +

0% 0.01% 0.01% 0.01%
0%+ 0%+ 0%+ 0%+
0% 0% 0% 0%

(b) Proposals related information

Fi are 22: Information leak for recommendations of size 3 (k = 3)
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the group satisfaction. The Flexible variant, on the other si.’~ pic “ided a
good reduction of overlap/group satis faction loss ratio, par.. -larly when the
flexibilityLevel (f) parameter was set to 0.75. In this ce e, t' ¢ . 5ts showed
that, for both datasets, the overlap was reduced to almost .. * 4 overall except
in the case of the similarity metric (IB) City Block, for waich v..2 overlap was
around 11% in the experiments performed with ML LATE: T SMALL and
2% in those performed with YELP. Additionally, the gre o sat sfaction loss was
generally lower than when using the Taboo variant vvith regard to the fairness,
the Min-Satisfaction (for ML_LATEST_ SMALL ar . Ea y-Going (for YELP)
variants seem to perform the best but, due to t! = how th ,se variants work, the
overlap is high. All in all, depending on which AR. ~trategy is selected by the
group members for their agents, the group rc *»mmen: ation will change.

The PrA strategy was introduced as a “ay . *.prove the model of users
criteria with regards to the decision of accepti. = a proposal. Three different
variants were proposed, namely: Strici originally proposed in [12]), Relazed
and Next. For our tests we defined scenarios . here all the agents used the same
PrA strategy, so as to analyze the efi. ~ts « © ~ch strategy on the recommenda-
tions. We observed that, independently ne dataset used, when all the agents
used the Strict variant the amount . ~fec.’ve recommendations was lower than
when they used either the Next or the Rewuzed variants. This was caused by the
amount of negotiations that ew. "eu ; vith no agreement (i.e., with conflict),
as many proposals were rejected be ~use of not being exactly what the agents
were expecting. Naturally, when the agents are more flexible when determining
whether to accept or not a prop sal, they are more prone to accept proposals
that are not exactly wha. they v anted but that are good enough, and so the
amount of effective re ommen." .tions increases. In terms of the quality of the
recommendations mr asur .d b the group satisfaction and how uniformly where
the group member~ sa.” fied, we observed that when the Relazed variant was
used there were < yme imp.ovements (if compared to the Strict variant), but
when the Next - ariai.. was used the quality of the recommendations produced
was lower (du- "~ the the sub-optimal decisions taken by the agents). Addi-
tionally, we - oser ed that the use of the variants Relazed and Next helped to
improve the ta. .ess of the recommendations regardless of the dataset used.

Finall-, resardi.g to the framework that supports the approach, we have
also add 1 s .ppo ¢ for the use of Mahout-based SURs as they were faster than
the Duine-. e SURs for both loading the data models and generating the
recor imend “tions. The similarity metrics available depended on the type of SUR
used The t¢ sts revealed that some of them were not able to produce reliable
recomi,. ~ “ations (for example, City Block and Euclidean Distance similarities
or the 'ser-based SUR) and therefore have to be treated with care.

The nain insights from the experiments were the following:

~ The Relaxed variant of the PrA strategy can be considered as the “ideal
variant”, as it not only helps to increase the number of recommended items
but also reduces the number of concessions, without negatively impacting
on the quality of the recommendations.
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e Out of all the variants of the ARP strategy, Taboo perfor.. ~d the best at
the task of preventing MAGReS from recommending i’ __ s ali. .dy rated
by the group members. On the downside, this varian mir . 'screase the
quality of the recommendations , but overall it is still ¢~ .d enough. With
this consideration in mind, we would recommende’ v.aat al he agents use
this strategy by default, unless their users decide :0 mam illy change it.In
terms of performance, the One-Step protocol allc ed M AGReS to make
faster recommendations, when compared to “ne MCFP | but this came at
the cost of drops in the recommendation qu lit-

e MCP, in turn, helped to improve the quali, of vue recommendations by
increasing the group satisfaction and also satisfy. 1g all the group members
more uniformly.

o With regard to the SUR, we noticed that +. best recommendations were
generated when using the Fuclidean M stance similarity for the item-based
SUR and the Pearson Similarit:: for the .ser-based SUR.

5. Conclusions and Future W. . -

In this article we proposed *MAGi =S, a group recommendation approach
based on MAS as an alternative .~ the traditional approaches, which employ
a combination between aggregation techniques and SUR techniques to produce
group recommendations. T . v. FReS, on the contrary, the agents act on behalf
of the users, protecting neir int: rests and representing them in a negotiation
process that mimics the way . " .ns negotiate about a certain topic. The results
of the experiments sh .wed that the use of negotiation instead of the aggregation
techniques can greauv. i aprcve the quality of the recommendations, not only
increasing the levr. of sav. “action of the group as a whole (group satisfaction)
but also satisfyir g ."e group members more uniformly (i.e. by reducing MSD
and increasing fairness,. Along this line, the inclusion of the ARP and PrA
strategies ha-. an impact on the the recommendations produced and allows
the users to ~er onalize the behavior of the agents representing them in the
recommen .ation , "ocess.

Althe agh se obtained satisfactory results, our experimental study has some
limitation. Fir ¢, the user groups were selected randomly from the dataset,
and . we ignc.ed any potential relationships of group members. However, it
migl t be the case that “similarities” between particular users (e.g., friendship,
comn. " tas es, etc.) within the group might affect the recommendations, and
+.us, change the resulting average satisfaction for some groups [8]. Also, user
-elation: hips of trust and influence might affect the item selection. There are
a, ~ro» aes for both automatically detecting groups [47, 48] (so as to avoid
*ka random selection of users) and dealing with social relationships among the
¢ roup members [49], so we plan to tackle these aspects in future work. Second,
(e reliance of our current implementation of the users’ utility function on the
prediction made by the SURs. All the rating predictions are made based on
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the configuration of the SUR and so increasing the quality of .\ » prelictions,
by using a different approach like the one proposed in [50], ¢ .. help . improve
the recommendations produced by MAGReS. According .0 o'« . ~dings, the
datasets were small and their rating matrices were no de. ~ enough for the
similarity metrics to work properly when making recomr c..datio.., using a user-
based SUR. This factor impacted on how the utility fun tion of . 1e agents works,
and thus in the recommendations generated by MAGR. <.

As a future work we plan to: (i) to compare o1 . approach with other tech-
niques for group recommendation, (i) evaluate ¢ i - pprc ach with real users,
(#i1) assess the approach in a dataset with a ~~ore den-: rating matrix, (iv)
study alternative utility functions for the agents, a..! (v) analyze new variants
for both the ARP and PrA strategies.
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Appendix A. Experimental Parameters Summary

In this appendix we will sum up all the parameters take . int - ~onsideration
in each of the experiments performed.

Appendiz A.1. Similarity metrics

Mahout provides two types of recommendation tech. iques sased on Collab-
orative Filtering: one user-based and one item-bas’ u. As 1t can be seen in Fig-
ure A.23, for each type of technique different simila ity .et: cs are available. For
example, whilst Fuclidean Distance similarity i~ availabl. for both techniques,
Spearman Correlation is only available for the us. based recommenders and
Adjusted Cosine can only be used with the it ~m-basec recommenders.

Recommender Type Similarity Parameterization ID

Adjusted Cosine N?T;:;f:;ed E;ﬁ
City Block I one (1B) City Block
. " Weighted N/A
Euclid Dist: (-
uclidean Distance Weighted (IB) Euclidean Weighted
Log Likelyho | None N/A
TEM-BASED Pearson Correlat, |— Non-Weighted N/A
* Weighted (IB) Pearson Weighted
Tanimoto Coefficient None N/A
Non-Weighted N/A
Uncentered L. "~e o (IB) Uncentered Cosine
Weighted
City Block None (UB) City Block
Non-Weighted N/A
cuclidean D. ‘ance s (UB) Euclidean Distance
Weighted Weighted
L. ‘ikel .ood None (UB) Log Likelyhood
Non-Weighted N/A
USER-BASED ‘ 2arson Correlation Weighted (UB) Pearson Correlation
B e Weighted
<oear .an Correlation None N/A
’> Non-Weighted N/A
Uncentered Cosine 1 (UB) Uncentered Cosine
Weighted Weighted

Figure A.23: S ailar ,y Metrics supported by each type of SUR (green = used in the experi-
ments, red = 1. ‘ac and discarded, N/A = it was not used in the experiments)

Appendiz .* 2. / pproaches parameters

Appe wdiz A 2.1. TRADGRec-PA and TRADGRec-RA parameters

I rr TRA YGRec-PA and TRADGRec-RA there is only one parameter than
can be 4 the preference aggregation strategy. At the moment the approach
uppor = only 5 aggregation strategies, which are specified in Figure A.24. The
oaramet :rs of those strategies can be found in Figure A.25.

o ., diz A.2.2. MAGReS parameters

In MAGReS many parameters can be tuned and each one of them can assume
n any possible values. In Figure A.26 we specify the most relevant parameters
for the experiments carried out in this paper and their possible values. As it
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Preference/Rating Aggregation Strategy (PA Strategy)

Useful for: To aggregate ratings/preferences
Used by: TRADGRec-PA, TRADGRec-RA
Name Abbreviation + Parameters
Average (AVG) AVG -
Least Missery (LM) LM
Most Pleasure (MP) MP
Approval voting (AV) AV [approvalVotingThresh. 1
Upward Leveling (UL) UL [alpha,beta, gamma, appr~ a:.otingThresnold]

Figure A.24: TRADGRec preference aggreywiion s ategies

Used in
Strategy Parameter Abbreviation Value Rang® . comparisons
(best results)

approvalVotingThreshold A 0,2;0,6;0,8; 0,9

alpha “ 0,2; 0,4*
beta ; 0%
gamma 0,5;0,7*

Figure A.25: TRADGRec preference a~grega. .n strategies parameters. *values were ex-
tracted from [46]

can be seen in the figure some ot . = strategies can be further customized with
their own parameters. The range of valid values, the values we have used in the
tests and the ones we used whe. doing comparisons among variants of the same
strategy are detailed in 7 'gure A 7.

Appendiz A.3. Appre uche, parameterizations

Appendiz A.3.1. TRA™ 7Re -PA and TRADGRec-RA parameterizations
In Table A.28 - e specity che most relevant parameterizations for TRADGRec-
PA and TRADC Rec-"A.

Appendiz A. .2. [TAGReS parameterizations

Taking int. -onsideration the tables A.26 and A.27 it is possible to see
that ther is ~ hig. amount of possible parameterizations for MAGReS. The
Table A ' d cails all the parameterizations used to test the approach for this
paper. each (e of them selected because they were relevant to the experiment
we 1 :eded *» perform. For example, the One Step protocol performs only one
negc iation 1 ound which renders the PrA strategies Next and Relaxzed useless.
Ir *he 7 case because it relies on what the agents would do in the next
tegotia ‘on round, and in the second case because of how the agreement is
‘etermi’ ed (according to this protocol the agents agree on the item with the
hig.... uatility product, which means that the PrA strategy is not used).

—ach parameterization is identified by an ID which can be used to refer to
.he parameterization itself. For example, saying that the parameterization M1
w s used means that we set the protocol to MCP, the PrA strategy to Strict, the
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Protocol

Useful for: Determining how the agents should

Name Abbreviation + Parameig
Monotonic Concession Protocol MCP
One-Step Protocol ONE-STEP

(a) Protocols

Concession Strategy
Defining the set of

Useful for:
Name
Desires Distance ~n
Nash NASH
Utilitarian UTi. *RIAN

(b) Concession . ategies

Already Rated Punish tegy (ARP Strategy)

odel the users may react when items
Useful for: k M@already rated are proposed to her
g the agent behave in a similar way
Name Abbreviation + Parameters
Easygoing EASYGOING
Flexible FLEXIBLE [f=X]

FlexiblePlus [flexibilityLevel,
minSatisfactinr=!

MinSatisfaction [ iSatisfac. 1] MINSAT [ms=X]
Tal 0 TABOO

FLEXIBLEPLUS [f=X, ms=Y]

7_) ARP strategies

al Acceptance Strategy (PrA Strategy)
Model the way the users determine whether

to accept or reject a proposal and make the
agent behave in a similar way
Abbreviation + Parameters

Strict STRICT
Next NEXT
L Relaxed RELAX [rp=X]

(d) PrA strategies

Figure A.26: MAGReS parameters

rategy Parameter  Abbreviation Strategy Value Range Tested values Used in comparisons (best results)

elaxPercentage Relaxed (PrA) 0,025; 0,05; 0,1 0,025; 0,05; 0,1
flexibilityLevel Flexible (ARP) 0,25;0,5; 0,75 0.75

FlexiblePlus (ARP),

TR EEEET MinSatisfaction (ARP)

0,2;0,4;0,6;0,8 0.6

Figure A.27: MAGReS strategies parameters
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APPROACH PARAMETERS
PA Strategy
Parameters

PARAMETERIZATIO

TRADGRec-PA N/A
N/A
N/A
08 | N/A
08 | 02 [ 01 | 07

APPROACH PARAMETERS
PA Strategy
Parameters

TRADGRec-RA

Figure A.28: TRADGRec-RA and 1. ADGRec-PA parameterizations

Concession strategy to Desires Distanc. ~.nd the ARP strategy to Easy-Going.

Appendiz A.4. Ezperiments pa. “u. .- ations

Appendiz A.4.1. Single-User-Recom.. znder experiment

For each of the similari’, metrics listed with green background in the Ta-
ble A.23 we analized th result. of the experiments that used the following
parameterizations:

e For MAGReS:

— One St/ p prote * - M19
— MCP prov. ~ol: M5, M11, M13 and M17.

e For TR .DC Rec-PA: T1 and T5.
e For TRA. “Rec-RA: T1 and T5.

Append.. A ;.2. ARP experiment

Te -alua. he impact of the ARP strategies on the agents behavior we per-
formr »:d expe iments comparing the recommendations produced by the following
MAC ReS ps ‘ameterizations: M1, M2, M3, M4 and M5.

Appena. v A.4.3. PrA experiment

The MAGReS parameterizations used in the experiments were: M5, M 11,
M1y, M15 and M17.
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Appendiz A.4.4. Information privacy experiment
For this experiment we decided to compare those pare ... ‘“eriza.’ons that
produced the best results in terms of information privacy.

e For TRADGRec-PA: T1 and T5.
e For TRADGRec-RA: T1 and T5.
o For MAGReS: M5, M11, M17, M19.
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