
RESEARCH OUTPUTS / RÉSULTATS DE RECHERCHE

Author(s) - Auteur(s) :

Publication date - Date de publication :

Permanent link - Permalien :

Rights / License - Licence de droit d’auteur :

Bibliothèque Universitaire Moretus Plantin

Institutional Repository - Research Portal
Dépôt Institutionnel - Portail de la Recherche
researchportal.unamur.beUniversity of Namur

A multilevel analysis of financial institutions’ systemic exposure from local and
system-wide information
Gandica, Yérali; Béreau, Sophie; Gnabo, Jean Yves

Published in:
Scientific Reports

DOI:
10.1038/s41598-020-74259-7

Publication date:
2020

Document Version
Publisher's PDF, also known as Version of record

Link to publication
Citation for pulished version (HARVARD):
Gandica, Y, Béreau, S & Gnabo, JY 2020, 'A multilevel analysis of financial institutions’ systemic exposure from
local and system-wide information', Scientific Reports, vol. 10, no. 1, 17657, pp. 17657.
https://doi.org/10.1038/s41598-020-74259-7

General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.

            • Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
            • You may not further distribute the material or use it for any profit-making activity or commercial gain
            • You may freely distribute the URL identifying the publication in the public portal ?

Take down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately
and investigate your claim.

Download date: 25. May. 2021

https://doi.org/10.1038/s41598-020-74259-7
https://researchportal.unamur.be/en/publications/a-multilevel-analysis-of-financial-institutions-systemic-exposure-from-local-and-systemwide-information(7b388dff-e4fa-4d6a-8731-a48af549bda6).html
https://doi.org/10.1038/s41598-020-74259-7


1

Vol.:(0123456789)

Scientific Reports |        (2020) 10:17657  | https://doi.org/10.1038/s41598-020-74259-7

www.nature.com/scientificreports

A multilevel analysis of financial 
institutions’ systemic exposure 
from local and system‑wide 
information
Yérali Gandica1,2,3,4,5*, Sophie Béreau1,2,3 & Jean‑Yves Gnabo1,2

In the aftermath of the financial crisis of 2007–2009, the growing body of literature on financial 
networks has widely documented the predictive power of topological characteristics (e.g., degree 
centrality measures) to explain the systemic impact or systemic exposure of financial institutions. 
This study shows that considering alternative topological measures based on local sub-network 
environment improves our ability to identify systemic institutions. To provide empirical evidence, we 
apply a two-step procedure. First, we recover network communities (i.e., close-peer environment) on 
a spillover network of financial institutions. Second, we regress alternative measures of vulnerability 
(i.e. firm’s losses)on three levels of topological measures: the global level (i.e., firm topological 
characteristics computed over the whole system), local level (i.e., firm topological characteristics 
computed over the community to which it belongs), and aggregated level by averaging individual 
characteristics over the community. The sample includes 46 financial institutions (banks, broker-
dealers, and insurance and real-estate companies) listed in the Standard & Poor’s 500 index. Our 
results confirm the informational content of topological metrics based on a close-peer environment. 
Such information is different from that embedded in traditional system-wide topological metrics and 
can help predict distress of financial institutions in times of crisis.

In the aftermath of the 2007–2009 financial crisis, which was characterized by isolated shocks to specific financial 
institutions spreading to the entire system, with the Lehman Brothers default in Autumn 2008 standing out as the 
most remarkable illustration, it has become crucial to better understand how contagion episodes operate within 
the financial system. Since then, increasing attention has been devoted to exploring and measuring financial risk 
at the system-wide level, the so-called “systemic risk.” The aim is to guide policy makers in designing adequate 
macro-prudential regulation instruments and detect systemically important financial institutions (SIFIs). With 
the paradigm shift from a micro- to a macro-prudential perspective, the financial industry is being viewed as 
an emergent system and as such, its properties can be revealed by means of tools from network science. In this 
framework, financial institutions are assimilated to the nodes of the network and the connections between them 
are represented by the edges. The latter can be financially motivated as is the case for cross-lending between 
banks or simply the outcome of unknown mechanisms resulting in statistical dependence across institutions’ 
stock returns. Based on this stylized representation, a common method consists of applying centrality measures 
to flag risky institutions. The convention is to consider institutions with numerous outgoing links as risky for 
the system, and those with numerous incoming links as fragile institutions. The analysis has been extended to 
other centrality measures such as Bonacich, Katz, or Betweenness centrality (e.g., see1).

While substantial efforts in empirical financial networks have been devoted to retrieving unobserved con-
nections, less effort has been made in terms of signal extraction once the network is formed. We argue that cen-
trality measures commonly used in the literature and applied at the network level ignore auxiliary information 
embedded in the sub-part of the network. Such information appears once the whole system is segmented into 
smaller-scaled and more local environments consisting of more densely connected nodes. These environments 
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are often called communities and emanate from privileged relationships among certain financial institutions 
or cross-holdings. For example, they have the ability to alleviate the transmission of shocks through feedback 
effects, which is of crucial importance for risk assessment. However, to the best of our knowledge, no existing 
research relies on centrality measures by combining information at the intra-community level along with the 
usual system-wide level. The current study empirically explores this issue. To this end, we rely on the spillover 
network of2 based on a time-varying parameter vector autoregressive (TVP-VAR) model as well as Granger 
causality statistical tests on stock market returns to recover the unobserved spillover network of financial institu-
tions. From there, we use the Louvain algorithm to identify the different communities constituting the network. 
This step is crucial to construct a new set of centrality metrics based exclusively on close-peer information. 
Next, we compute topological characteristics at three different levels: (i) the global level (i.e., firm topological 
characteristics computed over the whole system), (ii) local level (i.e., firm topological characteristics computed 
over the community), and (iii) aggregated level by averaging individual characteristics over the community. 
We refer to them as global topological metrics (GT), local topological metrics (LT) and aggregated topological 
metrics (AT), respectively. To assess the informational content of each measure, we apply the elastic net regres-
sion technique and test whether it can explain bank losses during the financial crisis. Our sample includes 46 
financial institutions including banks, broker-dealers, and insurance and real-estate companies listed on the 
Standard & Poor’s (S & P) 500 index. Our sample is similar in size or larger than most related studies on market-
based financial spillovers.

Literature review
Our study relates to the fast growing literature on contagion in financial networks (see3 for a survey). A central 
question in this body of research is whether the network structure enhances the vulnerability of the financial 
systems as a whole and of its components. The degree distribution is a common measure to characterize the 
network structure; for example, Boss et al.4 document this question using real data on interbank liabilities in 
Austria. A similar exercise is proposed in5 and6 for the Brazilian interbank network. Caldarelli et al.7 argue 
that, as in other types of networks such as social media, degree distributions in financial networks are found 
to be well described by a power law. An interesting feature emerging from this research is the identification of 
core–periphery structure in financial market especially in interbank networks. Thereby, the system is comprised 
of a small number of highly interconnected banks at the core along with poorly connected institutions on the 
periphery (see8). Part of the literature shifts the perspective from the system to individual nodes and extends the 
analysis to centrality measures that are designed to identify the importance of a node in a network (see9). One 
of the primary targets of this research is then to assess whether the centrality of nodes explains their financial 
exposure or systemic importance. To document this issue, several centrality measures used in network science 
have been applied to financial systems such as degree, eigenvector, or Katz centrality to cite the most frequent. 
For example, Craig et al.10 apply a modified version of the eigenvector centrality on German credit registers to 
explain individual bank risk. They find a negative relationship between centrality measures and the probability 
of default. In11, Martinez-Jaramillo et al., compute several centrality measures into a composite measure of Mexi-
can data to characterize the banking system. Puhr12 find a positive relationship between the Katz centrality and 
systemic risk. In these examples, centrality measures are applied on single layer networks implicitly assuming a 
unique source of connection between financial institutions, such as contractual obligation. However, the reality 
is more complex. Potential transmission channels are diverse13,14 such as cross-lending relationships, deriva-
tives, similarities, or common holdings in the portfolio structures, among others15. Each channel in turn may 
create a specific network of dependence among the financial institutions at stake. To feature the different layers, 
one strand of the literature has developed a holistic approach that considers multiple channels of transmission, 
while keeping the network representation simple. To this end, the links are recovered from the analysis of the 
dependence structure in stock market returns. The approach builds on the premise that stock prices reflect all 
the relevant information regarding an institution. As such, the dependence between stock returns enables us to 
assess whether two institutions are related, regardless of the specific channels through which the transmission 
operates. Thereby, it provides a synthetic measure of interconnectedness between institutions. In this vein, Billio 
et al.16 has made a pioneering contribution. The author uses the Granger causality test over monthly returns of 
hedge funds, banks, broker/dealers, and insurance companies to build their network. It is then possible to predict 
the systemic risk level of financial institutions out-of-sample based on centrality measures that are computed 
on the retrieved network structure. Diebold and Yilmaz, Giudici and Parisi, Betz et al.17–19 performed similar 
studies. Gandica et al.20 document the presence of sub-structures within the network of densely connected 
nodes. Sub-networks across time in the US market were identified using a community detection algorithm. An 
interesting finding of this research is that these sub-networks stemming from stock returns dependence do not 
fully coincide with trivial ex-ante categories such as financial industries (e.g., broker-dealers vs. banks). It should 
be noted that, while being different, this approach shares similarities with a related strand of the literature where 
stock market returns can also be used to compute systemic risk measures based on commonalities in the market 
as a whole (e.g., see21 or the PCA analysis in16).

Our contribution is closely related to the analysis developed in16. The main differences are threefold. First, we 
rely on a modified procedure, as developed in2, to retrieve the financial network. As discussed in2, this approach 
is better suited when the underlying network is time varying. Second, we segment our network into sub-networks 
by applying a community detection algorithm. Third, we compute topological measures at three levels: (i) the 
firm level over the whole system as in16, (ii) the firm level over the community, and (iii) the community level by 
averaging individual characteristics within identified communities. Another related contribution is that of1, who 
examine the exploratory power of a large set of centrality measures of interbank spreads.
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Dataset
Our empirical analysis of firms’ systemic risk crucially depends on two main elements: (i) an accurate representa-
tion of the underlying pre-crisis financial network. The ability to properly assess relevant network metrics that 
will serve as explanatory variables in our regression settings also depends on this. (ii) A sound measure of sys-
temic risk in times of crisis (our endogenous variable). To address both issues, we rely on a purely market-based 
approach and retrieve the monthly cum-dividend stock prices from Thomson Reuters Eikon for each company 
in a sample covering the period from January 1990 to December 2014 for the former and over the crisis period 
(July 2007–December 2008) for the latter. We derive our financial spillover network data using the methodol-
ogy developed by2. The data feature the time-varying bilateral relationships of 155 financial institutions with 
Standard Industrial Classification (SIC) codes from 6000 to 6799 from the S&P 500 over the pre-crisis period 
(more details about the creation of the network based on raw return data are provided on the supplementary 
information). Three subsequent filters on this network were needed to recover the final network on which pre-
crisis topological measures are computed. First, institutions appearing in the sample only after the start of the 
financial crisis in January 2008 were removed. Second, to filter out the noise in our data, the analysis is restricted 
to stocks with at least 36 consecutive monthly observations. Eventually, the financial institutions that disappear 
before or during the financial crisis were dropped. Our final sample consists of 46 financial institutions including 
banks, broker-dealers, and insurance and real-estate companies listed on the S & P 500 index. Note that such 
a network is similar in size or larger than most related studies on market-based financial spillovers such as22,23, 
or24. Based on the resulting pre-crisis network representation, network metrics are computed at various levels 
(firm-global, firm-local, community), as detailed in Step 2 below. Finally, systemic risk metrics are detailed in 
Step 3, based on transformations of either raw prices or log-returns in times of crisis.

Methodology
First, we recover the financial network for the set of institutions in our sample. Second, based on a community 
detection algorithm, we break down the whole network into sub-networks, and compute pre-crisis topological 
measures at both the system-wide and community levels. Third, we derive a measure of vulnerability in times 
of crisis. Fourth, we regress our measure of vulnerability on previous standard topological measures along with 
community-based ones to assess their marginal explanatory power. Each step is detailed below.

Step 1: Financial temporal networks.  Our financial networks were built following2 (see the supplemen-
tary information or2 for more details on the computation of the network based on raw return data). The linkages 
between financial institutions are retrieved from stock market returns by means of a Bayesian time-varying VAR 
framework and Granger causality testing procedures. According to this approach, an incoming link is created 

Figure 1.   Pre-crisis financial network estimated by TVP-VARs. The figure features an illustrative snapshot of 
the network estimated by TVP-VARs for a pre-crisis period (September 2006). Nodes represent the financial 
institutions of our sample and edges their relationships as revealed by the Granger-causality testing over the time 
series of their respective log-returns (see the supplementary information or2 for more details).
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from institution j to institution i if the time series associated with the return on firm j Granger causes the time 
series of the return on firm i. Figure 1 provides an illustrative snapshot of the network before the 2007–2009 
crisis. The details of the methodology can be found in2, and the main features are summarized in the supple-
mentary information.

Step 2: Independent variables.  In a second step, we break down the whole network into sub-networks, 
grouping the most connected nodes together. To this end, we apply the Louvain method25, which is designed to 
detect communities within complex networks. This well-known method relies on a greedy optimization algo-
rithm that attempts to optimize the modularity of a partition of the network, which is the strength of division of 
a network into modules or communities with high modularity capturing dense connections between the nodes 
within modules but sparse connections between nodes in different modules. The optimization is performed in 
two steps. First, the method looks for “small” communities by optimizing modularity locally. Second, it aggre-
gates nodes belonging to the same community and builds a new network whose nodes are the communities. 
These steps are repeated iteratively until a maximum of modularity is attained and a hierarchy of communities 
emerges (for further details, see25).

Equipped with a clearly identified community structure, we compute several topological measures by consid-
ering the whole network or only the community-based local environment. For the sake of clarity, the entire set 
of variables is divided into three groups. First, global topological metrics are computed at the firm level over the 
whole system, as is usually the case in the literature. Second, we compute the local topological metrics at the firm 
level over close peers. Unlike the previous metrics, for each node, we exclusively consider the other nodes within 
the same community when computing our metrics, thereby limiting topological metrics to intra-community 
links. Third, to further explore the influence of the local environment, we average individual characteristics over 
each community to compute aggregated topological metrics. This means that all the nodes included in the same 
community display similar values for this set of variables. Turning to the topological metrics we are considering, 
we account for a wide set of standard measures: in-degree centrality, out-degree centrality, betweenness central-
ity, clustering centrality, m-reach centrality, inverse m-reach centrality, in-Katz centrality, and out-Katz centrality 
(detailed explanations of the variables can be found in20). To take advantage of historical changes in the network 
as well as auxiliary information on firms’ industries, we complete our analysis with a set of less conventional 
metrics. Hence, sectoral entropy assesses how diverse a community is in terms of sectors. Inter in(out)-degree 
depicts the number of in(out)-degrees between communities. The inter-intra degree is computed as the ratio of 
the inter-community degree over the number of intra-community degrees. The measure is applied separately 
to in- and out-degrees. In addition, we compute the ratio between a firm’s in(out)-degree and its community 
in(out)-degree as a measure of the node’s commitment26. Finally, two temporal metrics are added. To this end, 
we simply compute a modified m-reach measure while considering that the contagious process involves a time 
lag. For example, if a firm displays an out-degree of 3 at time t, the value for its 1-reach centrality is 3. For the 
2-reach centrality measure, we consider the connections of the 3 neighboring nodes at t + 1 instead of time t in 
the usual case. If this value is equal to 4, the 2-reach centrality measure is 7. The measure takes a 1-period delay 
at each order of the propagation process into account. We consider a separate measure for both incoming and 
outgoing links. Figure 2 provides an overview of the variables constructed for the empirical analysis.

Step 3. Dependent variables.  Following24, we use two indicators of firm vulnerability based on the loss in 
firm’s stock value to test the predictive power of our topological measures: (i) the cumulative stock returns, and 
alternatively (ii) the peak-to-trough returns. The former measure is based on daily log-returns and the latter on 
prices. The cumulative returns are computed for each firm as the sum of its stock returns over the crisis period. 
The maximum drawdown is computed as the maximum loss of the stock price over the crisis period from a 
peak to a trough, with the trough defined as the minimum value of the price between the date of the peak to the 
end of the crisis. As in the literature, we build on the premise that firms’ vulnerability is better revealed in the 
crisis period. The crisis can therefore be viewed as a natural experiment to identify vulnerable institutions and 
test whether such fragility could have been detected prior to the event by looking at alternative characteristics 
such as topological metrics. For robustness purposes, we use two definitions for the crisis period: (i) July 2007 to 
December 2008 and (ii) January 2008 to December 2008. Figure 3 displays the daily stock market prices for all 
the firms of our sample between 2007 and 2008. The alternative time periods to define the crisis are marked with 
a straight line at the bottom of the figure. A brief overview reveals that financial firms experienced their largest 
losses during the second period (January 2008 to December 2008).

Step 4: Penalized regression analysis.  Given the large number of regressors, we apply the elastic net 
(EN) model27 to perform shrinkage and identify the most relevant variables28. Along with the LASSO approach, 
this has been widely used in the literature to control the degree of sparsity in the model and select only the most 
significant coefficients29. The objective function in EN regression is expressed as follows:

The EN penalty is controlled by the mixing parameter α , averaging two mainstream shrinkage penalty func-
tions, namely the one referring to the LASSO (L1 penalty)30 and that associated with the ridge regression (L2 
penalty)31. Note that if α = 1 , the EN approach falls into the LASSO selection model whereas if α = 0 , we recover 
a full ridge regression approach. As recalled by32, whereas the LASSO approach allows to shrink and select, 
the EN procedure not only shrinks and selects but also makes sure that the selected model also minimizes the 

(1)minβ0,β

{

1

N

N
∑

i=1

(yi − β0 − βTxi)
2 + �[(1− α)||β||22/2+ α||β||1]

}
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Kullback-Liebler distance to the true DGP (thus meeting the so-called ‘oracle property’). In our implementation, 
as done in the applied literature in various fields (see32 or33 to quote only a few) we consider a value of 0.5 for α , 
which allows us to perform an equally weighted approach between ridge regression and LASSO. Finally, the � 
parameter controls the strength of the penalty, that is, the number of covariates set to zero (if α  = 0 ) or shrink 
toward zero (if α = 0 ) for minimization purposes.

The regression framework is convenient to assess the role of local environment information as opposed to 
traditional global environment information for computing topological metrics and analyzing systemic risk. For 
the sake of clarity, we can more specifically formulate three testable hypotheses.

•	 H1: Information regarding systemic exposure of firms is concentrated at the local level. If so, information 
coming from the remaining part of the network only adds noise and should be filtered out.

•	 H2: Information regarding systemic exposure of firms in the local environment is entirely embodied in the 
global environment.

•	 H3: Both local and global levels embed non-overlapping information.

If H1 is true, only LT metrics should appear significant from a regression including both local and global topo-
logical metrics. If H2 is true, only GT should emerge as significant. If H3 is true, both LT and GT variables should 
appear significant when included in the same model.

Figure 2.   Three levels of analysis: System wide firms-based metrics, Community firm-based metrics 
and Community-based metrics. The figure displays the labels of the topological metrics along with their 
corresponding level. We consider three levels. System wide firms-based metrics are computed for each firm 
based on information stemming from the whole network. Community firm-based metrics are computed for 
each firm based on information stemming exclusively from the community (i.e. sub-networks). Community-
based metrics are computed at the community level. Each category is associated to a stylized network to 
illustrate which area is used to compute the metrics. Metrics surmounted by an ∗ correspond to the variables 
labelled “new” in the regression sections from each relevant category.
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Results
Before interpreting the regression results, we briefly discuss the cross-correlations among our selected topological 
metrics. Exploring the dependence among all our metrics may help to have a better sense of their informational 
content; for example, a very strong correlation would suggest the absence of specific information in an isolated 
variable. Next, we estimate a baseline model, which is limited to traditional centrality metrics computed at the 
network level. Then, we extend the specification to include community-based metrics. Eventually, we include all 
the variables in the model. This stepwise procedure aims to assess the robustness of our findings.

The correlation matrix.  We use a heatmap to display the correlation coefficients (see Fig. 4). Dark colors 
signal strong correlations. Positive correlations are reported in blue and negative ones in red. We can visually 
separate two groups of variables. The first group embeds most of the traditional topological metrics computed 
either at the network or the community level. Overall, the variables display positive correlations with nuances 
regarding their strength as the correlation coefficients range from 0.1 to 0.9. The positive signs suggest that 
the various measures embed consistent information regarding the centrality of institutions within the network. 
While consistent, this information does not fully overlap. A second group includes less conventional measures 
such as sectoral entropy or temporal m-reach centrality measures. The correlation values are now weak and 
slightly negative in terms of the majority of other variables. The results also support the interest of considering a 
wide variety of centrality indicators as they do not share the same information. Whether they are informative to 
predict financial vulnerability remains an open question that can be addressed via regression analyses.

First level: Global topological metrics.  We first report the results for the regular metrics. In total, the 
model includes 8 variables, all computed at the system-wide level. The list of variables can be found in Fig. 2. We 
just omit the two temporal (GT) variables in this baseline model. The rows in Table 1 report the names along 
with the signs of the coefficient of the variables that appear significant in one of the four columns. Each column 
corresponds to an alternative definition of the dependent variable. We consider four alternatives depending on 
the definition of both the crisis period, a period of either 12 or 18 months, and the vulnerability of the firm, com-
puted either as cumulative returns or maximum drawdown. Four variables are identified as significant regard-
less of how the dependent variable has been computed with the exception of the out-degree variable, which is 
not significant in one model. As expected, the signs for the cumulative returns and the maximum drawdown 
are opposite. Higher vulnerability corresponds to smaller cumulative returns and larger maximum drawdown. 

Figure 3.   Stock market prices of financial institutions between 1/3/2007 and 12/31/2008. The figure presents 
the evolution of daily stock market prices of the 47 US banks included in our sample. The straight lines at 
the bottom of the figure correspond to the alternative time periods we use—July 2007 to December 2008 and 
January 2008 to December 2008—to define the crisis.
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To illustrate our results, we can take the example of the betweenness centrality metric. Note that betweenness 
centrality is the number of shortest paths that pass through a node. In this context, each edge represents the 
existence of spillovers between the asset returns of two financial institutions. The path means that distress in one 
institution can be channeled to another in the network through indirect connections. The betweenness centrality 
metric therefore captures whether a financial firm is located in the path of these financial spillovers. It can also 
be viewed as a measure of the capability of a firm to transmit the crisis between separated groups of firms. Our 
results support that the higher the number of paths passing through a firm, the greater the losses experienced by 
this firm during the crisis and thus, the more vulnerable it appears to be.

Second level: global and aggregated topological metrics.  In the second estimation, we add all the 
variables averaged by community (AT) to the baseline model (GT). By doing so, we can assess the stability of 
the firm-based results along with the community-level analysis. Results are depicted in Table 2. The traditional 
metrics appear robust when compared to the first-level estimations. Only three changes are noticeable. The out-

Figure 4.   Correlation matrix of topological metrics. The table displays the correlation matrix among the 
centrality measures.

Table 1.   Penalized multivariate regressions for system wide firm-based metrics (GT). −, + denote the sign of 
the coefficient for significant variable. The variables not significant are not reported. The model is estimated 
by using Elastic Net regression. Each column corresponds to alternative definition of the dependent variable. 
In columns 1 and 2, the dependent variable is computed as cumulative returns over respectively 12 months 
and 18 months. In columns 3 and 4, the dependent variable is computed as the maximum drawdown over 12 
months and 18 months, respectively.

Selected variables C.R:12 m C.R:18 m M.D:12 m M.D:18 m

Out-degree centrality (GT) + + −

Betweenness centrality (GT) − − + +

Clustering (GT) − − + +

In-Katz centrality (GT) − − + +
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degree variable is now significant with respect to the four alternative definitions of the dependent variable, which 
previously appeared as significant in three models. The betweenness centrality is no more significant when we 
consider a long period of 18 months for the crisis and the maximum drawdown to quantify firm losses. Eventu-
ally, in-Katz centrality is no more significant when using an 18-month crisis period and the cumulative returns. 
Among the 10 variables computed at the community level, three are significant once traditional system-wide 
metrics, clustering, 2-reach and community size, are controlled for. This result means that the larger a community, 
the more vulnerable a firm is, for example.

Third level: complete model.  We can now consider the full model. The specification includes the three 
categories of variables, adding community firm-based metrics (noted as LT in Fig. 2) to the previous model 
(noted as GT and AT in Fig. 2). We also add our set of alternative metrics (noted as new-GT and new-AT in 
Fig. 2). As explained in Step 2 of the methodology, these variables exploit the information embedded in the 
temporal changes in the network, the sectoral diversity of our financial firms, as well as the intra- and extra-
community links. The results are reported in Table 3. System-wide metrics are stable for betweenness and cluster-
ing. Out-Katz centrality performs better than the out-degree variable adding up the influence of the neighbor-
ing nodes. On the other hand, inverted 2-reach centrality replaced the in-Katz centrality to capture financial 
vulnerability. The size of the community remains significant, as expected and explained in the previous section. 
Turning to the community firm-based (LT) metrics, two variables expressing outgoing and incoming links are 
the dominant explanatory variables at this level. The first is the out-degree centrality. Interestingly, we have pre-
viously noticed that this variable was significant when computed at the network level. Now that the two variables 
computed at the network and the community level are competing in the same model, the one at the community 
level emerges as significant. The second variable is the inverted 2-reach centrality. We note that in this case, the 
same metrics computed at both the system-wide and the community level are significant while included in the 

Table 2.   Penalized multivariate regressions for system wide firm-based (GT) metrics and community-based 
metrics (AT). −, + denote the sign of the coefficient for significant variable. The variables not significant are 
not reported. The model is estimated by using Elastic Net regression. Each column corresponds to alternative 
definition of the dependent variable. In columns 1 and 2, the dependent variable is computed as cumulative 
returns over respectively 12 months and 18 months. In columns 3 and 4, the dependent variable is computed as 
the maximum drawdown over 12 months and 18 months, respectively.

Selected variables C.R:12 m C.R:18 m M.D:12 m M.D:18 m

Out-degree centrality (GT) + + − −

Betweenness centrality (GT) − − +

Clustering centrality (GT) − − + +

In-Katz centrality (GT) − + +

Clustering (AT) − − +

2-reach centrality (AT) − −

Community size (AT) − + +

Table 3.   Penalized multivariate regressions for system wide firm-based metrics, community-based metrics 
and community firm-based metrics. −, + denote the sign of the coefficient for significant variable. The 
variables not significant are not reported. The model is estimated by using Elastic Net regression. Each column 
corresponds to alternative definition of the dependent variable. In columns 1 and 2, the dependent variable 
is computed as cumulative returns over respectively 12 months and 18 months. In columns 3 and 4, the 
dependent variable is computed as the maximum drawdown over 12 months and 18 months, respectively.

Selected variables C.R:12 m C.R:18 m M.D:12 m M.D:18 m

Betweenness centrality (GT) − − + +

Clustering (GT) − − + +

Inverted 2-reach centrality (GT) + + − −

Out-Katz centrality (GT) − − + +

Community size (AT) + +

Out-degree centrality (LT) + + − −

Inverted 2-reach centrality (LT) + + −

Inter-intra-outdeg (new-AT) − +

Outdeg-intra-outdeg (new GT) + + −

Sectoral-entropy (new-AT) + −

Temporal inverted 2-reach (new GT) +

Temporal 2-reach (new GT) − − + +
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same model. Among the set of alternative metrics, five variables appear as significant: inter-intra-outdegree 
centrality, outdeg-intra-outdeg, sectoral entropy, temporal inverted 2-reach, and temporal 2-reach. Recall that 
inter-intra-out-degree centrality, is defined as the ratio between the community out-degree to the other commu-
nities in the network and the out-degree within the same community. What we want to express by such a metric 
is the influence that one community has over the whole system, normalized by the own intra-dependence. The 
higher the variable, the more vulnerable the firm. The second metrics is the outdeg-intra-outdeg. The creation 
of this metric was inspired by26, defined as the node’s commitment with its own community. Here, the metric 
is defined as the ratio between the node’s out-degree and the total out-degree within its community. The sign 
associated with the first column when the dependent variable is constructed as cumulative returns is positive. 
The sign is negative when considering the maximum drawdown. This result means that the higher the variable, 
the less vulnerable the firm. The sectoral entropy captures the diversity of sectors within the community. In the 
descriptive analysis of20, sectoral diversity was suggested to be a determinant systemic risk when computed as the 
global sector-interface. Our estimations based on a formal regression analysis confirm this feature. However, it 
is worth noting that the metric is sensitive to the time length, appearing as significant only for the shortest crisis 
period (12 months). Finally, we have the temporal versions of the m-reach centrality. Only the one considering 
outgoing links (temporal 2-reach) is dominant. This last result highlights the importance of considering higher-
order metrics in systemic risk34.

Non‑penalized regression analysis.  As a last exercise, we re-estimate the model using ordinary least 
squares (OLS). Penalization methods such as LASSO or EN offer relevant solutions to select acute sets of predic-
tors for small sample sizes relative to the number of variables. While regular OLS regression minimizes the sum 
of squared residuals to find the value of the estimated coefficients, penalized regressions augment the minimiza-
tion problem using a penalty term. As a result, penalized regression leads to an increase in the estimation bias by 

Table 4.   Non-penalized multivariate regressions for system wide firm-based metrics, community-based 
metrics and community firm-based metrics. This table reports the cross-sectional regression of alternative 
measures of financial firms vulnerability on centrality measures selected in Table 3. The dependent variable 
is (i) the cumulative returns over 12 months in column 2, (ii) the cumulative returns over 18 months in 
column 3, (iii) the maximum drawdown over 12 months in column 4, (iv) the maximum drawdown over 18 
months in column 5. Estimation is performed by ordinary least squares. Robust standard error are reported in 
parentheses. ***, **, * stand for statistical significance at 1%, 5% and 10% levels.

Name of regressors C.R:12 m C.R:18 m M.D:12 m M.D:18 m

Cst
− 0.17 − 0.30*** 0.48*** 0.51***

(0.12) (0.07) (0.08) (0.06)

Betweenness centrality (GT)
− 5.54*** − 4.72*** 3.19*** 4.01***

(1.12) (0.99) (0.87) (0.73)

Clustering (GT)
− 0.41*** − 0.44*** 0.32** 0.13

(0.15) (0.12) (0.15) (0.09)

Inverted 2-reach centrality (GT)
− 0.00 − 0.00 0.00 − 0.00***

(0.00) (0.00) (0.00) (0.00)

Out-Katz centrality (GT)
− 0.19*** − 0.16*** 0.07* 0.12***

(0.05) (0.04) (0.03) (0.03)

Community size (AT)
– – 0.00** 0.00

(0.00) (0.00)

Out-degree centrality (LT)
0.00*** 0.00*** − 0.00** − 0.00***

(0.00) (0.00) (0.00) (0.00)

Inverted 2-reach centrality (LT)
0.01 0.00 − 0.00 –

(0.00) (0.00) (0.00)

Inter-intra-outdeg (new-AT)
− 0.03* – − 0.00 –

(0.01) (0.00)

Outdeg-intra-outdeg (new GT)
0.02*** 0.01* – − 0.01**

(0.00) (0.00) (0.00)

Sectoral-entropy (new-AT)
0.02 – − 0.01** –

(0.01) (0.01)

Temporal inverted 2-reach (new GT)
– – – 0.00

(0.00)

Temporal 2-reach (new GT)
− 0.00*** − 0.00*** 0.00*** 0.00***

0.00 (0.00) (0.00) (0.00)

Adjusted R2 41 41 27 38

N. obs. 46 46 46 46
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shrinking coefficients, with non-relevant ones becoming (nearly) zero. To check the robustness of our results, we 
apply OLS on the full set of the selected regressors. Under regular conditions (i.e., Gauss-Markov hypotheses) 
OLS estimators are unbiased. This two-step procedure can be of particular interest to specifically check the sign 
of the coefficients. However, statistical tests can still suffer from low power due both to the limited degree of free-
dom despite having dropped some regressors and to multicollinearity among the remaining ones. Neither the 
shrinkage approach nor the linear regression is a panacea. However, cross validating their results can allow us to 
be more confident in our conclusions. The estimated coefficients along with robust standard errors are reported 
in Table 4. Overall, our findings are confirmed. We do not observe reversals in signs. For most variables in each 
category, they remains significant predictors of a firm’s vulnerability when considering the 10% significance 
level. In a few cases, the variables are significant in a lower number of models. In three cases, inverted 2-reach 
centrality, sectoral entropy, and temporal inverted 2-reach, we can no longer detect statistical significance at a 
10% level in the four specifications.
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