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#### Abstract

Vertical-beam entomological radars provide precise measurements of the body alignment of individual overflying insects but are unable to distinguish which of the two axial directions the insect is heading towards. Insects migrating at altitude typically show common alignment, although with a broad spread. We show here that when observations from multiple individual insects are available, and the insects have airspeeds of $\sim 2 \mathrm{~m} \mathrm{~s}^{-1}$ or greater, the spread in heading directions allows the heading ambiguity to be resolved - though at the sample rather than the individual level. A vector analysis of radar-measured track direction, track speed, and heading will provide consistent results for all the insects in a sample only when the heading direction is chosen correctly. With the heading then resolved, the analysis can continue to estimation of a sample-average airspeed and the speed and direction of the wind. This general approach can be implemented in two different ways, which we term the 'cluster' and 'projection' methods. When applied to an intense migration of large insects, probably moths, these methods produced highly consistent results from hour to hour and from one 150$m$ height interval to the next. Simulations show that the methods are not liable to directional bias and reveal when they are rendered ineffective by small sample sizes or low insect airspeeds; they also indicate that the cluster method handles small sample sizes better than the projection method, and its use is therefore recommended. A comparison with two previously proposed methods that use meteorological data to resolve the ambiguity shows that the new methods are more reliable. Use of this objective means of resolving the heading ambiguity will increase confidence in radar-based studies of the orientation behaviour of insect migrants and their responses to cues like sky illumination patterns, the Earth's magnetic field, and wind.


## Introduction

Very large numbers of insects take to the air, by day and by night, to undertake movements over hundreds of kilometres that constitute a form of migration, i.e. that lead to populations breeding in a region distant from that in which they had arisen (Johnson 1969; Chapman, Reynolds, and Wilson 2015; Reynolds, Chapman, and Drake 2017). These movements enable populations to exploit host plants and prey as these arise at different latitudes and in different seasons - with significant economic and humanitarian impact when the migrants are crop pests (Drake and Gatehouse 1995; Chapman et al. 2012). Insect migrations also lead to transfers between regions of biomass, essential elements, pollen, and pathogens of plant, animal, and human diseases (Hu, Lim, Horvitz et al. 2016; Reynolds, Chapman, and Harrington 2006; Huestis et al. 2019; Satterfield et al. 2020). In most cases, insect migratory flight is primarily windborne, and occurs at altitudes of a few hundred metres (Drake 1984; Reynolds, Chapman, and Drake 2017). Our knowledge of these migrations is derived mainly from sampling with balloon-, kite-, or aircraft-borne nets (e.g. Johnson, 1969; Huestis et al. 2019) and, predominantly in the modern era, through observation with radar (Drake and Reynolds 2012).

An almost universal finding of radar studies of insect migration is that the migrants exhibit common orientation, i.e. insects flying at similar times and heights head in similar directions (Schaefer 1976; Riley and Reynolds 1986; Hu, Lim, Reynolds et al. 2016). Potential advantages conferred by this behaviour, which occurs even at night in insects flying hundreds of metres above the surface, include greater distance covered or movement in a more favourable direction (e.g. Chapman et al. 2010). Both the mechanisms by which the heading is determined and maintained, and the way it benefits the migrant, are currently the subject of significant research effort (e.g. Dreyer et al. 2018; Wotton et al. 2019; Adden, 2020). A major difficulty that these, and earlier, radar-based studies have faced is that radars
provide estimates of insect body alignments rather than headings; i.e. they provide an angle, often quite precise, in the range $0-180^{\circ}$, but are not able to determine whether this is the direction the insect is heading towards or the direction it is heading away from. This is the case both for the vertical-beam units developed specifically for insect observation, e.g. of the type known variously as Vertical-Looking Radars (VLR) and Insect Monitoring radars (IMR) (Chapman, Reynolds, and Smith 2003; Drake et al. 2020), and radars in which the beam is scanned (e.g. Schaefer 1976). With scanning radars, differences in the echo signals from the two possible directions can sometimes be discerned, but these are not easily interpreted (Drake 1984; Melnikov, Istok, and Westbrook 2015). In this article, we present two variants of a novel approach to resolving this 'heading-direction ambiguity' in the observation datasets provided by VLRs and IMRs, in which measurement data are obtained for individual insects. We show also that the new procedures allow estimation of both a representative airspeed for the migrant population and the direction and speed of the wind that the insects are flying in.

An insect's movement over the ground arises from the vector sum of its own airspeed and heading and that of the wind at the height it is flying. If the movement and wind vectors are known, the flight speed and direction are easily estimated by vector subtraction. The alignment ambiguity could then be resolved by adopting the direction closest to the estimated flight direction. When winds are strong, the contribution of the insect's airspeed may be relatively small and movement and wind measurements that are both precise and accurate will be needed to determine the flight vector. We have previously explored this approach with movement data from an IMR operating in inland eastern Australia and winds obtained from reanalysed operational meteorological observations via a dynamic downscaling process, with mixed results (Hao, Drake, and Taylor 2019; and see below). By drawing only on IMR data, i.e. data from a single observing system, the new methods eliminate a potential source
of systematic error. They exploit the variation in alignment directions within a sample of measurements to determine, again by vector subtraction, which of the two possible heading directions provides a consistent estimate of the wind. In order to verify the underlying approach and its specific implementations, the two methods have been applied to a 15 -night observation dataset and also examined through simulation. The latter is useful particularly for assessing the sensitivity of the methods and the likelihood of biases arising through their use.

## Materials and Methods

While the two methods exploit the same information content in the data, they do so in rather different ways. We document both here to allow the advantages and drawbacks of each to be recognised, and to enable a recommendation to be made on which one to adopt for general use.

## Cluster Method

The basis of the first method - which is essentially an extension of an analysis developed for photographic recordings of locust flights within swarms (Rainey 1989, his Figure 104) - is illustrated in Figure 1a-c. An insect flying through the air with airspeed and heading direction F is carried along by the wind W , producing a movement over the ground (or 'track') T that is the vector sum of these two quantities (Figure 1a). The dashed lines represent a second insect moving in the same airflow and flying at the same airspeed, but with a different heading. The measurements produced by the radar comprise both components of T (speed and direction) and the alignment direction A, represented in Figure 1b by a double-headed arrow (the length of which has no significance); the wind vector W and the insects' airspeeds are unknown. Measurements for a single insect do not allow W to be determined: the vector could end anywhere on the dotted line drawn along the alignment axis. If an airspeed is assumed, the number of possible endpoints is reduced to two (blue dots, drawn for an assumed airspeed slightly lower than the actual one), but which of these is the correct one
cannot be resolved from the measured values $\mathrm{T}_{\mathrm{m}}$ and $\mathrm{A}_{\mathrm{m}}$ alone. However, it is readily seen that when measurements from a second insect that is experiencing the same wind, but has a different alignment, are available, the alignment axes will intersect and not only is the heading direction ambiguity resolved but values for the airspeed and the wind can be estimated.
[Figure 1 near here]
A more realistic scenario is illustrated in Figure 1c, in which $T_{m}$ and $A_{m}$ values for additional insects are available but these are now subject to random variation, so that the alignment axes will not all meet at one point. A practicable procedure for dealing with this is to assume a common airspeed for all the insects and determine the two sets of endpoints (blue dots). It is evident that they form two clusters, one compact and the other spread out and in the form of an arc. Selection of the smaller cluster resolves the heading direction ambiguity, and its centroid provides estimates for the speed and direction of the wind W . This procedure can be repeated for a range of plausible airspeeds, with whichever produces the most compact cluster being adopted as the estimate of airspeed; the wind values obtained with this airspeed provide the final estimate of the wind.

The procedure illustrated in Figure 1c can be stated formally in vector terms. First, track vectors $\boldsymbol{v}_{\mathrm{T}}$ are calculated, in cartesian coordinates, for each insect $i$ as

$$
\begin{equation*}
v_{\mathrm{T} x i}=v_{\mathrm{Tm} i} \sin \gamma_{\mathrm{m} i}, \quad v_{\mathrm{T} y i}=v_{\mathrm{Tm} i} \cos \gamma_{\mathrm{m} i} \tag{1}
\end{equation*}
$$

where $\left(v_{T m i}, \gamma_{m i}\right)$ are the insect's measured movement speed and direction (the latter defined as clockwise from N). These are the coordinates of the green dots. For each assumed airspeed value $a_{j}$, components of the flight vectors $v_{\mathrm{F} j i}$ are then calculated for each insect $i$, using the measured alignment $\phi_{\text {Ami }}$,

$$
\begin{equation*}
v_{\mathrm{F} x j i}=a_{j} \sin \phi_{\mathrm{Am} i}, \quad v_{\mathrm{F} y j i}=a_{j} \cos \phi_{\mathrm{Am} i} \tag{2}
\end{equation*}
$$

The wind can be estimated by subtracting the flight vector from the track vector (Figure 1a), but as the airspeed is not yet determined and there are two possible flight vectors for each insect, we will follow Hao, Drake, and Taylor (2019) and refer to these estimates as 'putative winds' $v_{\mathrm{P}}$. The first of each pair is calculated by subtracting $\boldsymbol{v}_{\mathrm{F}}$ from $\boldsymbol{v}_{\mathrm{T}}$ and the second by adding these two vectors.

$$
\begin{equation*}
v_{\mathrm{P} x s i j}=v_{\mathrm{T} x i} \mp v_{\mathrm{F} x j i}, \quad v_{\mathrm{P} y s j i}=v_{\mathrm{T} y i} \mp v_{\mathrm{F} y j i} . \tag{3}
\end{equation*}
$$

(Here the subscript $s$ takes the values - or + . The addition is equivalent to recalculating $\boldsymbol{v}_{\mathrm{F}}$ with $\phi_{\mathrm{A}}$ increased by $180^{\circ}$ and then subtracting this alternative value from $\boldsymbol{v}_{\mathrm{T}}$.) These coordinates specify the locations of the blue dots in Figure 1c. The centroids of the - and + sets of these points (brown crosses) are then calculated by simple (equal weights) averaging over the $n$ insects in the sample,

$$
\begin{equation*}
\overline{v_{\mathrm{P} x s j}}=\frac{1}{n} \sum_{i} v_{\mathrm{P} x s j i}, \quad \overline{v_{\mathrm{P} y s j}}=\frac{1}{n} \sum_{i} v_{\mathrm{P} y s j i} \tag{4}
\end{equation*}
$$

As a measure of the spread of each cluster, the mean sum of squares (MSS) is calculated as

$$
\begin{equation*}
S_{s j}=\frac{1}{n} \sum_{i}\left[\left(v_{\mathrm{P} x s j i}-\overline{v_{\mathrm{P} x s j}}\right)^{2}+\left(v_{\mathrm{P} y s j i}-\overline{v_{\mathrm{P} y s j}}\right)^{2}\right] \tag{5}
\end{equation*}
$$

The lowest $S_{s}$ value over the range of assumed airspeeds $v_{\mathrm{F} j}$ is identified. Denoting the $j$ index for this by $J$, the estimate of the airspeed is $a_{J}$. If one of the $S_{-}$series is the lowest, the heading directions are resolved as $\phi_{\mathrm{H} i}=\phi_{\mathrm{A} i}$ and the wind components $\left(v_{\mathrm{W} x}, v_{\mathrm{W} y}\right)$ are estimated as $\left(\overline{v_{\mathrm{P} x-J}}, \overline{v_{\mathrm{P} y-J}}\right)$; alternatively, if one of the $\mathrm{S}_{+}$series is the lowest, then $\phi_{\mathrm{H} i}=\phi_{\mathrm{A} i}+180^{\circ}$ and the wind components are $\left(\overline{v_{\mathrm{P} x+J}}, \overline{v_{\mathrm{P} y+J}}\right)$. A wind estimate for the sample, in polar coordinates, can then be obtained as

$$
\begin{equation*}
v_{\mathrm{W}}=\sqrt{v_{\mathrm{W} x i}^{2}+v_{\mathrm{W} y}^{2}}, \quad \phi_{\mathrm{W}}=\tan ^{-1}\left(v_{\mathrm{W} x} / v_{\mathrm{W} y}\right) . \tag{6}
\end{equation*}
$$

A $\tan ^{-1}$ function with separate numerator and denominator arguments should be used so that $\phi_{\mathrm{W}}$ is determined through its full $360^{\circ}$ range. Alternatively, Equation (6) can be applied to the individual putative-wind estimates (Equation (3) with $j=J$ ); this has the advantage that measures of dispersion (standard deviations, SD) can also be calculated, but note that for the $\phi_{\mathrm{W} i}$ both the mean and the SD should be calculated by the methods of circular statistics (Fisher 1993). The set of resolved headings $\phi_{\mathrm{H} i}$ can similarly be represented statistically by their circular mean and circular SD.

## Projection Method

An alternative view of the scenario of Figure 1a is shown in Figure 2a. It is evident that as the alignment angle increases from $\phi_{\mathrm{A} 1}$ to $\phi_{\mathrm{A} 2}$, the track angle $\gamma$ also increases and the track speed (the length of the line T) decreases. In contrast, in the case of the alternative heading (paler blue flight vector), the track angle decreases and the track speed increases. Thus, the relationship between alignment angle and track vector (direction and speed) differ for the two possible heading directions, and this provides a means of resolving the alignment ambiguity. In the data analysis, these relationships will translate into correlations or regressions. However, in scenarios differing from that of Figures 1 and 2 - for example, one where headings are clustered around $90^{\circ}$ or $225^{\circ}$ - these relationships will take a different form, so interpretation is not straightforward (Green and Alerstam 2002, their Figure 4). Representation of the problem in vector form, however, allows an efficient computation that works for all scenarios and makes full use of the available measurement data $\nu_{\mathrm{T}}, \gamma$, and $\phi_{\mathrm{A}}$ and the assumption that the insects have similar airspeeds.
[Figure 2 near here]
As the cluster method demonstrated (Figure 1), it is the spread of heading angles that allows the ambiguity to be resolved and the wind vector to be determined. In terms of distances, the spread of $\phi_{\mathrm{A}}$ produces the greatest effect along the normal to the mean
alignment direction $\phi_{\text {Aav }}$, where it is proportional to the sine of the angle difference $\phi_{\text {Ami }}-\phi_{\text {Aav }}$, and has the least effect along the mean alignment (cosine of $\phi_{\text {Ami }}-\phi_{\text {Aav }}$ ) (Figure $2 b)$. The spread of distances along the $\phi_{\text {Aav }}$ axis is due also to variation between individuals of the airspeed $a_{i}$, an unmeasured quantity; such variations will also affect distances along the normal to the $\phi_{\text {Aav }}$ axis, but - provided the angle differences $\phi_{\text {Am } i}-\phi_{\text {Aav }}$, are not large - to a lesser degree. Thus, distances $d$ along the normal to the $\phi_{\text {Aav }}$ axis, i.e. projections of the individual flight vectors onto this direction, $d_{\text {Fi }}$ (Figure 2c), provide an efficient representation of the variation in the alignment measurements $\phi_{\text {Ami }}$. These distances can be related directly to the two other available measurements, the track speed and track direction, as these too can be projected onto the normal, with values $d_{\mathrm{T} i}$ (Figure 2c). The two projections are calculated as

$$
\begin{equation*}
d_{\mathrm{F} i}=a_{j} \sin \left(\phi_{\mathrm{Am} i}-\phi_{\mathrm{Aav}}\right) \quad d_{\mathrm{T} i}=v_{\mathrm{T} i} \sin \left(\gamma_{\mathrm{m} i}-\phi_{\mathrm{Aav}}\right) \tag{7}
\end{equation*}
$$

While these distances are measured from different origins $\left(\mathrm{O}_{\mathrm{F}}\right.$ and $\mathrm{O}_{\mathrm{T}}$ respectively, Figure 2c), their differences from one insect to the next are identical. Thus, a linear regression of the track projections (dependent variable) against the heading projections (independent variable) should result in a slope of 1 .

Now consider the case where the flight vectors are actually along $\phi_{\mathrm{Am} i}+180^{\circ}$ (Figure 2d). The track vectors now have a different form, and their projections $d_{\mathrm{T} i}$ appear in the exact reverse order along the normal direction. As the set of heading directions differs only by a rotation of $180^{\circ}$, the contribution of the flight vectors to the $d_{\mathrm{T}}$ are expected to be of the same size, but with reversed sign. Therefore, a regression of $d_{\mathrm{T} i}$ against $d_{\mathrm{Fi}}$, with the latter calculated as previously (i.e. with $\phi_{\mathrm{Am} i}$, not $\phi_{\mathrm{Am} i}+180^{\circ}$ ), will now have a slope of -1 . Thus, if the regression slope is significant, the alignment ambiguity is resolved.

As in the cluster method, a value must be assumed for the airspeed $a$. The differences of the projection distances $d_{\mathrm{F}}$ and $d_{\mathrm{T}}$ will only be equal, and the regression slopes $\pm 1$, if the assumed airspeed matches the insects' actual airspeeds. However, in this method it is not necessary to try a series of airspeeds until a good match is found. The equations are linear in $a$, so if a slope $b$ is obtained for an assumed airspeed $a_{\mathrm{a}}$, the actual airspeed can immediately be estimated as $b a_{\text {a }}$. Airspeeds of larger migrant insects are typically in the range $3-6 \mathrm{~m} \mathrm{~s}^{-1}$ (Drake and Reynolds 2012, chapters 6, 9), and $4 \mathrm{~m} \mathrm{~s}^{-1}$ has been adopted for $a_{\mathrm{a}}$ in the analyses presented here. With the heading resolved and the airspeed estimated, the methods of the previous section (Equations (3), (6)) can be employed to estimate the wind speed and direction for each insect and then the averages and standard deviations of these.

## Preliminary Procedures

The two methods described above implicitly assume that the insects in the sample being analysed form a single (behavioural) population and that all insects in the sample experience the same wind. To obtain samples where these assumptions are approximately valid, datasets of radar observations will need to be partitioned, first by insect class and secondly by time and height. In the examples presented here, estimates of insect size, shape, and wingbeat frequency, obtained from analyses of individual echo signals, have been used to classify each echo as probably originating from Australian plague locusts (Chortoicetes terminifera), a large moth, or a medium-sized moth (Hao et al. 2020). Samples are then formed from a single insect class. As wind will typically vary with both time and height, and as the radar-observed insect tracks usually exhibit both of these variations, samples need to be drawn from limited time periods and height ranges. For observations from the Australian IMR, the source of the data presented here, sampling periods of duration 1 h and depth 150 m , termed 'units', have proved satisfactory. Some units will produce samples that are too small to obtain a reliable result (see below), but on nights of intense migration more than 50 can have adequate
samples. Minor variations of airspeed within an insect class, and of wind within a unit, can be treated in the same way as measurement errors; on occasions when they are larger than usual, fewer units will meet the statistical criterion (e.g. $P \leq 0.05$ ) for confident resolution of the ambiguity.

In the scenarios of Figures 1 and 2, all alignment measurements fall within a range of values that does not extend as far as either the $0^{\circ}$ or the $180^{\circ}$ limits of the variable $\phi_{\mathrm{A}}$. In these circumstances, it is straightforward to assign the values $\phi_{\mathrm{Am} i}$ to one set of putative winds and $\phi_{\mathrm{Am} i}+180^{\circ}$ to the other. Very often, however, the range of actual heading angles will extend over one of the limits, and as a result the measured alignments for some insects in the sample will have $\phi_{\mathrm{A}}$ values close to $0^{\circ}$ (but always positive) and for others $\phi_{\mathrm{A}}$ will be close to $180^{\circ}$ (but never greater) (see Results for example). This splitting is artefactual and would lead to some putative winds from each group (- and + in Equation (3), and index $s$ subsequently) falling into one cluster and the remainder into the other cluster, leading to an unsuccessful or invalid analysis. Appropriate grouping is achieved by first determining the mean alignment direction $\phi_{\text {Aav }}$ by the usual method of doubling the angle, calculating the circular mean, and halving the result (Fisher 1993). The $\phi_{\mathrm{Am} i}$ values are then divided into those that fall within $90^{\circ}$ of this direction, and the remainder. One group is then formed by combining the subsets, but with $180^{\circ}$ added to the $\phi_{\text {Ami }}$ of the second subset; the other group is formed similarly, but with the $180^{\circ}$ added to the first subset. The result is two well-formed groups, one centred on $\phi_{\text {Aav }}$ and the other on $\phi_{\text {Aav }}+180^{\circ}$. For consistent identification, it is useful to also calculate the mean track direction $\phi_{\text {Tav }}$ and then denote the group that is centred at an angle closer to this (i.e. $<90^{\circ}$ from it) as A ('along-track') and the other one by B ('back-track'). As part of this procedure, outliers, identified as insects with any of the
measurement values $v_{\mathrm{Tm} i}, \phi_{\mathrm{Tm} i}$, and $\phi_{\mathrm{Am} i}$ more than two SDs from their sample means, can be eliminated.

## Precision of the Estimates and Statistical Tests

In the idealized scenario of Figure 1c, both the difference in spread of the two clusters, and their separation, is obvious. With larger measurement errors, and/or more variation (within the sample) of actual airspeeds and/or of the wind, the clusters - and especially the smaller one - will become broader. If the airspeed is small, the clusters will be closer and may start to overlap; and if the distribution of actual headings is not unimodal, overlapping may again arise but now through incorrect assignment of points to clusters. To determine whether identification of one cluster as the smaller (and 'correct') one is likely to be reliable, a statistical test is required. The measure of cluster spread used, the MSS (Equation (5)), has a form close to that of a variance, and the ratio of the - and + MSSs for the same sample is thus similar to an F statistic (the ratio of two variances, larger over smaller). The conventional $F$ test for comparing variances (e.g. Sokal and Rohlf 2012) has therefore been employed. As either cluster could be the 'correct' one, a two-tailed probability criterion applies. The sample sizes $n$ are the same for numerator and denominator, so the number of degrees of freedom is $2 n-2$, this being the number of $x$ coordinates plus the number of $y$ coordinates less the two averages calculated from these. $P$-values calculated in this way (denoted $P_{F}$ ) appear consistent with qualitative assessments made from plots of the two clusters. The heading is resolved if the $P$-value is sufficiently low; as well as the usual $P \leq 0.05$ criterion, a less demanding $P \leq 0.2$ requirement has been investigated.

For the projection method, normal regression-analysis criteria can be employed: if the $P$-value for the slope $b$ (denoted $P_{b}$ ) exceeds 0.05 (or 0.2 ), the ambiguity is not resolved. For both methods, uncertainties for the sample $v_{\mathrm{W}}$ and $\phi_{\mathrm{W}}$ estimates can be obtained by dividing the SDs of these quantities, calculated from the individual putative winds (see above), by $\sqrt{n}$.

For the cluster method, the root-mean-square deviation of the selected cluster, $\sqrt{S_{S J}}$, provides an additional general measure (with unit $\mathrm{m} \mathrm{s}^{-1}$ ) of the precision of the estimates. It is expected that, if the result of the $F$-test is significant, this will be smaller than the airspeed estimate $a_{J}$.

## Limitations

The most obvious limitation is that 6 or more insects are required in each unit, so the method will only work when migrations are moderately intense. Units could be extended, in both duration and height range, to increase sample sizes, but only for periods when both the wind and migratory behaviour are relatively steady - and of course the information provided will then have poorer temporal and vertical resolution. More fundamentally, the methods depend on the assumption that the headings are clustered around a single direction. If there are in fact two or more populations heading in different directions, a compact cluster will not form and the methods will fail. Riley and Reynolds (1986) document some obviously bimodal distributions of the $\phi_{\text {Ami }}$, but mixed populations (and more particularly mixed behaviours by a single population) may not always be immediately evident; for example, if the headings are almost opposite, the two alignment distributions will superimpose. Another possible problem is that the distribution of $\phi_{\text {Ami }}$ could be close to uniform, the difficulty then being not with the core procedures but at the preliminary stage of assigning points to the two groups A and B. The Rayleigh test of non-uniformity (Fisher 1993), with angle doubling, can be used to determine whether there is enough directionality in the alignments for an analysis to be viable. Finally, the distribution of headings could be so narrow that the 'correct' cluster is very spread out (in one dimension) as the insect flights (F in Figure 1a) are almost parallel. The heading will still be resolved, but the inferred wind direction will have poor precision.

## Implementation

The methods have been implemented in $R$ ( $R$ Core Team 2020), with the $R$ package 'Circular' (Agostinelli and Lund 2011) used to calculate statistics of angular quantities. The R scripts use standard summary files produced by the IMR processing system as input. A variant that analyses data from a newer, upgraded radar (Drake et al. 2020) has also been developed.

## Simulations

The effectiveness of the methods has been investigated through simulation. The primary aim was to establish whether the methods work well for all angles between heading and track, because if this is not the case a biased representation of the insects' behaviours will result. Simulation also allows the sensitivity of the methods to be determined, and their effectiveness when sample sizes are small or airspeeds are low to be assessed. In addition, a good correspondence between outputs from simulated and real data provides a degree of verification of the model underlying the methods and its implementation in equations and code.

The simulations were made in $R$, using a specially developed script that generates samples of 'insects' (i.e. headings, plus the track speeds and directions calculated for flight at a given airspeed and in a given wind) and then analyses them by both the cluster and the projection methods. All generated quantities are subject to random variation representing behavioural differences in headings and airspeeds, variability in the wind, and measurement errors. Random distributions have Gaussian form except in the case of heading directions when the von-Mises ('circular normal') distribution is used as this quantity varies over a broader range. Input parameters are mean wind speed, spread of wind speed, spread of wind direction, spread of headings (expressed as the von Mises parameter $\kappa$ ), mean airspeed, spread of airspeed, and measurement errors for track direction and track speed. The mean
direction of the wind is fixed - it is set to blow towards $90^{\circ}$ (i.e. E) - and the heading direction is varied through $360^{\circ}$ at $30^{\circ}$ intervals starting at $10^{\circ}$. The same set of generated values are used for the cluster and projection analyses, but new random distributions are used for each heading angle. The program performs 100 replicate sets of calculations and calculates statistics of the results, and repeats this for a series of different sample sizes $n_{\mathrm{S}}$ and airspeeds $a$. As the aim has been to determine the robustness and limits of the method, performance has been assessed at both $P \leq 0.05$ and $P \leq 0.2$ and samples sizes as low as 6 .

Parameters have been chosen to represent an individual unit from the night of 13/14 September 2007, with airspeed, spread of headings, wind direction and speed, and the spread of wind direction and speed, obtained from the analysis of this unit (see Results). For measurement uncertainties on track speed and direction and on heading direction, we drew on estimates of $\sim 0.2 \mathrm{~m} \mathrm{~s}^{-1}, 2^{\circ}$ and $1^{\circ}$ respectively by Harman and Drake (2004) and of $1 \%, 1^{\circ}$ and $1^{\circ}$ by Smith, Riley, and Gregory (1993), and also noted differences of up to $5 \mathrm{~m} \mathrm{~s}^{-1}$ when track speeds are measured in different ways (Drake and Reynolds 2012, their Figure A7). Taking account also of the spread of measured values for a unit, which sets an upper limit, we adopted values of $0.6 \mathrm{~m} \mathrm{~s}^{-1}$ and $2^{\circ}$. The spreads of wind speed and wind direction were then reduced by these amounts. As uncertainties for the heading direction are small compared with the spread, they were not explicitly modelled. The spread of airspeeds was set to $25 \%$ of the airspeed value; this range was chosen to represent the considerable variation in individual size and physiological condition typically found within a population.

## Example Datasets

We demonstrate the effectiveness of the two methods by applying them to data obtained from the IMR located at Bourke Airport, New South Wales (30.0415 S, 145.9523 E), in the inland plains of eastern Australia, during September and October of 2007. During this period, there was a series of high-intensity night-time flights of insects of the large-moth type. Detailed
results are provided for the night of $13 / 14$ September 2007, when the migration was particularly intense and extended through both the 175-1350-m height range of radar coverage and the 11 h of radar observations. Only echoes falling into the large-moth class are included in the samples. Some more general results are provided for a larger dataset comprising the 15 nights in September and October with the most large-moth echoes. This includes movements in different directions and at different speeds, and so provides a more varied test of the new analysis methods. Analysis of a unit was attempted if there were at least 6 fully analysable echoes left after removal of outliers, and the heading was determined to be resolved if the projection-method $b$ (slope) parameter was significantly different from zero at the $P \leq 0.2$ level. These criteria were deliberately set low, in order to establish how broadly the methods can be employed.

Wind estimates from meteorological observations, used here to verify the winds inferred from the radar observations, were obtained from ECMWF reanalyses (ECMWF, 2018) and dynamically downscaled using the program TAPM (Hurley 2008; Hurley, Edwards, and Luhar 2008; Hao, Drake, and Taylor 2019). For ready comparison with the insect tracks and flight vectors, wind directions are presented here as the direction the wind is blowing towards. TAPM produces hourly-averaged winds for a series of heights through the 150-1350-m range of the radar observations. The wind for a specific unit was obtained by calculating E and N components of the wind vectors immediately above and below the unit's centre-height and interpolating them linearly to the centre height. Interpolation in time was not required as the meteorological and radar hourly intervals corresponded.

## Results

## Single Unit

An example of the methods applied to a single unit is illustrated in Figure 3. The sample is for large moths observed between 01 and 02 h on 14 September 2007 between the heights of

450 and 600 m . The distributions of the measured track speeds, track directions, and alignments are shown in Figures 3a-c. The alignments (Figure 3c) are evidently split artefactually at the $0^{\circ}$ and $180^{\circ}$ limits of this quantity. The output of the preliminary procedure to form two groups of possible headings, and remove outliers, is shown in Figure 3d. The two groups contain 84 insects, with headings centred on directions $164^{\circ}$ and $344^{\circ}$ respectively; the first of these, being closer to the mean track direction of $190^{\circ}$, is designated A and the second B . The heading distributions are broad (angular $\mathrm{SD} 38^{\circ}$ ) in comparison to the track directions $\left(10^{\circ}\right)$.

The distribution of track-vector endpoints (green dots in Figure 1) and the A and B sets of putative-wind endpoints (blue dots), calculated for an assumed airspeed of $4.0 \mathrm{~m} \mathrm{~s}^{-1}$, are shown in Figures 3e,f. All three endpoint clusters are elongated across the mean track direction, indicating greater variation arising from directional factors (principally the spread of alignments, but variation in wind direction, track direction measurement error, and heading measurement error will also contribute) than from speeds (variation in wind speed and airspeed, and track speed measurement error). The A and B clusters are well separated, with A somewhat smaller than the cluster of track endpoints and B clearly larger. An arc form, like that in Figure 1c, is also evident in the B cluster. RMSs are $3.3 \mathrm{~m} \mathrm{~s}^{-1}$ for the tracks, $2.5 \mathrm{~m} \mathrm{~s}^{-1}$ for A and $4.9 \mathrm{~m} \mathrm{~s}^{-1}$ for B; $F$ is 3.78, there are 166 degrees of freedom, and $P<0.001$. The variation with assumed airspeed of the RMSs for the A group exhibits a clear minimum at $4 \mathrm{~m} \mathrm{~s}^{-1}$ while that of the B group increases monotonically and is consistently higher (Figure $3 \mathrm{~g})$. The A group is therefore selected as the heading direction. The inferred wind speed is $17.5 \mathrm{~m} \mathrm{~s}^{-1}$, towards direction $194^{\circ}$ (Figure 3f). The individual inferred winds in the A group have spreads of $0.9 \mathrm{~m} \mathrm{~s}^{-1}(\mathrm{SD})$ in speed and $7.7^{\circ}$ (circular SD ) in direction.
[Figure 3 near here.]

For the projection method, Figures 3a-d apply, except that only the A set of alignments (Figure 3d) is required. Projections along the normal to the mean heading direction (164 $)$, calculated from Equation (7) with $a_{\mathrm{a}}=4 \mathrm{~m} \mathrm{~s}^{-1}$, are plotted in Figure 3h, along with the regression of the track-vector projection on the flight-vector projection. The slope $b$ is $1.09 \pm 0.12, P<0.001$, with an $R^{2}$ of 0.51 (indicating $51 \%$ of the variance is explained), and the RMS for the residuals is $2.1 \mathrm{~m} \mathrm{~s}^{-1}$. The corrected airspeed $b a_{\mathrm{a}}$ is therefore $4.3 \mathrm{~m} \mathrm{~s}^{-1}$; a check reanalysis with $a_{\mathrm{a}}$ set to this value gave the expected $b$ value of 1.00 .

## Single Night

Results for the night of 13/14 September 2007 (from 18.00 to $05.00 \mathrm{~h}, \mathrm{UTC}+10$ ) are summarised in Table 1 for both methods, and for the projection method are presented in Figure 4. The requirement of at least 6 good-quality large-moth echoes was met by 79 of the 88 units. Migration was sustained throughout the hours of darkness (19.00 to 05.00 h ), with moths flying at all altitudes receiving radar coverage (150-1350 m). The heading was resolved at the $P \leq 0.05$ probability level in $67(85 \%)$ of the 79 analysed units, and a further 4 units were resolved at $P \leq 0.2$. Some units with $<10$ echoes were resolved at $P \leq 0.05$, and only one of the 54 units with $\geq 20$ echoes failed to resolve at this level. There are no 'flips' (changes of approximately $180^{\circ}$ from one unit to the next, indicative of a probable incorrect resolution). All headings are resolved as along-track (group A, within $90^{\circ}$ of the mean track direction), and therefore on this occasion the common practice of resolving the heading ambiguity by selecting the direction closer to the track direction (black dots in Figure 4) is validated. Headings were consistently towards the S or SE (mean $145^{\circ}$, $\mathrm{SD} 14^{\circ}$; $0.05<P \leq 0.2$ cases included), showed little variation with either time or height, and were always to the left of the track, at angles ranging from 0 to $76^{\circ}$; this difference decreased later in the night when tracks turned more to the SE. Estimated airspeeds range from 2.2 to $7.8 \mathrm{~m} \mathrm{~s}^{-1}$ (average $4.1 \mathrm{~m} \mathrm{~s}^{-1}$ ).
[Figure 4 near here.]
The winds inferred from these analyses are shown in Figure 5, along with the winds determined from meteorological observations via TAPM. Both sets of winds show a coherent pattern, generally similar in their forms and to the pattern of the tracks in Figure 4. The two wind sets show an increase in speed during the course of the night, and all three direction sets show a change in direction, from SSW to SE, and a slight anticlockwise (eastward) rotation with height. Comparison of Figures 4 and 5 indicates that the radar-derived winds are directed slightly clockwise (westward) of the tracks, as is to be expected given that track speeds (range $10-24 \mathrm{~m} \mathrm{~s}^{-1}$ ) were considerably faster than the $4-\mathrm{m} \mathrm{s}^{-1}$ airspeeds and the resolved heading directions (Figure 4) were consistently to the SE. The RMS difference between the two sets of wind vectors is $4.9 \mathrm{~m} \mathrm{~s}^{-1}$ (for 71 units), or $3.0 \mathrm{~m} \mathrm{~s}^{-1}$ in speed and $15^{\circ}$ in direction. For the difference between the measured track direction and the TAPM winds, the RMSs are smaller: respectively 3.3 and $1.6 \mathrm{~m} \mathrm{~s}^{-1}$ and $9^{\circ}$ (for 79 units).
[Figure 5 near here.]

## Multiple Nights

For the 15 -night dataset, there were 845 units with 6 or more large-moth echoes after elimination of outliers. Of these, $607(72 \%)$ resolved the heading at $P \leq 0.05$ using the cluster method, and 627 ( $74 \%$ ) for the projection method (Table 1), with all selecting group A (along-track). At the less demanding $P \leq 0.2$ level (not tabulated), the number of units resolved rose to 717 (85\%) for the cluster method and 724 ( $86 \%$ ) for the projection method, with two units classified as back-track and the remainder as along-track for both methods. Resolution rate increased with the number of insects in the unit, $n_{\mathrm{u}}$, from a little over $50 \%$ for $6 \leq n_{\mathrm{u}} \leq 12$ to $100 \%$ for $n_{\mathrm{u}}>100$ (Table 1).

Table 1. Performance of different heading-resolution methods

| Method | Units analysed | Cluster | Projection | Subtraction | Putative- <br> wind |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $13 / 14$ September 2007 |  |  |  |  |  |
| Units resolved | $79(100 \%)$ | $60(76 \%)$ | $67(85 \%)$ | $30(38 \%)$ | $25(32 \%)$ |
| along-track | $79(100 \%)$ | $60(76 \%)$ | $67(85 \%)$ | $13(16 \%)$ | $9(11 \%)$ |
| back-track | $0(0 \%)$ | $0(0 \%)$ | $0(0 \%)$ | $17(22 \%)$ | $16(20 \%)$ |
| 15 nights, September-October 2007. |  |  |  |  |  |
| Units resolved | $845(100 \%)$ | $607(72 \%)$ | $627(74 \%)$ | $349(41 \%)$ | $210(25 \%)$ |
| along-track | $845(100 \%)$ | $607(72 \%)$ | $620(73 \%)$ | $324(38 \%)$ | $186(22 \%)$ |
| back-track | $0(0 \%)$ | $0(0 \%)$ | $0(0 \%)$ | $25(3 \%)$ | $24(3 \%)$ |
| $6 \leq n_{\mathrm{u}} \leq 12$ | $279(33 \%)$ | $162(58 \%)$ | $150(54 \%)$ | $128(46 \%)$ | $84(30 \%)$ |
| $12<n_{\mathrm{u}} \leq 25$ | $311(37 \%)$ | $227(73 \%)$ | $236(76 \%)$ | $138(44 \%)$ | $72(23 \%)$ |
| $25<n_{\mathrm{u}} \leq 50$ | $195(23 \%)$ | $165(84 \%)$ | $181(93 \%)$ | $69(35 \%)$ | $39(20 \%)$ |
| $50<n_{\mathrm{u}} \leq 100$ | $54(6 \%)$ | $47(87 \%)$ | $54(100 \%)$ | $14(26 \%)$ | $13(24 \%)$ |
| $n_{\mathrm{u}}>100$ | $6(1 \%)$ | $6(100 \%)$ | $6(100 \%)$ | $0(0 \%)$ | $2(33 \%)$ |

Notes. At $P \leq 0.05$. The 'Units analysed' column also gives the number of units resolved by the assume-along method. See main text (below) for description of this and of the subtraction and putative-wind methods. Percentages are proportions of the total number of units (79 for 13/14 September and 845 for the 15 nights), except at bottom-right where they are proportions of the number of units in the sample-size class (leftmost two columns).

After eliminating a small number of outliers, the SD of heading directions within a unit averaged $20^{\circ}$ over the 15 nights; for track directions and inferred-wind directions the SD averaged $10^{\circ}$ and $11^{\circ}$ respectively. For track speeds and inferred-wind speeds, the average unit SDs were $1.2 \mathrm{~m} \mathrm{~s}^{-1}$ and $1.1 \mathrm{~m} \mathrm{~s}^{-1}$ respectively. There was a strong relationship between
the spread of track directions within a unit, and the spread of the inferred-wind directions (slope $1.09 \pm 0.03, P<0.001, R^{2}=0.60$; Figure 6a), and similarly with track and inferredwind speeds (slope $0.86 \pm 0.02, P<0.001, R^{2}=0.81$; not shown). However, there is no equivalent relationship between the spread of heading directions and the spread of wind directions (slope $0.01 \pm 0.02, P=0.65, R^{2}<0.01$; Figure 6b). Larger spreads in heading directions are weakly associated with larger spreads in track directions (slope $0.16 \pm 0.01$, $P \leq 0.001, R^{2}=0.15$; not shown). $P$-values for the two methods, after logarithmic transformation, are linearly related, though not closely (Figure 6c). $P_{F}$ is lower than $P_{b}$ (but $\geq 0.0001$ ) in $36 \%$ of units, and the reverse is true in another $33 \%$; in the remaining units (31\%), both $P$-values are $<0.0001$. The 'crab angle' ( $\chi=\phi-\gamma$, the angle the insect is heading to left ( -ve ) or right (+ve) of its track, ranges from -60 to $+60^{\circ}$ (Figure 6d).
[Figure 6 near here.]
The winds inferred from the radar observations over the 15 nights exhibited a wide range of speeds and directions but were generally consistent with winds estimated for the same time and height from meteorological observations (Figure 7). A regression analysis for wind speeds indicated the TAPM winds were slightly faster than the radar winds (slope $1.15 \pm 0.02, P<0.001, R^{2}=0.77$, residual $2.4 \mathrm{~m} \mathrm{~s}^{-1}, n=724$ ). After eliminating 6 insects as outliers (direction differences $>90^{\circ}$ ), the radar wind directions have an average offset of $20^{\circ}$ clockwise from the TAPM winds and an SD of $19^{\circ}$ about this mean. The circular correlation coefficient is $0.97(P<0.001)$, and a circular-circular regression fits the points well (Figure 7).
[Figure 7 near here.]

## Comparison with Alternative Methods

Summaries of the performances of three previously used methods are included in Table 1. The 'assume-along' method simply selects whichever of the two possible heading directions
is closer to the track direction. The 'subtraction' and 'putative wind' methods are methods B and C of Hao, Drake, and Taylor (2019); both make use of winds estimated from meteorological analyses. The assume-along method can be applied to any unit for which a mean track and heading can be calculated, so its resolving rate for the samples considered here is $100 \%$ and, by definition, it always resolves as along-track. Detailed results for the night of 13/14 September 2007 are shown in Figure 4 for the assume-along and projection methods and in Figure 8 for the assume-along and subtraction methods. The wind-based methods perform poorly on this night's data. Although track, heading, and wind directions all vary smoothly, both through the night and with height, and the variations are not large, the heading is resolved only for a minority of units and switches from along-track initially to predominantly back-track between 21 and 23 h (Figure 8). There are a few flips, with no associated sudden change in heading, track or wind. Very few of the inferred flight vectors fall within one SD of the observed heading, and their average speed varies, increasing from $1.5 \mathrm{~m} \mathrm{~s}^{-1}$ before 21 h to $4.9 \mathrm{~m} \mathrm{~s}^{-1}$ after 01 h . This night appears to have been particularly unfavourable for the wind-based methods, as in the 15 -night sample the great majority of units that are resolved are along-track, like those resolved by the new methods (Table 1). Nevertheless, resolution rates for the wind-based methods are around half those of the new methods, which exceed 70\% (Table 1).
[Figure 8 near here.]

## Simulations

A typical set of simulation results is shown in Figure 9. Parameters were set from values obtained in the analysis of the unit at 02 h and 1000 m in Figure 4, this being preferred to the unit in Figure 3 because the $P$-values obtained were higher - i.e. inference was less strong so that limitations of the methods are more evident. With the cluster method, the simulation shows no significant variation of the $P$-value with the heading direction (Figure 9a), and in
consequence no variation of the ability to resolve the heading ambiguity (Figure 9b). As expected, $P$-values decrease as sample size $n_{\mathrm{u}}$ increases, and for $n_{\mathrm{u}}=6$ the conventional $P \leq 0.05$ criterion is not usually met, though around $60 \%$ of replicates are resolved at $P \leq 0.2$. For the projection method, there is a clear variation of $P$-values with heading direction for all four sample sizes (Figure 9c). For the smaller sample sizes, this produces a similar variation in the proportion resolved but this is absent for the largest sample and slight for the sample of 25, because in these cases $P \leq 0.2$ for almost all the replicates. For the larger samples, the $P$ values for the projection method are lower than those for the cluster method, but for the smallest sample this difference is reversed. For $n_{u}=55,25$, and 12 , there are no replicates in which the heading appears to be resolved (at either $P \leq 0.2$ or $P \leq 0.5$ ), but the incorrect assignment is made. For $n_{\mathrm{u}}=6$, incorrect assignments are made for about $1 \%$ of replicates at $P \leq 0.2$ and $0.1 \%$ at $P \leq 0.05$.

## [Figure 9 near here]

Airspeeds estimated by the two methods are broadly consistent (RMS difference $0.4 \mathrm{~m} \mathrm{~s}^{-1}$ for $n_{\mathrm{u}}=55$, rising to $0.8 \mathrm{~m} \mathrm{~s}^{-1}$ for $n_{\mathrm{S}}=6$ ) and agree well with the input value of $4 \mathrm{~m} \mathrm{~s}^{-1}$ when $n_{\mathrm{u}}=55$ but increasingly produce overestimates when the sample is smaller, by as much as $40 \%$ (average) for $n_{\mathrm{u}}=6$. This can be understood as due to lower airspeeds reducing the probability of resolution, so higher airspeeds are over-represented in the averaged sample. For the smaller sample sizes, there are also peaks in the estimated airspeed, more pronounced in the projection method, in the downwind and upwind directions, and corresponding peaks and troughs are present in the estimated wind speeds. The estimated wind directions are accurate when the heading is downwind and upwind, but for smaller sample sizes there is a bias when it is to left or right of the wind; however, this only reaches $6^{\circ}$ (average) in the worst case (with $n_{u}=6$ ) and, like the speed biases, is insignificant for samples of 25 or more.

Simulations with different mean airspeeds show that the effectiveness of both methods falls rapidly as the airspeed is reduced (Figure 10). If $50 \%$ of units being resolved - and resolved correctly - is taken as a criterion for the methods to remain useful, then for an airspeed of $3 \mathrm{~m} \mathrm{~s}^{-1}$ around 10 insects are required in each unit and for $2 \mathrm{~m} \mathrm{~s}^{-1}$ around 20 are required. With these numbers, the proportion of incorrect assignments remains below $5 \%$. At airspeeds below $2 \mathrm{~m} \mathrm{~s}^{-1}$, too few units are resolved for the methods to have any utility. There is little to choose between the two methods in terms of their performances at different airspeeds.

## [Figure 10 near here.]

## Discussion

The ability of entomological radars to measure the alignment of migrating insects accurately and precisely, but not to be able to resolve the $180^{\circ}$ heading ambiguity, has long frustrated confident interpretation of the observations of insect orientation produced by these radars. The usual approach has been to assume that the insects orient along their track, so the direction within $\pm 90^{\circ}$ of the track is selected as the heading. When the insects are grasshoppers, use of this assumption is supported by the early study of Riley and Reynolds (1986) in which vertical-beam and scanning radar observations were made simultaneously, with the scanning unit used to provide accurate wind data by tracking a pilot balloon. In more recent studies, measured track speeds that exceed wind speeds estimated from meteorological observations by a few metres per second provide support for the assumption, but as demonstrated here (Figure 8 and see below) these speed differences may not be reliable. The analyses presented here demonstrate that the along-track assumption is valid for the large moths migrating over Bourke in September-October 2007. However, alignments at a large angle to the track have been recorded with other insect types, and then the choice of one heading over the other starts to appear arbitrary; and indeed, use of the assumption can then
lead to flips (Hao, Drake, and Taylor 2019). The simulation analyses presented here indicate that the new approach, especially the cluster-method variant, should resolve these cases reliably.

For the new methods described here to work, the insect population needs to have a high enough airspeed and a sufficient spread of heading directions, and the radar needs to have sufficient measurement precision for the resulting variations in track direction and speed, which are usually quite small, to be detectable. The example analyses presented here demonstrate that these requirements are met for the Bourke IMR when it is observing large insects with airspeeds of $\sim 4 \mathrm{~m} \mathrm{~s}^{-1}$, and the simulations suggest it may have utility at airspeeds as low as $2 \mathrm{~m} \mathrm{~s}^{-1}$. Exploratory analyses, not presented here, indicate that the effectiveness of the new methods is not confined to insects of the large-moth type. In broad terms, the methods work for 'strong-flying' insects, i.e. those with airspeeds sufficient to make a nonnegligible contribution to their flight trajectory - rather than just being carried along on the wind. The ability of the two methods to resolve the heading for the majority of units with $>12$ insects, and the absence of flips, suggests the results are robust. This is in contrast to the two wind-based methods (subtraction, putative-wind) proposed previously, which, despite apparently adequate samples, exhibited both flips and periods when units could not be resolved. The sometimes-poor performance of the wind-based methods is very likely due to systematic errors arising from the different origins of the track and wind data, and the often small size of the difference of these two vectors relative to their magnitudes. Winds within $\sim 1 \mathrm{~km}$ of the surface are particularly difficult to estimate because they are strongly affected by any nearby terrain features, and by the thermal and roughness properties of the ground itself. There may of course also be inaccuracies in the radar data. In the new methods, all data originate from a single source, the radar, and only one speed is measured. Systematic errors, if present, will carry through to the estimated values of the airspeed and the inferred wind, but
will have little effect on resolution of the heading as they will be similar for each insect in the sample.

The simulations incorporate many parameter values that are not well established - and that are likely to vary in different circumstances - and also examine only one wind-speed value. The encouraging results obtained should therefore be regarded as indicative rather than conclusive. They clearly demonstrate that both methods work for insects moving in all directions relative to the wind, though there is some potential for directional bias. As expected, they work better for larger samples, and for the smallest sample size $n_{u}$ of 6 insects they are effective for only $\sim 25 \%$ of units at $P \leq 0.05$ and $\sim 50 \%$ at $P \leq 0.2$. The projection method is more effective at resolving headings at right angles to the wind than headings that are down- or upwind, but for larger samples this is not a problem as all probability levels are well below the $P \leq 0.05$ criterion likely to be adopted in most applications. However, use with small samples is very desirable as this allows investigations of less intense migrations, and therefore the cluster method appears to be the more useful of the two. Its assessment of cluster size in two orthogonal directions may account for its effectiveness hardly varying with the angle between heading and wind. The simulations also indicate that it produces lower $P$ values than the projection method when samples are small, and this leads to more of these units resolving; however, the total resolution rate is slightly lower than that of the projection method (Table 1). As the projection-method algorithm does not need to test a series of different airspeed values, it is simpler and requires less computation than its cluster counterpart, but data processing is not limiting in this application so these advantages are of little importance. Although the cluster method is less prone to bias, estimated airspeeds and inferred winds can exhibit some variation with the angle of the heading relative to the wind, and in work where the accuracy of these values is important, a correction, taking account of sample size, would need to be incorporated.

Use of the $P \leq 0.2$ criterion increased the proportion of large-moth units that were resolved from $\sim 73 \%$ to $\sim 85 \%$, but resolved two units as back-track: from the complete absence of back-track units at $P \leq 0.05$, it seems likely that these were misidentifications. In many circumstances, the resolved heading directions will form a clear pattern (e.g. Figure 4), and rare outliers are then easily identified (as flips); use of the less demanding criterion would then allow considerably more information to be reliably extracted from the available data.

How well the methods will work on any given occasion depends on the observing equipment being used (specifically, on how precisely it measures the track direction and speed and the heading), the variability of the wind within the period and height range from which the sample is obtained, the airspeed of the insects and the spread of their orientations, and the intensity of the migration (which determines the sample size). Some caution is therefore needed when comparing behaviours observed in different conditions, or with different radars. However, resolution of the heading direction should still be clear; it is rather the rates at which confident resolutions can be made that will change. The method also depends on the migrants having a unimodal distribution of heading directions. Failure of the method to resolve the heading ambiguity in conditions when simulations suggest it should be able to do so may be a useful indicator of a bimodal or more complex heading distribution.

While the main purpose envisaged for these methods is the resolution of the headingdirection ambiguity, they also provide estimates of airspeeds and winds. The former adds a further character of potential value in target identification and can be incorporated into trajectory calculations, replacing an assumed value with an empirical one. During intense migrations, a comprehensive set of boundary-layer wind estimates is obtained (e.g. Figure 5). In the limited comparison presented here (Figures 5, 7), there is good general agreement of values and trends. Migrating insects are certainly not always present in the boundary layer,
but in warmer climates migrations are not uncommon. Are there locations or circumstances where the methods could function as a wind-finding technique for meteorologists?

## Conclusions

The new methods of resolving the heading-direction ambiguity presented here are effective when applied to insects with airspeeds of $\sim 2 \mathrm{~m} \mathrm{~s}^{-1}$ or greater and are subject only to minor biases. They should therefore be adopted in preference to existing assume-along and windbased methods when the migrants are larger, 'strong-flying', insects. The cluster method appears the better of the two as it resolves more units and is less prone to bias when sample sizes are small. Application to larger datasets, especially if these include slower-flying species and insects that orient at large angles to their track, will provide further verification of the validity and effectiveness of the new methods, and a clearer indication of their limitations.
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## Data Availability

The unit analyses for large moths and the TAPM wind estimates presented in Figures 4-8 are provided in the supplemental material. An R script implementing the two methods, and a sample data file containing the data for Figure 3, are also provided.
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## Figure captions:-

Figure 1. Vector triangles illustrating cluster method for resolving the heading direction ambiguity and estimating airspeed and wind. In this example, the wind speed is twice the insect's airspeed. (a) Vector triangles for two insects. (b) Resolution of ambiguity from available measurements for two insects with no random variation. (c) Resolution for multiple insects with random variation; for clarity, only the endpoints (green dots) of the track vectors are shown. Key: $\mathrm{N}-$ north, $\mathrm{T}-\operatorname{track}$ (speed $v$ and direction $\gamma$ ), $\mathrm{F}-$ insect's flight (airspeed $a$ and heading $\phi_{\mathrm{A}}$ ), $\mathrm{A}-$ alignment, W -wind, O - origin (where speeds are zero). Subscript m indicates a measured value and subscript e an estimated value.

Figure 2. Vector triangles illustrating the projection method for resolving the heading direction ambiguity and estimating airspeed and wind. Scenario and symbols as in Figure 1. (a) As Figure 1a, with alternative flight and track vectors shown in paler colours. (b) Projections of the flight vectors onto the mean alignment direction $\phi_{\text {Aav }}$ and the normal to this direction. (c), (d) Projections of both the flight vectors and the track vectors onto the normal for, respectively, the original ( $\phi_{\mathrm{Am}}$ ) and the alternative $\left(\phi_{\mathrm{Am} i}+180^{\circ}\right)$ sets of heading directions. For clarity, most track vectors are omitted, but all track-vector endpoints are indicated with green dots; the m subscript (indicating measurement) has also been dropped.

Figure 3. Cluster- and projection-method analyses of large-moth echoes observed at heights of 475-625 m between 01-02 h on 14 September 2007. (a) Distribution of track speeds; (b) distribution of track directions; (c) distribution of alignments; (d) formation of along-track (A, dark blue) and back-track (B, light blue) alignment groups and elimination of outliers (grey, also indicated in $(a)$ and $(b)$ ); mean directions and the range $\pm 1$ SD are shown inside the circle in $(b)$ and $(d) ;(e)$ track velocity endpoints (green) relative to origin O (larger cross, where insect velocity is zero), and centroid of endpoints (smaller cross); (f) putative-wind
velocity endpoints for A and B groups, and centroids (with centroid of selected group circled in red); $(g)$ variation of A and B group RMSs with assumed airspeed, with selected airspeed/group combination circled; (h) scatterplot of flight- and track-vector projections onto normal to the mean heading direction, and linear regression fit.

Figure 4. Track directions (green) and alignments (blue) and their SDs, and resolved headings (dots), for large moths at Bourke, NSW, during the night of 13/14 September 2007. Track direction mean and SD represented as in Figure 3b; length is arbitrary. Alignment represented by hourglass symbol, width of which indicates the $\pm 1-\mathrm{SD}$ range of the alignment distribution. Large dots indicate heading resolved by projection method, blue if $P \leq 0.05$ and grey if $0.05<P \leq 0.2$; small black dots indicate heading closest to track direction. Key: Du - dusk (end of civil twilight, 18.31 h ), Da - dawn ( 05.53 h ). Note: observations ceased at 05.00 h .

Figure 5. Wind speeds and directions inferred from projection method analyses of large-moth echoes (orange, paler for units with $0.05<P \leq 0.2$ ) and from dynamic downscaling of meteorological observations via TAPM (violet), for the night of 13/14 September 2007 at Bourke, NSW. Boxes at end of large-moth wind arrows indicate $\pm 1-\mathrm{SD}$ ranges of individual wind speed and direction estimates. Number of echoes in each unit as in Figure 4.

Figure 6. Features of the analysis results for 15 nights of intense 'large-moth' migration at Bourke, NSW, in September and October 2007, for units with the heading resolved at $P \leq 0.2$. $(a, b)$ Relation of SD of the inferred wind direction to the SD of the measured track (a) and heading (b) directions, $n=716$ (after elimination of 8 echoes with outlier SDs); solid lines indicate regression fits. (c) Relation of $P$-values (logarithmically transformed) of the cluster $\left(P_{F}\right)$ and projection $\left(P_{b}\right)$ methods, $n=498$ with units with both $P$-values $<0.0001$ excluded; solid line indicates equal $P$-values, dashed lines indicate $P=0.05$ (left) and $P=0.2$ (right). (d) Histogram of crab angle $\chi, n=724$.

Figure 7. Relation of wind estimated from radar observations of insects to wind from meteorological observations downscaled via TAPM. Data from 15 nights as in Figure 6, $n=724$ for speeds (a) and 718 for directions (b). Dashed line indicates where the two quantities are equal, solid line is regression fit (linear in (a), circular-circular in (b)).

Figure 8. Resolution of heading direction by assume-along and subtraction methods, for same dataset as that of Figures 4 and 5 (and using same symbols). Key: blue - alignment and its SD; green - track vector and its SD; violet - TAPM wind vector, interpolated to mean height for unit; red or black, without arrowhead - flight vector (heading and airspeed) inferred by vector subtraction; black dot - heading resolved by assume-along method; yellow fill heading resolved by subtraction method. For visibility, flight vectors with speeds $<3 \mathrm{~m} \mathrm{~s}^{-1}$ are shown as $3 \mathrm{~m} \mathrm{~s}^{-1}$ and coloured black instead of red.

Figure 9. Simulation results for unit at 02 h and 1000 m on 14 September 2007, showing variations with heading angle and sample size. E indicates the $90^{\circ}$ direction (towards E ) of the simulated wind. Samples sizes $n_{\mathrm{u}}$ were 55 (as in actual unit, after removal of outliers), 25, 12 and 6. (a) Mean (point) and standard error on the mean (bars) over 100 replicates for $F$ test $P$-value from cluster-method analyses. Dashed lines indicate $P=0.2$ and $P=0.05$. (b) Proportion of the 100 replicates resolved by the cluster method at $P \leq 0.2$. Short dashed lines indicate average over the 12 heading directions for the proportion resolved at $P \leq 0.05$. (c), (d) Same as (a), (b) for projection method; $P$-value is now that for the regression slope parameter $b$.

Figure 10. Simulation results for airspeeds in the range 1 to $6 \mathrm{~m} \mathrm{~s}^{-1}$, for same unit and sample sizes as in Figure 9. (a), (b) Proportion of units resolved by cluster method and projection method. (c), (d) Proportion of units resolved by these two methods for which the assignment is correct. Results at $P \leq 0.2$ indicated by solid lines at $P \leq 0.05$ by dashed lines.
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## Note on supplemental information files

[For Drake, Hao, and Warrant 202\$\$ "Heading variations resolve the heading-direction ambiguity in radar observations of strong-flying insect migrants." International Journal of Remote Sensing \$\$:\$\$-\$.]

The two files Radar-2007SepOct.xlsx and TAPM-2007SepOct.xlsx have not been uploaded as they are large and add about 300 pages (filled with numbers) to the article proof. They will be uploaded with the final version if the paper is accepted.

Files EDS-01h-550m.dat and CMandPM.R have been renamed as .txt files so they appear at the end of the article proof. They will need to be renamed before use.

It is proposed that all four files will be lodged on Figshare.
\#CMandPM.R: R script to demonstrate Cluster Method and Projection Method. LR: 2020Nov06. \#Supplemental information file 4 (R script) for Drake, V.A., Z. Hao, and E. Warrant. 2020 \$\$. "Heading variations resolve the heading-direction ambiguity in radar observations of strongflying insect migrants." International Journal of Remote Sensing \$\$:\$\$-\$\$.
\#Demonstration script. Only implements the two methods, estimates the wind, and writes the results. There is no graphical output.
\#Outlier elimination is presumed already done and the sample size ne is assumed $>=6$.
\#Set up script
\#rm(list=ls()) \# Clear workspace. Recommended, but commented out as may not be compatible with user's practices.
library(circular) \# R library 'circular' needs to be installed
datdir <- "F:/R_AD/" \# Directory containing data file. User will need to change.
prognam <- "CMandPM"
\#Constants
NODAT <- -999
p360<- 360; p180<- 180; m180 <- -p180; p90 <- 90; m90 <- -p90; degrad <- pi/p180
pr0p05 <- 0.05
asplist $<-\operatorname{seq}(1,9,0.5)$; masp $<-$ length(asplist) \# m/s
asp_asPM $<-4.0 \# \mathrm{~m} / \mathrm{s}$. Assumed airspeed in projection-method calculation
cmew <- 'C' \# Method to estimate wind - 'C' for cluster, 'P' for projection.
\#Open results file
ofnam <- paste(datdir,"CMandPM-results.txt",sep=""); $\operatorname{sink}($ ofnam $)$
cat(prognam, date(),'In')
\#Open and read data file
dfnam <- paste(datdir,"EDS-01h-550m.dat",sep=""); con_datfil <- file(dfnam,"r")
header $<-$ readLines(con_datfil,3) \# Skip over header lines
$11<-$ readLines(con_datfil,1); ss <- unlist(strsplit(1l[1],split=" ")) \# Read "ne" line ne $<$ - as.integer(ss[2])
$11<-$ readLines(con_datfil,1); ss <- unlist(strsplit(1l[1],split=" ")) \# Read "al" line
ali $<-$ as.numeric(ss[(1:ne)+1])
$11<$ - readLines(con_datfil,1); ss <- unlist(strsplit(ll[1],split=" ")) \# Read "td" line
$\operatorname{trd}<-$ as.numeric(ss[(1:ne)+1])
$11<-$ readLines(con_datfil,1); ss <- unlist(strsplit(1l[1],split=" ")) \# Read "ts" line
$\operatorname{trs}<-$ as.numeric(ss[(1:ne)+1])
close(con_datfil) \# Close data file
\#Preliminary analyses
\#Calculate mean alignment
ali2c <- circular(2*ali,modulo="2pi",template="geographics",unit="degrees")
alicm $<-0.5^{*}$ mean(ali2c)
if $($ alicm $<0)\{$ alicm $<-$ alicm + p360 $\}$ else if (alicm>p360) $\{$ alicm $<-$ alicm -p360 $\}$ \# Keep in range 0-360. $>360$ part needed as angle outputs from circular routines not always in -180 to 180 or 0 to 360 range.
alim <- as.numeric(as.character(alicm)) \# Make an ordinary (not a circular) variable
\#Calculate mean track direction
trdc <- circular(trd,modulo="2pi",template="geographics",unit="degrees")
trdcm $<-$ mean(trdc)

```
if \((\) trdcm \(<0)\{\) trdcm \(<-\operatorname{trdcm}+\) p360 \(\}\) else if \((\) trdcm \(>\) p360) \(\{\) trdcm \(<-\operatorname{trdcm}-\) p360 \}
trdm \(<\) - as.numeric(as.character(trdcm))
\#Identify mean along-track and back-track heading directions
angdif \(<-\) alim - trdm
if (angdif \(<\mathrm{m} 180\) ) \{ angdif \(<-\) angdif + p360
\(\}\) else if (angdif>p180) angdif \(<-\) angdif - p360
heatm <- alim; if (abs(angdif)>p90) heatm \(<-\) heatm + p180
hebtm \(<-\) heatm + p180
if (hebtm>p360) hebtm <- hebtm - p360
cat("trdm",format(round(trdm,1),nsmall=1,trim=T),"heatm",format(round(heatm,1),nsmall=1,tri
\(\mathrm{m}=\mathrm{T}\) ),"hebtm",format(round(hebtm,1),nsmall=1,trim=T),"deg\n")
\#Set up along-track heading set. (It is not necessary to set up the complementary back-track set.)
heoma \(<-\) ali - heatm \# Angle heading if off the mean along-track heading direction
heoma \([\) heoma \(<\mathrm{m} 180]<-\) heoma \([\) heoma \(<\mathrm{m} 180]+\mathrm{p} 360\) \# Force into -180 to +180 range.
heoma[heoma>=p180] <- heoma[heoma>=p180] - p360
heoma[heoma>p90] <- heoma[heoma>p90] - p180 \# Move to alternative heading direction if
necessary
heoma[heoma \(<=\mathrm{m} 90]<-\) heoma \([\) heoma \(<=\mathrm{m} 90]+\mathrm{p} 180\)
heat \(<\) - heoma + heatm \# Along-track heading set
heat[heat<0] <- heat[heat<0] + p360
heat[heat>p360] <- heat[heat>p360] - p360
\#Calculate track vectors
\(\mathrm{xtr}<-\operatorname{trs} * \sin (\operatorname{trd} *\) degrad \() ; \mathrm{ytr}<-\operatorname{trs} * \cos \left(\operatorname{trd}{ }^{*}\right.\) degrad);
\#Cluster method
\#Loop over airspeeds
msspwal <- rep(NODAT,masp); msspwbl <- rep(NODAT,masp); \# Initialise list of mean-sum-
of-squares for putative winds
for (iasp in 1:masp) \{
    asp <- asplist[iasp]
    xpwa <- xtr - asp*sin(heat*degrad); ypwa <- ytr - asp* cos(heat*degrad); \# Along-track putative
wind
    xpwam <- mean (xpwa); ypwam <- mean (ypwa)
    msspwal[iasp] <- sum \(\left(\left(\right.\right.\) xpwa-xpwam) \({ }^{*}(\) xpwa-xpwam \()+(\) ypwa-ypwam \(\left.) *(y p w a-y p w a m)\right) / n e\)
    xpwb <- xtr + asp*sin(heat*degrad); ypwb <- ytr + asp* cos(heat*degrad); \# Back-track
putative wind
    xpwbm <- mean(xpwb); ypwbm <- mean(ypwb)
    msspwbl[iasp] <- sum \(((x p w b-x p w b m) *(x p w b-x p w b m)+(y p w b-y p w b m) *(y p w b-y p w b m)) / n e\)
\}
\#Identify smallest putative-wind cluster
msspwa \(<-\min (m s s p w a l) ;\) msspwb \(<-\min (m s s p w b l)\)
if (msspwa<msspwb) \{
    sabCM <- "A"; heCM <- heatm \# Resolve heading as along-track
    msspwCM \(<-\) msspwa; iasp <- which(msspwal==msspwCM);
    Fstat <- msspwbl[iasp]/msspwCM
\} else \{
    sabCM <- "B"; heCM <- hebtm \# Resolve heading as back-track
```

msspwCM <- msspwb; iasp <- which(msspwbl==msspwCM);
Fstat <- msspwal[iasp]/msspwCM
\}
FPval $<-1-\operatorname{pf}\left(\right.$ Fstat, $2^{*}($ ne-1 $), 2 *($ ne-1) $) \# F$ test with fit in $x$ and $y(2 \mathrm{deg}$ freedom)
aspCM $<-$ asplist[iasp]; rmspwCM $<-$ sqrt(msspwCM)
if (FPval>pr0p05) sabCM <- "N" \# Heading not resolved
cat("CM",sabCM,format(round(c(heCM,aspCM),1),nsmall=1,trim=T),format(round(rmspwCM,
2), nsmall=2, trim=T),format(round(FPval,3),nsmall=3, trim=T),'nn')
\#Projection method
fl_pmh <- asp_asPM* $\sin ($ heoma*degrad $)$ \# Flight component perpendicular to mean heading
alp_mh $<-$ trd - heatm \# Angle (alpha) of track to mean heading
alp_mh[alp_mh>=p180]<- alp_mh[alp_mh>=p180] - p360
alp_mh[alp_mh<m180]<- alp_mh[alp_mh<m180] + p360
$\operatorname{tr} \_$pmh $<-\operatorname{trs} * \sin ($ alp_mh*degrad) \# Track component perpendicular to mean heading
\#Calculate regression
$\mathrm{df}<-$ data.frame(fl=fl_pmh,tr=tr_pmh)
regPM $<-\operatorname{lm}(\operatorname{tr} \sim \mathrm{fl}$, data $=\mathrm{df})$
regPMsum <- summary(regPM, corr=TRUE)
bcoefPM $<$ - regPMsum\$coefficients[2,1]; bsterrPM $<$ - regPMsum\$coefficients[2,2]
bPval <- regPMsum\$coefficients[2,4]; RsqPM $<-$ regPMsum\$r.squared;
aovPM $<-$ anova(regPM)
rmsresPM <- sqrt(aovPM\$"Mean Sq"[2])
aspPM $<-$ abs(bcoefPM)*asp_asPM \# Estimated airspeed
if (bcoefPM>0) $\{$ sabPM $<-$ 'A'; hePM $<-$ heatm; $\}$ else $\{$ sabPM $<-$ 'B'; hePM $<-$ hebtm $\}$ \#
Resolve heading
if (bPval>pr0p05) sabPM <- "N" \# Heading not resolved
cat("PM",sabCM,format(round(c(hePM,aspPM),1),nsmall=1,trim=T),format(round(bcoefPM,3), nsmall=3,trim=T),"+/-
",format(round(c(bsterrPM,bPval,RsqPM),3),nsmall=3,trim=T),"residuals",format(round(rmsres PM,2),nsmall=2,trim=T),"m/s\n")
\#Estimate wind. Normally this would be done only if the heading is resolved.
if (cmew=="C") $\{$ sab $<-$ sabCM; aspew $<-$ aspCM $\}$ else $\{$ sab $<-$ sabPM; aspew $<-$ aspPM $\}$
if ( $\mathrm{sab}==$ " A ") \{
xew <- xtr - aspew*sin(heat*degrad) \# Components of wind (if heading resolved as along-
track)

```
yew <- ytr - aspew*cos(heat*degrad)
```

\} else \{
xew $<-$ xtr + aspew*sin(heat*degrad) \# Components of wind (if heading resolved as back-track)
yew <- ytr + aspew* $\cos \left(\right.$ heat $^{*}$ degrad $)$
\}
ewv <- sqrt(xew*xew+yew*yew); ewd <- atan2(xew,yew)/degrad
ewd[ewd<0] <- ewd[ewd<0] + p360
\#Calculate mean and standard deviation for speed and direction of estimated wind
ewvm <- mean(ewv); ewvsd <- sd(ewv)
ewdc <- circular(ewd,modulo="2pi",template="geographics",unit="degrees")
ewdmc <- mean(ewdc); ewdsd <- sd.circular(ewdc)/degrad
ewdm <- as.numeric(as.character(ewdmc))
\#Calculate RMS error for estimated wind vector
xewm $<$ - mean (xew); yewm <- mean(yew)
rmsew $<-\operatorname{sqrt}(\operatorname{sum}((x e w-x e w m) *(x e w-x e w m)+($ yew-yewm $) *(y e w-y e w m)) / n e)$
cat("EW",format(round(ewvm,1),nsmall=1,trim=T),"+/-
",format(round(ewvsd,1),nsmall=1,trim=T),"m/s",format(round(ewdm,1),nsmall=1,trim=T),"+/-
",format(round(ewdsd,1),nsmall=1,trim=T),"deg;
RMS",format(round(rmsew,1),nsmall=1,trim=T),"m/s\n")
$\operatorname{sink}()$ \# Close results file
\#End of CMandPM.R

EDS-01h-550m.dat LR: 2020Nov06.
Supplemental information file 3 (dataset 3) for Drake, Hao, and Warrant 202\$\$ "Heading variations resolve the heading-direction ambiguity in radar observations of strong-flying insect migrants." International Journal of Remote Sensing \$\$:\$\$-\$\$.
Data for Figure 3 and input for demonstration R script CMandPM.R.
ne 8401550
al 5.9125 .2165 .511936 .248 .2164 .2127 .64 .6144 .4128 .7176 .4163 .9178 .8149 .3104 .925 .7
164.713133 .735 .925 .2156163 .824 .8168 .2146178147 .4106 .4152168 .5128 .115 .26 .3 37.521 .8167 .7179 .3163 .4114 .2135173 .16 .5161 .8127 .8110 .15 .812 .720 .5153 .8134 .4 151.38 .924 .9142 .1133 .58160 .812 .334 .8172 .4118 .7134 .6149 .2134 .4119133 .1141 .6 15.3151 .6173 .224 .7117 .213 .2124 .3163 .417 .934 .6159 .8128 .7130 .7162 .337 .1 td 200.8175 .5177 .5177 .2193 .9189 .4184 .2183 .4197 .1180 .7178 .8198 .9195 .7187 .4191 .8 174.3189 .8185 .2190 .2187 .7199 .9198 .1186 .6187 .3192 .4185 .6180 .3191 .8185 .2170 .8 188.7191 .9181 .8192 .9196 .3200 .1196 .3191181 .4179 .8179 .7188 .4207190 .4188 .8187 .8 187.5206 .9197 .2193 .9202 .2188 .6192197 .9195 .4189 .7179 .7183 .3192 .1199 .5194 .9200 .7 177.4175 .9184 .9195 .3174 .9180 .4178 .3208 .3184194 .6196 .2176 .6186 .5180 .1177200 .7 201.1198 .8186 .2180203194 .6 ts 22.31919 .51921 .40220 .64421 .82620 .07620 .19320 .19322 .07120 .00120 .03421 .277 20.26722 .3219 .7418 .10921 .1819 .37921 .47221 .90120 .44922 .02322 .12521 .43922 .148 21.54321 .82222 .41821 .04717 .59619 .6919 .66720 .96821 .71722 .76520 .7621 .98521 .413 20.35420 .27719 .22619 .5522 .3421 .97722 .07518 .5519 .26818 .94221 .43420 .29620 .936 20.6520 .3221 .42722 .66719 .73820 .86120 .62520 .94422 .31722 .23620 .85819 .42519 .216 19.59520 .74319 .72119 .91121 .70420 .76520 .821 .11720 .56718 .85822 .11820 .1320 .661 20.33321 .81420 .820 .08220 .73321 .94821 .75

Note. Outliers have been eliminated.
Results (from CM\&PM-results.txt):-
CMandPM Mon Oct 26 21:02:44 2020
trdm 189.2 heatm 164.0 hebtm 344.0 deg
CM A 164.04 .02 .510 .000
PM A 164.0 $4.31 .085+/-0.1170 .0000 .514$ residuals $2.12 \mathrm{~m} / \mathrm{s}$
EW $17.7+/-0.9 \mathrm{~m} / \mathrm{s} 194.2+/-7.7 \mathrm{deg}$; RMS $2.5 \mathrm{~m} / \mathrm{s}$

