
Singapore Management University Singapore Management University 

Institutional Knowledge at Singapore Management University Institutional Knowledge at Singapore Management University 

Research Collection School Of Computing and 
Information Systems School of Computing and Information Systems 

7-1995 

Test of the flavour independence of αs Test of the flavour independence of s 

D. BUSKULIC 

Manoj THULASIDAS 
Singapore Management University, manojt@smu.edu.sg 

Follow this and additional works at: https://ink.library.smu.edu.sg/sis_research 

 Part of the Databases and Information Systems Commons, and the Programming Languages and 

Compilers Commons 

Citation Citation 
1 

This Journal Article is brought to you for free and open access by the School of Computing and Information 
Systems at Institutional Knowledge at Singapore Management University. It has been accepted for inclusion in 
Research Collection School Of Computing and Information Systems by an authorized administrator of Institutional 
Knowledge at Singapore Management University. For more information, please email cherylds@smu.edu.sg. 

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by Institutional Knowledge at Singapore Management University

https://core.ac.uk/display/389869156?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1
https://ink.library.smu.edu.sg/
https://ink.library.smu.edu.sg/sis_research
https://ink.library.smu.edu.sg/sis_research
https://ink.library.smu.edu.sg/sis
https://ink.library.smu.edu.sg/sis_research?utm_source=ink.library.smu.edu.sg%2Fsis_research%2F5730&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/145?utm_source=ink.library.smu.edu.sg%2Fsis_research%2F5730&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/148?utm_source=ink.library.smu.edu.sg%2Fsis_research%2F5730&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/148?utm_source=ink.library.smu.edu.sg%2Fsis_research%2F5730&utm_medium=PDF&utm_campaign=PDFCoverPages
mailto:cherylds@smu.edu.sg


EUROPEAN ORGANIZATION FOR NUCLEAR RESEARCH

CERN-PPE/95-018

21 February 1995

Test of the Flavour Independence of �s

The ALEPH Collaboration�

Abstract

Using about 950 000 hadronic events collected during 1991 and 1992 with the
ALEPH detector, the ratios rb = �b

s=�
udsc
s and ruds = �uds

s =�cb
s have been

measured in order to test the 
avour independence of the strong coupling

constant �s. The analysis is based on event{shape variables using the full
hadronic sample, two b-quark samples enriched by lepton tagging and lifetime
tagging, and a light-quark sample enriched by lifetime antitagging. The
combined results are rb = 1:002 � 0:023 and ruds = 0:971 � 0:023.

(Submitted to Phys. Lett. B )
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1 Introduction

An important property of QCD is the 
avour independence of the strong coupling

constant �s. The experimental results from the quarkonium states[1] and from the

bottom production at p�p colliders[2] are consistent with the 
avour independence. Also

the relative coupling strengths for charm and bottom quarks have been measured in e+e�

colliders at center of mass energies around 30 GeV[3] and support the 
avour independence

within large uncertainties. Results at Z energies were published recently[4, 5].

The method used in this analysis has been already employed to measure �s at the Z

pole[6]. It consists of comparing event{shape{variable distributions for hadronic events

with the QCD predictions calculated to second order[7]. The 
avour independence is

tested by comparing two heavy-
avour samples, one enriched by lepton tag and one by

lifetime tag, and a light-
avour sample enriched by lifetime antitag, to the full sample of

hadronic events, from which rb = �b
s=�

udsc
s and ruds = �uds

s =�cb
s are determined.

2 Event selection and data analysis

The ALEPH detector, which provides both tracking information and calorimetry over
almost the full solid angle, is described elsewhere[8, 9]. Charged tracks are measured

by a vertex detector (VDET), a drift chamber (ITC) and by a large time projection
chamber (TPC) immersed in a 1.5 T magnetic �eld. The TPC provides up to 338
measurements of the speci�c ionization, dE/dx, of each charged track. The full tracking
system allows the measurement of the momentum of charged particles with a resolution
of �(pT )=pT = 6 � 10�4(GeV=c)�1p � 5 � 10�3 and the impact parameter � of the charged

tracks with a resolution of �(�) = 25�m+ 95(�mGeV=c)=p[9].

The tracking system is surrounded by the electromagnetic calorimeter (ECAL), which
is constructed of 45 layers of lead interleaved with proportional wire chambers. The
ECAL has an energy resolution of �(E)=E = 0:178(GeV)

1

2=
p
E � 0:019 and is used

together with the dE/dx measurements of the TPC to identify electrons. The hadron

calorimeter (HCAL) consists of the iron of the magnet return yoke interleaved with 23

layers of streamer tubes. The HCAL is surrounded by two layers of muon chambers that
are used in conjunction with the HCAL and the tracking detectors to identify muons.

Both charged tracks and neutral particles are used, via the energy 
ow reconstruction

algorithm described in Ref.[9], in the performed analyses.

Two di�erent data analyses have been performed. The �rst is based on the selection

of a hadronic sample (Q�Q1) where at least 5 good tracks reconstructed by the TPC in

an event are required. A track is de�ned as \good" when the angle with respect to the

beam axis is greater then 18:2o, there are at least 4 TPC points used in the �t of the
track, and it passes through a cylinder centered around the �tted average beam position,

with a radius of 2 cm and a length of 10 cm. In order to remove two{photon events and
beam{gas interactions the sum of the momenta of all tracks must be greater than 10%

of the center of mass energy. The background is (0:7 � 0:1)% coming from � pairs and

1



two{photon interactions. The total e�ciency of this selection is 97.4%[10]. After these

cuts about 950 000 hadronic events collected during 1991 and 1992 remain.

From this hadronic sample a �rst b-enriched sample (BTAG1) is selected by requiring

a prompt electron or muon candidate. The lepton tagging is described in detail in Ref.[11].

The momentumof the lepton must be greater then 3 GeV=c and the transverse momentum

with respect to the nearest jet must be greater then 1.25 GeV=c. With these cuts the

BTAG1 sample contains about 40 000 events. The b-purity f bBTAG1 = 88%, as has been

estimated by Monte Carlo using the results of Ref.[11].

The second analysis was performed in order to complement the �rst one and to extend

the analysis to measure also the ratio ruds. It is based on a slightly di�erent selection of

the hadronic sample (Q�Q2) with more stringent cuts in order to reduce systematic errors.

At least 6 good tracks are required, the charged energy should exceed 15 GeV and the

total visible energy has to be greater then 45 GeV. The selection e�ciency is 91% and

the sample consists of about 900 000 events.

Starting from the Q�Q2 sample a second b-enriched sample (BTAG2) and a light-quark-
enriched sample (UDSTAG) are selected using lifetime information. The precise impact

parameter measurements of the charged tracks are used to determine the con�dence level
Pvtag that all the tracks originate from the primary vertex, as described in Ref.[12]. The
UDSTAG sample of 300 000 events is selected by requiring Pvtag > 0:18 giving an uds-
purity of fudsUDSTAG = 81%. By requiring Pvtag < 0:0035 the BTAG2 sample of 120 000
events is selected with a b-purity f bBTAG2 = 86%.

In the following, S stands for any selected sample, one of the two hadronic samples

Q�Q1 and Q�Q2 or one of the three tagged samples BTAG1, UDSTAG and BTAG2. Each
sample is composed of the quarks q to be tagged, where q = b for S 2 fBTAG1;BTAG2g
and q = uds for S = UDSTAG, and of a background of the complementary quarks q0,
where q0 = udsc for S 2 fBTAG1;BTAG2g and q0 = cb for S = UDSTAG. When
referring to generic quark types the symbol q may stand for q or q0.

The event{shape variables Thrust, C{parameter and di�erential two{jet rate were
studied in this analysis. Thrust is de�ned as T = max (

P
i jpi � n j=Pi jpi j) where the

unit vector n is the thrust axis and pi the momentum of each �nal state particle. The C{
parameter is the quadratic invariant of the spherocity tensor Sij = (

P
a p

i
ap

j
a=pa) =

P
a pa,

given by C = 3 (�1�2 + �2�3 + �3�1), with �i=1;2;3 the eigenvalues of Sij. The di�erential

two{jet rate has been computed with the Jade[13] (yJij) and the Durham[14] (yDij ) metric
for the phase{space distance between a pair of jets i and j, with energies Ei and Ej and

opening angle �ij, y
J
ij = 2EiEj(1� cos �ij)=E

2
vis and yDij = 2min(E2

i ; E
2
j )(1� cos �ij)=E

2
vis.

Jets are formed in an iterative procedure, always combining the pair with the smallest

yij into one jet. The procedure is iterated until only three jets are left at which point the
smallest yij is Y3.

In the Q�Q1 and BTAG1 samples all four event{shape variables were analyzed: Thrust,

C{parameter, di�erential two{jet rate D2(Y3) with the Jade algorithm D2(� lnY3) with
the Durham algorithm. Figure 1 shows these distributions for the two samples. The

� lnY3 (Durham) plot clearly shows the b-mass e�ects in the fragmentation region

(� lnY3 > 4 ), which is not used in the analysis. In the Q�Q2, UDSTAG and BTAG2

2



samples the di�erential two-jet rates D2(Y3) with Jade and Durham algorithms are

studied. Figure 2 shows the distributions obtained in those cases.

A sample of 2.6 million simulated hadronic events was also analyzed. The Monte

Carlo generator used is based on JETSET 7.3[15], with updated branching ratios. The

initial state radiation (ISR) is simulated by the DYMU3 generator[16]. The light quark

fragmentation and QCD parameters were optimized to �t the ALEPH data[17]. For

heavy quarks, the Peterson fragmentation function is used[18], with the value of the

fragmentation parameter for the b quark "b = (3:2 � 1:7) � 10�3[11]. The full sample of

Monte Carlo events were processed through a detailed simulation of the ALEPH detector

and the standard ALEPH reconstruction program.

3 Theoretical prediction and correction procedure

The QCD prediction to second order for a given event{shape variable X can be
parameterized in the form[7]:

1

�0

d�

dX
=

�s(�
2)

2�
A(X) +

 
�s(�

2)

2�

!2  
A(X)2�b0 ln

�2

M2
Z

+B(X)

!
:

In the analysis described in this letter the theoretical expression was �t to the data at
the renormalization scale �2 = 0:05 � M2

Z, which was chosen to symmetrize the scale
uncertainty. The resulting value of the strong coupling constant is translated to �s(M

2
Z)

using the two{loop expression:

�s(M
2
Z) =

�s(�
2)

!

 
1� b1

b0

�s(�
2)

!
� ln!

!
;

where ! = 1 � b0�s(�
2) ln(�2=M2

Z) , b0 = (33 � 2nf )=12� , and b1 = (153 � 19nf )=24�
2 ,

with the number of active 
avours set to nf = 5.

The coe�cients A(X) and B(X) are computed for massless partons. Therefore
mass corrections are needed in order to compare the theoretical prediction to the
data. Corrections to the theoretical formulae are also computed to take into account

hadronization and ISR using several Monte Carlo samples. The e�ects of the selection cuts

and resolution of the detector were taken into account with correction factors computed
with the Monte Carlo events described in Sect. 2.

This procedure modi�es the theory such that it can be compared directly with the

uncorrected experimental distributions. This correction from the parton to the detector
level goes in the opposite direction to the one usually applied (i.e. from the detector to

the parton level) and was chosen since correction in the usual direction is more model

dependent. The implicit assumption of 
avour independence of �s in the correction

procedure is thus avoided, which would enter when correcting the data back to parton

level because even the tagged samples are mixtures of di�erent quark 
avours.

The individual corrections were determined in the following way:

3



� The sample of Monte Carlo events described in Sect. 2 is used to extract the e�ect

of the resolution of the detector in the form of a transition matrix M
q
det(Xi;Xj),

which is the probability that a given event{shape variable X with the value Xj at

hadron level has the value Xi at detector level.

� The biases due to the selection cuts applied lead to corrections V
q;S
cut that are obtained

from the same sample of Monte Carlo events by dividing bin per bin the distributions

before and after selection of S{type events.

� The QED corrections V
q
QED are computed dividing bin per bin the distributions

obtained with ISR, as described by DYMU3, by those without ISR.

� The hadronization corrections V
q
had are estimated by dividing bin per bin the

distributions of Monte Carlo events before and after hadronization. Four di�erent

models are used. Three of them are based on the string model as implemented

in JETSET 7.3 with di�erent parton evolution schemes: (1) The O(�2s) matrix

element (ME) model, where an experimental optimization has been applied in order

to reproduce the observed 4-jet rate[17]. This model is important since the second
order QCD prediction for �s has been used for the theoretical prediction. (2) The
Parton Shower (PS) model, in which the parton level is de�ned to be the end of
the shower evolution before the cut-o� scale Q0 � 1 GeV. (3) The PS-model with
the cut-o� scale of the parton shower at 7.2 GeV, chosen in order to reproduce
the mean parton multiplicity of the second order matrix element model. (4) The

fourth model is the HERWIG 5.8[19] parton-shower models which uses a cluster
hadronization scheme.

� Quark mass e�ects at LEP energies have been recently computed in Ref.[20] at tree
level, i.e. without loop corrections, to O(�s) (q�qg diagrams) and O(�2s) (q�qq�q and
q�qgg diagrams) accuracy. From this correction factors were derived as

V q
mass(X) =

d�
dX

���
m=mq

d�

dX

���
m=0

;

assuming the b-quark mass and the c-quark mass to be mb = 5 � 0:5 GeV=c2 and
mc = 1:5 � 0:2 GeV=c2, respectively. The other quarks are taken to be massless

(V uds
mass = 1). The available O(�2s)-calculations are incomplete, since they contain no

loop corrections to q�qg �nal states. For Thrust and C{parameter this implies, that
divergencies which to O(�s) are restricted to the phase space region of back-to-back

partons occur in the region of interest. Only the two{jet rate remains �nite over the
phase space used in the analysis. Because of this the correction factors V q

mass used

in this analysis are based only on the O(�s) matrix elements[20]. However, the fact

that the mass corrections are sizeable indicates that higher order corrections might
be important, and although incomplete, the tree level calculation to O(�2s) are gauge
invariant and thus may be employed to estimate the theoretical uncertainties. The

e�ects of the mass corrections for all event{shape variables are shown in Figs. 3 and

4.
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With the full set of corrections the theoretical prediction for quarks of type q in a

sample S becomes:

Gq;S(Xi) =
X
j

M
q
det(Xi;Xj) � V q;S

cut (Xj) � V q
QED(Xj) � V q

had(Xj) � F q(Xj) ;

where

F q(Xj) =
�
q
0

�
q
T

�
2
4�q

s(�
2)

2�
A(Xj) � V q

mass +

 
�q
s(�

2)

2�

!2  
A(Xj) � V q

mass2�b0 ln
�2

M2
Z

+B(Xj)

!3
5 ;

with �
q
0 the Born-level cross section for massless quarks of type q and �

q
T the total cross

section including mass e�ects[21].

4 Determination of rb and r
uds

In order to extract rb = �b
s=�

udsc
s and ruds = �uds

s =�cb
s from each event{shape variable a

�2-�t of the theoretical expression

Rth(X) =
Gq;tag � f qtag +Gq0;tag � (1 � f

q
tag)

Gq;Q�Q � f q
Q�Q

+Gq0;Q�Q � (1� f
q

Q�Q
)

is performed to the measured ratio

Rdata =

1

N

dN

dX

���
tag

1
N
dN
dX

���
Q�Q

of the normalized di�erential cross sections of the tagged sample and the inclusive hadronic
sample. The fractions f qtag and f q

Q�Q
, respectively, denote the purities of the tagged quark

type q in the tagged and the corresponding untagged hadronic sample. The strong
coupling constants �q

s in G
q for the quarks of type q and �q0

s in Gq0

for the complementary
quarks are constrained such that the mean value is the global average 0:118�0:007[22]. For
each variable the �t range, shown in Tables 1 and 2, is chosen to minimize experimental

corrections and theoretical uncertainties.

The central values for rb and ruds have been computed as the mean between the

maximumand minimumvalues of the results obtained from the four hadronization models.

The ME model and the parton shower model with Q0 = 7:2 GeV give similar results, and
so do the models based on the full parton shower evolution. Both groups di�er signi�cantly

from each other (see uncertainty due to hadronization correction discussed below). The
mean values are shown in Tables 1 and 2 together with the statistical errors that include

the Monte Carlo statistical error. Figures 3 and 4 show the measured ratios Rdata for

each variable compared to the �tted theoretical predictions. The agreement is good and
extends well outside the �t range.

5



Systematic e�ects

The systematic errors can be divided into two categories, linked to experimental and

to theoretical uncertainties. The procedures used to determine those uncertainties are

described below. The results for the measurements of rb are listed in Table 1 and in

Table 2 for the measurements of ruds.

The e�ect of "b has been estimated by varying this parameter, by one standard

deviation from the measured value, in the Monte Carlo.

The e�ect of the purities of the samples has been studied as follows. Since the values

of Rdata are near to 1.0 in the �t ranges, the measured rb and ruds are almost independent

on the relative composition of the samples. The Rdata has therefore been varied within

the statistical errors and the maximum variation, obtained by varying the parameter f qtag
by one standard deviation, has been kept as systematic error.

The �t range is varied by �1 bin and half of the maximum variation is taken as

systematic error.

The selection cut biases were determined from Monte-Carlo simulations. The
simulations are good to 10%, which is supported by comparing measured and simulated
p and p? distributions of leptons with respect to the jet axis. Similarly, the lifetime
tag performances on all hadronic events are reproduced by the Monte Carlo within 1%,
which implies that the correction factors for the three-jet topologies analyzed here are

correct to better than 10%. The systematic errors due to selection cut biases thus were
determined, by varying the bias corrections by 10% of their deviation from unity. The
resulting changes in rb and ruds were taken as a systematic error.

The simulation of the detector performances is precise within 10%. This uncertainty

has been propagated to the �nal result. The full analysis has been also done with only
charged tracks giving results which are compatible within statistics.

The systematic error coming from the inclusive �s(M
2
Z) has been estimated by varying

it within the quoted uncertainties.

The impact of perturbative higher order contributions is inferred by varying the
renormalization scale � from the b{quark mass to the Z mass.

The uncertainty due to hadronization corrections has been estimated using the results
based on the four Monte Carlo models. The uncertainty has been taken to be half of the
maximum variation of the �t results obtained from the di�erent models.

The uncertainty due to the masses of the b- and c{quark mass has been determined
by varying the value assumed in the mass corrections. The uncertainties of the quark

masses were assumed to be 100% correlated.

To estimate the uncertainties due to the mass corrections the tree level second order

mass calculations are used. For the jet-rates, where the tree-level calculation are �nite,

the di�erences between the results obtained with the �rst order and the second order
mass corrections are taken as systematic error. Assuming that the impact of the second

order correction is proportional to the one of the �rst order mass correction, the respective
uncertainties for Thrust and C{parameter are estimated by correspondingly scaling the

larger of the errors found for the jet rates.
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5 Combined results

In order to combine the results coming from the di�erent studies the statistical correlation

matrix has been extracted from the data. The data has been divided in 21 sub-samples,

and rb and ruds have been determined from each sample for all the event{shape variables.

The covariance matrix for the systematic error is given by the sum of covariance

matrices for all individual systematic sources, and is constructed in the following way:

The errors due to the choice of the �t range are assumed independent. The errors on

the purity of the samples and on the bias of the selections are uncorrelated for variables

studied with di�erent tag methods. All other uncertainties are taken to be correlated

such, that the covariance of two measurements is de�ned to be the minimum squared of

the errors on the single measurements. This ansatz implies that the variable with larger

error has no information that is not already contained in the variable with the smaller

error.

In Table 3 the correlation coe�cients computed from the statistical and systematic

covariance matrices of all the measurements of rb are shown. The total correlation of the
two measurements of ruds is 68%. These lead to the measurement of rb to be

rb = 1:002 � 0:009(stat:)� 0:005(syst:)� 0:021(theo:)

and the measurements of ruds to be

ruds = 0:971 � 0:009(stat:)� 0:011(syst:)� 0:018(theo:) :

The central value in both cases is the weighted average of the individual results, with the
weights proportional to 1=�2tot where �tot is the statistical and systematic error combined
in quadrature. The correlations only a�ect the error estimate for the average.

In Ref.[5], a procedure has been followed which results in a smaller systematic error.
The main di�erences are that, here, the renormalization scale range was varied over a
larger range and errors due to hadronization and mass e�ects were estimated in a more

conservative way. The ME Monte Carlo has been included to estimate hadronization

corrections for reasons given above, while in Ref.[5] it was not used. Also, that analysis
did not use the available second-order tree level calculation to estimate the uncertainties
due to mass e�ect. If a similar procedure were used here, the theoretical uncertainties

would decrease to �0:010 and �0:011 for rb and ruds respectively. The more conservative

assessment of the theoretical uncertainties, essentially consistent with Ref.[6], was chosen,
because calculations at 3rd order QCD and a completeO(�2s) treatment of mass e�ect are

still missing.

6 Conclusions

The ratio of the strong coupling constants for b-quarks and light quarks, rb = �b
s=�

udsc
s ,

was measured selecting two enriched samples of b�b events, one with a high p? lepton

7



and one with lifetime information. The lifetime information has been used to select an

enriched sample of light quarks to measure ruds = �uds
s =�cb

s . The analyses are based

on event{shape variables. Thrust, C{parameter and Di�erential two{jet rates computed

with the Jade and Durham algorithms are used in the lepton tag study. Results from the

lifetime tag come from the di�erential two jet rates.

The combined results rb = 1:002� 0:023 and ruds = 0:971� 0:023 are consistent with

the 
avour independence of the strong coupling constant.
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lepton tag lifetime tag

Thrust C{param. Y3(Jade) � lnY3(Durham) Y3(Jade) Y3(Durham)

Fit range

low end 0.75 0.50 0.07 1.6 0.07 0.03

high end 0.90 0.74 0.23 3.2 0.23 0.17

rb 0.993 0.969 1.027 1.014 1.024 1.033

Stat. err. � 0:011 � 0:013 � 0:014 � 0:014 � 0:008 � 0:009

Exp. err. source �rb

"b � 0:001 � 0:001 � 0:004 � 0:006 � 0:009 � 0:008

purity � 0:002 � 0:002 � 0:002 � 0:003 � 0:002 � 0:003

�t range � 0:003 � 0:003 � 0:002 � 0:003 � 0:002 � 0:005
tagging bias � 0:002 � 0:002 � 0:001 � 0:001 � 0:012 � 0:015

det. simulation � 0:002 � 0:002 � 0:002 � 0:002 � 0:002 � 0:002

Theor. err. source �rb

�s(M
2
Z) � 0:001 � 0:001 � 0:002 � 0:002 � 0:002 � 0:002

ren. scale � 0:004 � 0:003 � 0:014 � 0:013 � 0:012 � 0:014

hadronization � 0:008 � 0:010 � 0:018 � 0:018 � 0:022 � 0:016
quark masses � 0:003 � 0:004 � 0:005 � 0:006 � 0:005 � 0:008
mass correction � 0:016 � 0:016 � 0:021 � 0:017 � 0:021 � 0:011

Syst. err. � 0:019 � 0:020 � 0:032 � 0:030 � 0:037 � 0:031

Table 1: Results on the determination of rb for each method used. The total systematic
errors are the quadratic sum of the individual contributions.
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Y3(Jade) Y3(Durham)

Fit range

low end 0.07 0.03

high end 0.23 0.17

ruds 0.974 0.968

Stat. err. � 0:011 � 0:012

Exp. err. source �ruds

"b � 0:006 � 0:004

purity � 0:007 � 0:008

�t range � 0:002 � 0:004

tagging bias � 0:006 � 0:007
det. simulation � 0:001 � 0:001

Theor. err. source �ruds

�s(M
2
Z) � 0:002 � 0:002

ren. scale � 0:008 � 0:008
hadronization � 0:012 � 0:013
quark masses � 0:004 � 0:005

mass correction � 0:014 � 0:008

Syst. err. � 0:023 � 0:022

Table 2: Results on the determination of ruds from the lifetime analysis. The total
systematic errors are the quadratic sum of the individual contributions.

Variable Method Total correlation coe�cients

Thrust lepton tag 1 0.87 0.63 0.62 0.42 0.30
C{param. lepton tag 1 0.62 0.69 0.43 0.33

Y3(Jade) lepton tag 1 0.83 0.73 0.55

� lnY3(Durham) lepton tag 1 0.67 0.59
Y3(Jade) lifetime tag 1 0.65

Y3(Durham) lifetime tag 1

Table 3: Correlation coe�cients between the measurements of rb.
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Figure 1: Normalized cross section of the full hadronic sample (full circles) and of the
b-enriched sample (empty squares) selected with high-p? lepton tag.
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Figure 2: Normalized cross section of the full hadronic sample (full circles) of the b-
enriched sample (empty squares) and of the light-quark-enriched sample (empty triangles)
selected with lifetime tag.
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Figure 3: Ratio of the normalized cross section of the b-enriched sample tagged with

high-p? lepton and the full hadronic sample. The full circles are the data, the solid line
represents the �t result and the dashed line represents the theoretical prediction without
the corrections for the �nite mass of the b quark.

14



0

1

2

0 0.1 0.2 0.3 0.4
0

1

2

0 0.1 0.2 0.3 0.4

0

1

2

0 0.1 0.2 0.3 0.4
0

1

2

0 0.1 0.2 0.3 0.4

Figure 4: Ratio of the normalized cross section of the samples selected with lifetime tag

and the full hadronic sample. The full circles are the data, the solid line represents the �t
result and the dashed line the theoretical prediction without the corrections for the �nite
mass of the b quark.

15


	Test of the flavour independence of αs
	Citation

	tmp.1613555751.pdf.q9mKU

