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ABSTRACT

Wireless sensor networks are used in many applications and are now a key element

in the increasingly growing Internet of Things. These networks are composed of

small nodes including wireless communication modules, and in most of the cases

are able to autonomously configure themselves into networks, to ensure sensed data

delivery. As more and more sensor nodes and networks join the Internet of Things,

collaboration between geographically distributed systems are expected. Peer to peer

overlay networks can assist in the federation of these systems, for them to collaborate.

Since participating peers/proxies contribute to storage and processing, there is no

burden on specific servers and bandwidth bottlenecks are avoided.

Network coding can be used to improve the performance of wireless sensor networks.

The idea is for data from multiple links to be combined at intermediate encoding

nodes, before further transmission. This technique proved to have a lot of potential

in a wide range of applications. In the particular case of sensor networks, network

coding based protocols and algorithms try to achieve a balance between low packet

error rate and energy consumption. For network coding based constrained networks

to be federated using peer to peer overlays, it is necessary to enable the storage

of encoding vectors and coded data by such distributed storage systems. Packets

can arrive to the overlay through any gateway/proxy (peers in the overlay), and lost

packets can be recovered by the overlay (or client) using original and coded data that

has been stored. The decoding process requires a decoding service at the overlay

network. Such architecture, which is the focus of this thesis, will allow constrained

networks to reduce packet error rate in an energy efficient way, while benefiting
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from an effective distributed storage solution for their federation. This will serve as

a basis for the proposal of mathematical models and algorithms that determine the

most effective routing trees, for packet forwarding toward sink/gateway nodes, and

best amount and placement of encoding nodes.

Keywords: Wireless sensor networks, Network coding, RELOAD, CoAP.
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RESUMO

As redes de sensores sem fios são usadas em muitas aplicações e são hoje consideradas

um elemento-chave para o desenvolvimento da Internet das Coisas. Compostas por

nós de pequena dimensão que incorporam módulos de comunicação sem fios, grande

parte destas redes possuem a capacidade de se configurarem de forma autónoma,

formando sistemas em rede para garantir a entrega dos dados recolhidos. À medida

que mais e mais nós integram estes sistemas e estes se juntam à Internet das Coisas,

também é mais expectável que estes sistemas colaborem, ainda que geograficamente

distribúıdos. As redes peer to peer podem ajudar na federação desses sistemas,

facilitando essa colaboração. Como nestas redes os peers/proxies participantes con-

tribuem quer para o armazenamento quer para o processamento, nenhum servidor

espećıfico é sobrecarregado. Além disso, são também evitados estrangulamentos de

largura de banda.

O network coding pode ser usado para melhorar o desempenho das redes de sensores

sem fios. A ideia subjacente a esta técnica é combinar dados de vários links, em

nós de codificação, antes de efetuar a sua transmissão. Trata-se de uma técnica que

provou ter bastante potencial numa ampla gama de aplicações. Também assim é

nas redes de sensores, onde os protocolos e algoritmos baseados em network coding

procuram alcançar um equiĺıbrio entre baixas taxas de erro nos pacotes e o consumo

de energia. Para que estas redes, utilizando network coding, sejam federadas usando

abordagens peer to peer, é necessário assegurar que possam armazenar vetores de

codificação e dados codificados, apesar das limitações de capacidade dos seus nós.
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Nesta arquitectura os pacotes podem chegar à rede peer to peer através de qual-

quer uma das gateways/proxies (peers na rede), e os pacotes perdidos podem ser

recuperados pela própria rede peer to peer (ou cliente) usando os dados originais e

codificados que estão armazenados. O processo de descodificação irá exigir a imple-

mentação de um serviço de descodificação na rede peer to peer. Esta arquitetura,

que é o foco desta tese, permitirá que as redes reduzam a taxa de erro de pacotes de

maneira eficiente em termos energéticos, enquanto se beneficia de uma solução de

armazenamento distribúıda e eficaz para a sua federação. Estes aspectos servirão de

base para a proposta de modelos matemáticos e algoritmos que determinam não só

as árvores de roteamento mais eficazes para encaminhamento de pacotes em direção

a nós gateway, mas também a quantidade e o posicionamento mais adequado dos

nós de codificação.

Palavras-chave: Redes de sensores sem fios, Network coding, RELOAD, CoAP.
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1

INTRODUCTION

1.1 Motivation and Scope

N
owadays we are living in two parallel worlds, our physical world and a digital

world mainly based on the internet. With this revolution in information

technology, our perspective on physical objects has changed. Physical objects are

starting to be operated by smart systems, becoming able to communicate with

one another, which reduces human intervention for their operation. Smart systems

include sensing, actuation and control functions in order to react to the environment,

to perform any required analysis and to make adequate decisions. Such systems rely

mainly on sensor information sources, meaning that sensors are seen by many as the

main part of these systems [JSHG15].
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CHAPTER 1. Introduction

Wireless Sensor Networks (WSNs) rely on concepts that are similar to smart objects

[VD10]. WSNs are composed of small nodes, including wireless communication

modules, and in most of the cases are able to autonomously configure themselves

into networks, to ensure sensing data delivery. Smart objects, however, are more

intended to perform tasks, like actuation and control, and are less focused on pure

data gathering, while WSNs are primarily focused on data delivery using wireless

radio communication modules. Smart objects, on the contrary, are not tied to any

particular communication system. WSNs are now used in many applications and

are a key element in the increasingly growing Internet of Things (IoT).

1.1.1 Network Coding

The performance of WSNs can be affected by channel bandwidth limitation, un-

stable signal transmission, power constraints, or other network/node characteristics

[ZAL+09]. Different approaches have been proposed over the last years to han-

dle one or many of these issues. One of these techniques is Network Coding (NC)

where the idea is for information/data from multiple links to be combined at in-

termediate encoding nodes, before further transmission. This can help improving

network throughput and it has demonstrated to have potential in a wide range of

applications.

Although NC can be applied to wired and Wireless Mesh Networks (WMNs), many

developments in these two kinds of networks cannot be applied to sensor networks.

More specifically, NC is used mainly for throughput increase, or efficient use of

bandwidth, in one-to-many traffic flow scenarios. Sensor networks, contrarily to

WMNs, have the following characteristics [KAAF13, DP10]:
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– There are multiple sources sending data notifications to a gateway/sink node,

meaning that the traffic flow is mainly many-to-one;

– Energy efficiency is the main concern rather than bandwidth, since nodes

typically produce small volumes of data and are most of the times energy

constrained;

– The cost of transceivers is a concern in large-scale deployments;

– In tree based many-to-one approaches, widely used in WSNs, messages may not

reach the sink although alternative viable paths exist (trees are built based on

past network conditions, and alternative paths may not have been discovered

yet).

For all these reasons, bandwidth efficiency is often sacrificed to achieve power and/or

cost efficiency [DP10]. Since packet error rate is also a critical issue, an adequate

criteria when designing NC based protocols and algorithms for WSNs is to achieve

a balance between low packet error rate and energy/cost efficiency, which are com-

peting goals (e.g., a packet may be sent through multiple paths to reduce packet

error rate but this increases energy consumption and cost). Packet error rate is de-

fined as the fraction of messages generated by the sources that are not successfully

communicated to the destination, capturing the ability of the protocols to deliver

the original data in the face of packet loss.

1.1.2 P2P Overlay Networks

Peer-to-Peer (P2P) systems have proliferated over the last years, and are now the

most popular systems for content distribution [FL12]. These systems build an over-

lay network (on top of an existing network, like the internet) where participating
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peers can find the other peers using their logical identifiers. The advantages of these

systems are the scalability and not having a single point of failure. This is because

files (to be shared) are broken into small pieces and sent to peers, which are allowed

to share them too. Since each participating peer shares its own upload bandwidth,

the time to distribute/download data reduces significantly. That is, a huge amount

of bandwidth (aggregated bandwidth) is available for the overall system [FL12].

From constrained networks’ perspective, P2P systems can be used to store and dis-

seminate data. All kinds of smart systems are expected to participate in the IoT, and

interactions between these systems are expected too. This means that applications

relying on data sharing (for collaboration) will increase, and effective distributed

data storage solutions become necessary. This need led to the proposal of a RE-

source Location And Discovery (RELOAD) Usage for the Constrained Application

Protocol (CoAP) [JLVMC15]. RELOAD is a generic P2P protocol that accepts

pluggable application layers (Usages), which allows it to fit several applications.

CoAP is a web transfer protocol for use with constrained nodes and constrained

networks, which is expected to be widely used. RELOAD/CoAP will allow building

P2P overlay networks, where constrained systems store their data and clients are

able to retrieve it. This can be seen as a distributed caching system.

Since many smart systems rely on WSNs to communicate, where NC can be used to

reduce packet error rate in a energy efficient way, RELOAD/CoAP overlays should

be prepared to store data from NC based networks. This is the focus on this PhD

dissertation.

1.2 Contributions

The contributions included in this thesis are the following:
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• A CoAP Usage extension is proposed so that NC based constrained networks

can use RELOAD/CoAP overlays for data storage, through their proxies/gate-

ways participating as peers. More specifically, NC based constrained networks

should be able to store encoding vectors and coded data, for further recovery

of lost packets, if necessary. The decoding/recovery can be done by the overlay

itself or by the clients. For this to be possible, the CoAP Usage data Kind

must be extended. Such extension will allow a scalable and efficient way of

discovering cached sensor data, of geographically dispersed sensor networks,

allowing large scale applications to emerge, while taking advantage of NC at

the wireless section. This is detailed in Chapter 4.

• The efficient design of NC based reliable sensor networks is addressed. More

specifically, given a network scenario with certain critical communication chan-

nels/links (failure scenarios), ways to plan for the adequate amount and place-

ment of encoding nodes are proposed, so that all data is received at the overlay

(even in case of packet loss at critical links). Packets can arrive to the overlay

through any of the existing gateways (peers in the overlay), and lost packets

can be recovered by the overlay (or client) using both stored data and coded

packets. Each failure scenario includes one or more bad quality links that may

go down simultaneously. As far as known, the reliability plus network coding

node placement problem in many-to-one sensor networks was not addressed

by previous authors. This is detailed in Chapter 5.

• A Directed Acyclic Graph (DAG) based dissemination approach, where clus-

tering and NC techniques are applied, called DAG-Coder, is proposed. The

main goal is to improve the network reliability while avoiding pre-defined fail-

ure scenarios, allowing it (DAG-Coder) to be used in dynamic environments.

This approach is detailed in Chapter 6.
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1.3 Thesis Outline

The rest of this thesis is organized as follows. Chapter 2 provides an introduction

to WSNs. The societal benefits of sensor networks, together with their types, con-

straints, and protocols are discussed. Chapter 3 is dedicated to NC principles. The

advantages of using NC are discussed, and related research work is presented. In

Chapter 4, P2P overlay networks, and required protocols to operate this network,

are described. The chapter also discusses a proposal for WSNs to get benefit from

P2P overlays and NC simultaneously. In Chapter 5, a proposal for the best place-

ment of encoding nodes, while ensuring reliability in WSNs, is presented. This takes

into account failure scenarios and assumes a P2P overlay for data storage. A math-

ematical model and a heuristic algorithm are developed to achieve such objective,

considering either a single or multiple gateways. Work related with this contribu-

tion is also presented. In Chapter 6, a DAG based dissemination approach, where

clustering and NC techniques are applied, is proposed. The main goal of this con-

tribution is to improve the network reliability, while avoiding failure scenarios to be

defined. The chapter also presents related work. Chapter 7 summarizes conclusions

and discusses future work.
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2

WIRELESS SENSOR NETWORKS

T
he recent increase in network requirements affects not only the evolution of

network technologies, but also our view of networks in general. Networking

has steadily evolved from the simple concept of two or more users using machines

for data exchange, to fully machine-machine communication. Therefore, modern

networking environments include both user and machine-centric systems.

WSNs play a major role in the previously mentioned communication ecosystem.

Depending on the type of sensors (infrared, acoustic, biological, and so on), these

networks can be targeted to a specific purpose, like security improvement, produc-

tivity increase, wildfire detection, health monitoring, traffic regulation, and other

new applications like smart homes and others [ASSC02]. Figure 2.1 shows some

sensor types that can be used in different applications.
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Figure 2.1: Different types of sensors [Ele08].

A WSN is a network of spatially distributed sensing devices, usually of low cost,

that may have self-organizing ability, or not, and may vary in their features and

capabilities. These are able to sense their surrounding, communicate with their

neighbors, and send their observations to a sink/gateway where the observed data

is analyzed, processed and sent to the end user. In other words, sensing devices

convert real world parameters and events into signals or data that can be processed

and analyzed [DP10]. In WSNs, groups of sensing nodes can be seen as aggregates

where members collaborate with each other to provide a service. Hence, each group

of devices can be used as an independent data collection entity, while the WSN can

be seen as a distributed database in the sense that nodes with the requested data

will reply to queries sent by the sink node, usually acting as a intermediate/proxy
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Processing
Analysis

Storage Mining

: Sensor node.

: Gateway.

Sensor field 1 Sensor field 2

Figure 2.2: Wireless sensor networks and their communication.

between the client/user and the WSN. Figure 2.2 shows some deployed sensors and

their communication.

WSNs are usually considered constrained networks because nodes are equipped with

restricted processing, memory, and energy capabilities [YMG08]. Such resource

limitations make the design of high Quality of Service (QoS) and energy-efficient

applications a very challenging task. In fact, most methods and routing protocols try

to solve this trade-off between achieving QoS while using as little energy as possible.

To develop applications with reasonable long lifetime, energy-saving policies should

be followed [MI12].

This chapter is organized as follows. Section 2.1 explains sensor node architectures
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while Section 2.2 illustrates the constraints and challenges that should be considered

when designing WSNs. WSN applications are presented in Section 2.3, and the

WSN protocol stack is presented in Section 2.4. Section 2.5 explains topologies and

deployment of WSNs in the environment of interest. The QoS requirements and

routing protocols used in WSNs are explained in Sections 2.6 and 2.7, respectively.

Finally, Section 2.8 presents a summary of the chapter.

Contributions:

• Survey on WSNs. Besides discussing their features and applications, proposals

from literature to provide adequate deployment, quality of service and routing

are discussed.

2.1 Sensor Architecture

Any sensor node consists of four main parts, as shown in Figure 2.3, although ad-

ditional parts may be required by some applications [ASSC02, ZJ09]. The main

components of any sensor node are:

1. Sensing unit: Contains one or more sensors and an Analog to Digital Converter

(ADC). When sensors sense the environment, they generate analog signals.

These signals are converted to digital signals by the ADC, then passed to the

processing unit.

2. Processing unit: Contains a microcontroller or microprocessor that controls

the sensor node tasks. The processing unit is usually connected to a storage

unit.
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3. Transceiver unit: Contains a short range radio that connects the sensor node

to the other nodes in its range.

4. Power unit: Contains a battery to supply the nodes with power. In many

applications the battery of sensors can not be recharged [MC14].

Other sub-units that may be required by specific applications include:

1. Power generator: Supplies power to the node (e.g., solar cells).

2. Mobilizer: Moves the node to another location so that a specified task is

performed.

3. Global Positioning System (GPS): Specifies the node location. Some applica-

tions need it to specify the location of network operations.

Location finding system Mobilizer

Power generatorPower unit

Transceiver
Processor

Storage
Sensor ADC

Sensing 
unit

Processing 
unit

Figure 2.3: Sensor node structure.

2.2 Challenges and Constraints

Despite the similarities with other distributed systems, WSNs are subject to special

constraints and challenges that affect the design of these constrained networks. Thus,
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protocols and algorithms used in WSNs are different from those used in traditional

networks. In this section, the main constraints considered when designing WSNs

are presented [DP10].

2.2.1 Energy

Sensor nodes are usually powered with batteries (limited energy budget) that can

be replaced or recharged when depleted. However, replacement or recharging may

not be an option for many sensor nodes and depleted nodes are often discarded.

Thus, considering the energy limitations of sensor nodes, when designing protocols

and algorithms, becomes very critical in WSN applications.

2.2.2 Self Management

Because WSNs are usually deployed in harsh environments and unattended places,

operated without human intervention, it is critical that their nodes have the ability

to collaborate, manage themselves, and operate under some failure scenarios or

environment changes. In other words, every sensor node should be a self-managing

device that is able to collaborate with its neighbors, should be able to sense and

detect events even when the environment changes, and should be able to protect

itself from attacks [Mil07]. These features should be considered when designing

and implementing WSN applications in a way that excessive energy utilization is

avoided.
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2.2.3 Security

Security techniques used in wired and wireless networks can not be applied to WSNs,

due to their unique constraints. In particular, WSNs have specific features which

are not presented in other networks, that make the design of security methods very

challenging [Yan14]. These features are:

• Sensor networks can contain thousands of nodes with limited energy, memory,

processing, and communication capabilities.

• Sensor nodes are often deployed in wide geographical areas, far away from

human intervention.

• Sensor networks may interact with people (e.g., health monitoring), animals

(e.g., animal tracking), and environment (e.g., detecting wildfire), which brings

extra security issues.

2.2.4 Environment

Two issues can affect the sensor nodes when it comes to the environment. First,

sensor nodes can be deployed very close or directly in the phenomenon under ob-

servation. Second, sensor nodes can work under hard conditions (e.g., pressure and

very hot or cold weather) or in very harsh environments (e.g., debris and battlefield).

They can also work in busy intersection, bottom of ocean, a twister, home or large

building, etc. In other words, the environment in most cases makes the management

and processing of data (generated by sensor nodes) very hard.
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2.2.5 Power Consumption

A sensor node is a micro-electronic device that is usually equipped with limited

power source and in some cases can be recharged [ASSC02]. However, many appli-

cations do not support the recharge. As a result, sensor networks depend mainly on

the lifetime of sensor nodes. Usually, sensor nodes consume their energy during data

communication and processing. However, the energy consumed by data transmission

is much higher than that for data processing. For this reason, it is critical to design

nodes that consume very low energy during data transmission [PMEV00]. Further-

more, the amount of traffic and the transmitting distance should be considered when

designing routing protocols in WSNs to reduce the energy consumption.

2.2.6 Scalability

This property is related with the ability of protocols and techniques to operate and

perform well as the number of deployed nodes in the network increases. Depending

on the network application, the number of nodes in a network can be quite big.

Any new techniques added to sensor networks should be able to work well with any

number of nodes. The network density, given the coverage range of sensor nodes, R,

can be expressed as [ASSC02]:

ϕ(R) =
N × π ×R2

A
(2.1)

where N is the number of nodes deployed in region A. The required network density

depends on the application. For example, a machine diagnosis application in 5 × 5

m2 region can contain 300 sensor nodes [SCI+01]. On the other hand, an habitat

monitoring application can contain from 25 to 100 sensors in a large region [CEE+01].
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2.2.7 Hardware Cost Constraints

When it comes to the design of wireless sensors, the main objective will be to create

small, low cost, and efficient devices. These hardware constraints also affect the

design of the protocols and algorithms used in WSNs, which should be implemented

efficiently to satisfy these constraints.

2.3 Wireless Sensor Network Applications

Since sensor nodes can be deployed anywhere and in any number to cover any

intended area, WSNs have numerous different applications. Sensor networks have

mainly been used in [Sto05]:

• Military applications: The first emergence of WSNs was in military appli-

cations. Nowadays, these networks play a significant role in military com-

mands, communication, monitoring either friend or enemy force, intelligence,

and surveillance.

• Environmental applications: With sensor nodes scattered in unattainable places

or harsh environment, many previously impossible applications became pos-

sible and are now useful. Some examples are habitat monitoring, wildfire

detection, animal tracking, precision farming, and disaster relief applications.

• Health applications: Recently, sensor networks became an essential part in

health care systems. Hospitals are equipped with numerous sensor networks

that monitor patients and return their state and location. This can be critical

for patients requiring constant monitoring, like diabetic patients.
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• Industrial applications: One of the fields getting most benefits from WSNs

is the industry. These applications could be in buildings, constructions, and

bridge condition monitoring to provide health information of the structure.

Furthermore, sensor nodes can monitor the condition of machines, providing

in some cases automatic maintenance, very important in production processes.

Another vital role of sensor networks is to monitor production performance

[EMN+13].

2.4 Protocol Stack

Sensor nodes follow a protocol stack when performing tasks like sensing the envi-

ronment, communicating with each other, and delivering the sensed data to the

gateway/sink. Also, the gateway is usually connected to the internet or to the end

user (see Figure 2.2). Such protocol stack comes with multiple layers, each layer

having its own tasks, and with multiple planes. As shown in Figure 2.4, these are:

i) physical, data link, network, transport, and application layers; ii) power manage-

ment, mobility management, and task management planes [KB17, ZJ09]. The next

subsections detail these layers and planes.

Application Layer

Transport Layer

Network Layer

Data Link Layer

Physical Layer

Figure 2.4: Wireless sensor network protocol stack.
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2.4.1 Physical Layer

This layer converts the bits coming from the data link layer to signals that can be

transmitted through the wireless communication medium. For this purpose, the

physical layer performs tasks like modulation/demodulation of digital signals, and

other. A main concern in WSNs is to find simple and low cost modulation techniques

and transceiver architectures. These techniques and architectures should be reliable

and efficient enough to produce the intended services [KW07]. Other tasks related to

the physical layer are frequency selection, carrier frequency generation, transmission

medium, data encryption, and signal detection.

2.4.2 Data Link Layer

This layer is responsible for reliable link communication. It consists of a set of

subsystems, each one having its own functionalities, as described bellow:

• Medium Access Control (MAC): Two goals of MAC protocols in wireless sensor

networks are: i) to achieve a direct connection between nodes, so that data

can be transmitted to a neighboring node; ii) to share the medium between

competing nodes in an efficient way.

• Power saving modes: A common way to save power is to turn the transceiver

off, when possible. However, if the transceiver is switched off whenever there

is an idle period, the overall energy consumed will be greater than if the

transceiver is left on. This is because it takes some time for nodes to switch

from one state to another and, consequently, more energy is necessary to trans-

mit the same amount of data. For this reason, the transceiver should turn off

when the idle time is expected to reach a specific threshold.
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• Error control: A main responsibility of data link layer is to correct errors during

data transmission. Two ways to control errors are Automatic Repeat Request

(ARQ) and Forward Error Correction (FEC). In ARQ, when a receiving node

detects an error in the received data, it sends a request to the sender so that

the original data is retransmitted. On the other hand, FEC occurs when the

receiving node receives enough redundant data that allows the node to correct

the errors in the received data, avoiding ARQ technique.

2.4.3 Network Layer

This layer is responsible for routing sensing data coming from sensor nodes. Mul-

tiple sensor nodes collect data from the surrounding environment and send it to

a sink/gateway. This many-to-one traffic pattern differs from the pattern used in

other networks, which makes the protocols used in traditional networks not appli-

cable in WSNs. Furthermore, traditional network protocols are not energy efficient,

which is a main concern in WSN protocols. Therefore, when designing a network

layer and routing protocols for WSNs, energy constraints and traffic patterns must

be considered.

2.4.4 Transport Layer

This layer is responsible for maintaining the end-to-end data delivery. Contrarily to

nodes in unconstrained networks, sensor nodes cannot store much data and acknowl-

edgments (it is very expensive), meaning that end-to-end retransmission and window

based congestion techniques, used in Transport Control Protocol (TCP), cannot be

applied to WSNs. Therefore, new techniques to ensure the end-to-end communica-

tion are required. In addition, sensor networks are application specific, which means
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that the reliability required by a certain application may not be required by other

applications.

2.4.5 Application Layer

This layer includes the applications running at the node, which are usually respon-

sible for data and management tasks. Some application protocols include: i) Sensor

Management Protocol (SMP); ii) Task Management and Data Advertisement Pro-

tocol (TMDAP); iii) Sensor Query and Data Dissemination Protocol (SQDDP).

2.5 Wireless Sensor Network Topologies

Hundreds, and sometimes thousands, of sensor nodes can be deployed in difficult sen-

sor fields [IGE00]. This kind of deployment may lead to unattended and inaccessible

nodes, which means that when a node fails the maintenance of the network becomes

a challenging task. The network topology, therefore, is a critical parameter that

affects performance factors like network latency and robustness [KB17]. Regarding

how sensor nodes are deployed in the area of interest, the following possibilities exist:

• Pre-deployment and deployment phases: Two ways to deploy the nodes

include throwing them randomly (e.g., falling from a plane, dropping by a

catapult that throws the nodes from a ship board) or placing them carefully

one by one in the environment (e.g., placing one by one at factory, which can

be done by humans or robots) [ASSC02]. There are some concerns that should

be taken into consideration at pre-deployment phase:

(i) Minimization of installation cost;
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(ii) Maximization of arrangement flexibility;

(iii) Enforcement of fault tolerance and self-organization.

• Post-deployment phase: After deployment of nodes, their topology may

change when the nodes change their location, reachability, energy, malfunction,

or task details [IGE00, MKQP01].

• Re-deployment of additional nodes phase: Additional nodes could by

deployed to replace the failed nodes or due to any change in tasks. When new

nodes are added, the network may need to be re-organized.

2.6 QoS in Wireless Sensor Networks

To estimate and enhance the network performance, network QoS parameters like en-

ergy consumption, reliability, availability, bandwidth, and latency must be carefully

specified. Methods and protocols should try to ensure such QoS requirements. QoS

can be application specific or network specific. The application specific relates to

how each application differs in its specifications, requirements, and objectives. Net-

work specific, on the other hand, relates to the requirements that a network must

try to fulfill, regardless of the applications using it [AKA+17]. Achieving QoS in

such networks can be quite challenging because of the following [BSS+10, BZM11]:

• Resource limitations: Energy, processing, bandwidth, and transmission range

are very common constraints in WSNs. Consequently, providing QoS in such

networks is difficult. For example, depleted batteries cannot be recharged

in many sensors, which imposes limitations on protocols and methods for an

efficient use of energy.

20



CHAPTER 2. Wireless Sensor Networks

• Data redundancy: Hundreds and even thousands of sensor nodes may be de-

ployed in the area of interest, which results in a lot of redundant data in

most of the cases. Although data redundancy can help in reliability issues,

it increases the energy consumption significantly. Therefore, many techniques

like data aggregation and data compression are used to minimize the energy

consumed by reducing the volume of the transmitted data. However, these

techniques bring additional computational activities and delay in some nodes

(e.g., cluster heads) and may complicate the design of QoS in WSNs. An al-

ternative solution can be NC, where transmitted data is encoded and decoded

in intermediate encoding nodes, as will be detailed in Chapter 3.

• Dynamic network topology: In mobile WSNs, nodes can move and change

their position to provide better coverage or due to link/node failure. Mobility

complicates the task of achieving QoS requirements.

• Node deployment: From a cost perspective, deploying sensor nodes in a ran-

dom/unstructured way is better than pre-planned/structured deployment. On

the other hand, structured deployment is better to achieve the QoS require-

ment. When sensor nodes are placed in pre-planned locations, QoS methods

will have network information that helps in neighbor and path discovering.

• Heterogeneous sensor nodes: Some applications require different types of sen-

sor nodes, which results in different data generated at different rates. For

example, an application that monitors temperature, pressure, and humidity

may need three different sensors. Also, different sensors to capture moving,

image, or video can be included in a single application. Thus, to fulfill QoS in

such applications, different constraints and requirements should be considered,

according to the intended application and its desired results.
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2.7 Routing Protocols in WSNs

This section presents different routing or data dissemination protocols used in WSNs,

based on different classification criteria.

2.7.1 Cluster based Routing Protocols

Low-Energy Adaptive Clustering Hierarchy (LEACH), proposed in [HCB+02], is one

of the most common clustering protocols in WSNs. It is appropriate for applications

that need constant monitoring and periodic reporting of information. LEACH con-

siders two steps: a setup step, to arrange the nodes in clusters, and a steady step

to perform data routing and aggregation. In the first step, the network is divided

into clusters and a cluster head is chosen for each cluster. Then, at the second step,

data aggregation is performed inside the clusters for transmission to the sink.

In LEACH, a predetermined percentage of nodes that can be cluster heads, denoted

by Pr, is defined at setup phase. A random number y, between 0 and 1, is generated

for each node n ∈ N , where N is the set of nodes that were not cluster heads in

the last 1/Pr rounds. Such number is compared with a threshold th, and if y > th

then the node is set as cluster head. The threshold th, calculated at each round Γ,

is given by:

th =
Pr

1− Pr × (Γ mod (1/Pr))
(2.2)

After being chosen, cluster heads send a message to other nodes informing that

they are the new cluster heads. When non cluster heads receive such message, they

decide which cluster to join according to their coverage range. Even though LEACH
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reduces the energy consumed and, accordingly, increases the network lifetime, it has

some limitations [GCS14]:

• It does not provide any information related to the number of cluster heads in

the network;

• When a cluster head fails, due to any reason like depleted battery or environ-

ment, cluster members will never be able to communicate their data to the

sink/gateway;

• LEACH considers that all nodes are able to send the data to the sink, which

gives the ability for each node to be a cluster head and this may not be

advantageous in terms of energy constraints.

In [SSS10], an Hybrid Energy Efficient Distributed (HEED) clustering approach is

introduced. The main goal of this protocol is to maximize the lifetime of the network

by creating efficient clusters. Two parameters are considered when selecting the

cluster heads: the remaining energy of the node and the intra-cluster communication

cost. Intra-cluster communication cost reflects the communication between a cluster

head and its nodes. Consequently, the minimum communication cost is the mean

of minimum power levels that nodes in the cluster consume when communicating

with the cluster head. This cost, called the Average Minimum Reachability Power

(AMRP), can be calculated as:

AMRP =

r∑
n=1

Pmin
n

r
(2.3)

where Pmin
n is the minimum power required by node n in the cluster to send packets

to the cluster head, and r is the number of nodes in the cluster.
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The clustering process in HEED needs a number of iterations, Niter, to be accom-

plished. Each iteration takes time tc which should be enough to receive messages

from nodes within the cluster range. Initially, and before running the clustering

algorithm, each node sets its probability Pch of becoming a cluster head to:

Pch = Pr ×
Eresidual

Emax

(2.4)

where Pr is the percentage of initial cluster heads, Eresidual is the current energy of

the node, and Emax is the initial energy of the node, which is supposed to be full.

The probability Pch should not be less than a threshold thmin.

Clustered diffusion with Dynamic Data Aggregation (CluDDA) is a new hybrid tech-

nique, which has both clustering and diffusion mechanisms [CH03]. In this technique,

the sink generates a query (interest message) with a detailed definition of tasks that

should be performed on the data to generate a suitable reply. The knowledge of the

query is used to reduce the amount of processed data. This mechanism of combining

clustering with direct diffusion saves the energy of nodes because only cluster heads

and gateways transmit interest message and the rest of nodes will be silent till they

have a request to serve. A great feature of CluDDA is the query cache, provided by

cluster heads and gateway, that contains the aggregated data and the addresses of

neighboring nodes that created data messages.

2.7.2 Chain based Routing Protocols

In cluster based data routing protocols, if the nodes are further away from the

cluster head then they will consume too much energy when transmitting data to

their cluster head. To reduce the energy consumed, each node can send data only

to its closest neighbors. The Power Efficient data GAthering protocol for Sensor
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Information Systems (PEGASIS) uses such approach and arranges nodes in a linear

chain [LRS02].

A chain can be formed by applying a greedy algorithm. Assuming that the nodes

have a global knowledge of the network, the idea is for the furthest nodes to start the

chain formation, and then each node chooses its closest neighbor to be its successor.

For data forwarding, each node receives data from its neighbor, accumulates with

its own data and then sends it to the next node in the chain. Sending data to the

sink is performed by a node called leader, which is similar to the cluster head in a

clustering approach.

In [LRS02], two protocols are proposed: binary chain based scheme and three-level

chain based scheme. In binary chain based scheme, each node sends data to the

nearest neighbor in a specific level. At each level, the nodes collecting data (from

other nodes) build a chain in the next level of the hierarchy. At each higher level,

the same process is applied, and in the highest level the leader sends the data to

the sink. In a three-level chain based scheme, all r nodes are arranged in a linear

chain and divided into G groups, each group containing r/G sequential nodes of the

chain. In this hierarchy, only one node from each group will participate in the next

level. The G nodes in the second level will also be fragmented into two groups. In

this case, there will be only three levels to deal with.

2.7.3 Tree based Routing Protocols

These protocols are used in topologies where network nodes are organized as trees

rooted at the sink. Data is routed from tree leaves (source nodes) toward the tree

root (sink/gateway).
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Energy Aware Distributed heuristic Algorithm (EADAT), introduced in [DCX03],

builds an efficient energy tree based algorithm. In this algorithm, control messages

are propagated by the nodes. Such control messages include:

1. ID: Sensor node ID;

2. Parent: Node’s parent;

3. Power: Node power;

4. Status: State of the node (leaf, non-leaf, undefined state);

5. HopCnt: Number of hops from the root.

In EADAT, the sink starts with a broadcasting msg (ID, -, ∞, status, ∅), assuming

that the root (sink) has infinite power supply. When a node n receives a control

message for the first time, it sets up its time to t, which counts down when the

channel is idle. During this process, node n will record the parent node that has the

highest residual power and the shortest path to the root. When t times out, n broad-

casts msg (IDn, parentn, statusn, hopCntn) where the hopCntn = 1 + hopCntparent.

If a node n̂ receives a message from n saying that parentn = n̂, then n̂ will mark

itself as a non-leaf node, otherwise n̂ is a leaf node. This process continues until the

aggregation tree is built.

The advantage of this algorithm is that the nodes with higher energy have a greater

chance to be parent nodes. For maintenance, each node has a threshold thn, which

is used to check the node power. If the power is less than thn, the node broadcasts

a help message for some time units and its radio will shutdown. The child node

that receives the help message will switch to a new parent or enters in danger state.

When the node, in danger state, receives a HELLO message from a neighbor node

n that has shorter distance to the sink, it invites n to join the tree. A great feature
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of the EADAT algorithm is that the network lifetime increases linearly with the

density of the network.

In [TK03], the goal of the Power Efficient Data gathering and Aggregation Protocol

(PEDAP) is to increase the network lifetime in terms of the number of rounds.

In each round, data is transmitted from several nodes to the sink. PEDAP is a

minimum spanning tree based protocol that can improve the network lifetime even

though the sink is inside the sensing area. PEDAP decreases the total energy,

expended with communication in each round, by computing the cost of using the

minimum spanning tree:

Cij(k) = 2× Eelec × k + Eemp × k × d2
ij (2.5)

where Cij(k) is the cost of transmitting k bits from node i to node j, Eelec is the

energy consumed by the transmitter and receiver circuitry, Eemp is the energy con-

sumed by the transmit amplifier, and dij is the distance between the nodes i and j.

To control the load between nodes, the residual energy of each node should be taken

into consideration. In this case, a node with low energy should keep its remaining

energy to transmit its data to the closest neighbor, and not receiving or forwarding

data coming from its neighbors. This is performed in the new version of PEDAP,

which is PEDAPAP, by changing the cost to:

Ĉij(k) =
Cij(k)

ei
(2.6)

where ei is the residual energy at node i. This energy ei is normalized with respect

to the battery energy when the node starts sensing.
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2.8 Summary

In this chapter, a discussion on WSNs is presented. This includes the definition of

a WSN, its types and characteristics. The architecture of sensor nodes and their

protocol stack is also discussed. The chapter also explains how these sensors can be

deployed in the environment of interest, and what are the constraints that should

be taken into consideration when using these networks. QoS in WSNs is explained,

and the last section gives an overview of the routing protocols used in such kind of

networks.
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NETWORK CODING

B
efore network coding, the network performance increase efforts were focused

on improving network throughput and packet delivery by selecting the best

path and the best network topology. Additionally, data retransmission is always an

option to ensure transfer reliability. However, in the beginning of the last decade

Ahlswede et al., [ACLY00], introduced NC as a new concept to improve network

throughput and reliability. Unlike the store-and-forward principle of conventional

communication systems, NC allows network nodes to process data before forwarding.

More specifically, a node can perform linear combinations on the received packets,

and route one or more combined packets.

The combination tasks in network coding can be binary operations like bitwise XOR,

which is the simplest coding scheme that can be applied to the packets. Linear

operations can also be performed under finite field setting [FLBW06, LYC03]. This
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: Gateway
: Relay node
: Source node

Figure 3.1: Traditional routing in wired multicast network.

: Gateway
: Relay node
: Encoding node
: Source node

Figure 3.2: Binary coding in wired multicast network.

technique allows destination nodes to decode and retrieve the original data as long

as enough linearly independent coded packets are received. Figure 3.1 shows a

multicast example in wired network when using traditional routing. In this example

the source S sends two packets k1 and k2 to the gateways G1 and G2. As shown

in the figure only gateway G1 receives both packets, while gateway G2 receives just
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k1, considering one-packet link capacity. On the other hand, when NC is used,

both gateways receive k1 and k2, as illustrated in Figure 3.2. With NC, k1 and k2

are XORed and sent as one packet to both gateways, which perform the decoding

process and retrieve the original ones. In particular, when using NC both packets

sent are received by both destinations in nine packet transmissions. On the other

hand, in traditional routing (Figure 3.1) additional transmissions are required to

deliver the same data.

The rest of this chapter is organized as follows. Section 3.1 describes the benefits of

NC, while Section 3.2 presents binary and random linear NC, respectively. In Section

3.3, the encoding and decoding processes are illustrated. Section 3.4 discusses the

work related to NC. Finally, Section 3.5 presents the summary of the chapter.

Contributions:

• Survey on network coding theory. Besides describing their benefits and the

encoding/decoding process, network coding schemes proposed in the literature

are discussed.

3.1 Network Coding Benefits

With NC, networks can achieve benefits like better throughput, robustness and

security. Such advantages are detailed in the following subsections [HL08].

3.1.1 Throughput

With network coding, the fact that packets are combined before their transmission

will allow more data to be delivered for the same number of packet transmissions,
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when compared with traditional routing. This is illustrated in Figures 3.1 and 3.2

for a wired multicast network. Regarding wireless networks, their broastcast nature

also allows throughput benefits. A simple example would be a scenario where two

source nodes need to exchange their data but they are not in each other’s coverage

area. In this case, an additional node is required to act as a relay node between

these sources. Figure 3.3 shows that the two sources need four transmissions for the

data to be exchanged in traditional wireless network. On the other hand, with NC

only three transmissions will be required to accomplish the same task, as illustrated

in Figure 3.4.

Figure 3.3: Traditional transmission in wireless network.

Figure 3.4: NC based transmission in wireless network.

3.1.2 Robustness

Packets can be lost due to collision, link outage or buffer overflow. To ensure that

packets are received at the destination, positive acknowledgments (ACK) and neg-

ative acknowledgment (NACK) messages can be used. With this mechanism, the
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destination sends an ACK message to the source to confirm correct receipt, avoid-

ing retransmissions, or sends a NACK to ask for retransmission. When using these

mechanisms in NC based WSNs, however, there are tradeoffs. The main problem

when dealing with NACKs is deciding which node should respond and send the

missing messages. Nodes can not perform decoding tasks until a sufficient number

of packets have been received. Also, if NACKs are sent by all nodes then too much

energy will be consumed. To overcome this problem, each node with the missing

messages, and hearing NACKs, should wait for a period of time to see whether any

of its neighbors will send the requested messages. If that does not happen, and

before the timeout, the node responds by sending the requested messages.

Network coding can achieve robustness against packet drops resulting from link

failures, with no need for retransmission or rerouting. Figure 3.5 shows an example

of a multicast network with one source and two gateways. As shown in Figures

3.5a and 3.5b, the maximum flow from source s to any gateway is 3, assuming the

link capacity is one unit. Regardless of the output port through which packets k1

and k2 go out, in a link failure scenario one of the gateways may not receive both

packets. In case of network coding, illustrated in the Figure 3.5c, the source and

nodes E1 and E2 can linearly combine the received data. Consequently, when a link

fails, regardless its location, both gateways can decode and recover the lost data.

This is so because each gateway will receive at least two out of three independent

coded data units [KM14]. Thus, with network coding, a multicast rate of 2 is always

achieved no matter which link fails.
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: Source node
: Relay node
: Gateway

(a) Flows towards G1.

: Relay node
: Gateway

: Source node

(b) Flows towards G2.

: Source node
: Relay node
: Gateway
:Encoding node

(c) Transmission with NC.

Figure 3.5: NC robustness in multicast network.

3.1.3 Complexity

Optimal routing algorithms and NC can take both the best of the available band-

width, and in some cases give similar solutions. However, complex routing algo-

rithms may be required to obtain adequate solutions. An example of this complex-

ity is the multicast routing when selecting the minimum cost subgraph, which takes

us to the Steiner tree problem that is known to be NP-hard. With NC the same

problem can be seen as a linear optimization solved with distributed solutions of low

complexity [HL08].

3.1.4 Security

Data transmitted in plain text form is vulnerable and easy to be hacked. On the

other hand, with NC the attackers will have difficulty in getting the original message

because data is encoded. For example, in Figure 3.2, when an attacker obtains the
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coded data (k1 ⊕ k2) it is difficult to recognize k1 or k2. In some cases, however,

using NC cannot protect the data from attacks. Considering Figure 3.2, if node

E is a malicious node then it can send a malicious packet, instead of sending the

coded packet k1 ⊕ k2. In such scenario, contrarily to original packets, detecting the

manipulation performed on the coded packet is more difficult. Thus, NC can be

seen as having security drawbacks.

3.2 Encoding Schemes

3.2.1 Binary Network Coding

In binary NC, bitwise XOR can be used to encode the packets as previously shown

in Figure 3.2. In this illustration, the intermediate node E works as an encoding

node and applies a XOR between packets k1 and k2, generating a single coded packet

which is forwarded to node R3 (works as a relay node). As a final step, node R3

sends this coded packet to both destinations. Therefore, gateways G1 and G2 can

retrieve both packets by applying XOR again (k1⊕ k2) with k1 and k2, respectively.

This scheme is considered computationally light.

3.2.2 Random Linear Network Coding (RLNC)

Random linear coding encodes a group of r packets by creating a linear combination

of the form
∑r

i=1 αiki, where αi is a coefficient generated over finite field and ki

is the packet. A finite field is any field containing a finite number of elements.

When the field size is large enough (i.e., 28 or 216), the probability of retrieving the

original packets at the destination increases significantly. Large field size increases
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the probability of generating independent coded packets (innovative packets), which

helps the destination node in the decoding process. This is because the destination

needs to receive enough linear independent coded packets to ensure a successfully

decoding. Figure 3.6 shows an example of this kind of coding, where the source

node S sends two coded packets to nodes R1 and R2. These coded packets are

combinations of the original packets, k1 and k2, and the corresponding coefficient

αi. The encoding node E receives the coded packets, re-encodes them, and sends

the re-coded packet to gateway G1 and G2 using R3 as a relay node.

: Gateway
: Relay node
: Encoding node
: Source node

Figure 3.6: Random linear coding in multicast network.

3.3 Encoding/Decoding Process

Original packets are divided into symbols of a specific size. Then, packets originating

from one or more sources, that need to reach destinations, are linearly combined.

Such combination is performed by multiplying each symbol with a scalar coefficient

generated randomly from a finite field. This process will generate one or more
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coded packets with the same size of the original packets. The coded packets are

then transmitted along the network, and encoding can be recursively performed on

them. When the packets reach the destination, the decoding process can be applied

to extract the original packets. To perform the encoding process the following should

be considered:

• Each packet consists of ` bits, and small packets are padded with 0’s;

• s consecutive bits is a symbol over finite field F2s ;

• Each packet is a vector of `
s

symbols;

• Linearly combined packets of length ` results into coded packets of length `.

Now, assume the original packets (k1, ..., kn). A coded packet ω will be:

ω =
n∑
i=1

αiki (3.1)

where coefficients α1, ..., αn are in F2s . Since the summation must occur for every

symbol position,

ωu =
n∑
i=1

αik
u
i (3.2)

where kui and ωu are the uth symbol of ki and ω, respectively. The encoding process

occurs recursively through the network. In particular, when any intermediate node

receives the coded packets ω1, ..., ωm, it encodes them again to generate a linear

combination of these packets as:

ω̂ =
m∑
j=1

α̂jωj (3.3)
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where α̂1, ..., α̂m are the coefficients over F2s generated by the intermediate nodes.

The re-coded packet ω̂ is tagged with sequence of encoding coefficients given by:

α̂i =
m∑
j=1

α̂jα
j
i (3.4)

When a node receives m arrivals (α1, ω1), ..., (αm, ωm), it needs to retrieve the orig-

inal packets. This can be achieved by solving the system:

ωj =
n∑
i=1

αjiki,∀j = 1, ...,m (3.5)

This linear system has m equations that need to be solved to extract the n unknowns

(unknowns are ki). To perform this, it requires that m ≥ n to be able to recover all

original data, which means that the number of received packets should be at least

equal to the number of the original packets. However, this case (m ≥ n) is not

sufficient since the received packets may be linearly dependent [FLBW06].

3.4 Related Work

Network coding has been explored for different kinds of networks, which include

wired, wireless, sensor, and mobile networks. Each type of network applies NC to

achieve a certain goal, which may relate to throughput increase, security improve-

ment, reliability (decrease of packet drops), and energy saving.

In [dALFMA18], dynamic network coding is used in multi-source systems that orga-

nize nodes as peers to form a P2P network, shown in Figure 3.7. In these systems,

a coordinator server is used to assign the roles for peers, ensuring that the NC

process is accomplished successfully. The paper employs dynamic NC, where all
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peers in the P2P distributed system participate in the encoding/decoding processes.

Specifically, the authors propose a model that contains different types of nodes: i)

independent sources, each source having a different type of data to distribute to the

requesting peers; ii) peers that request the data from sources and share this data

between them. Network coding is used in this multi-source systems to improve the

distribution time.

Server

Video Music Photo PDF

: Peer node
: Source node

Figure 3.7: Dynamic network coding with nodes organized as peers in P2P network
[dALFMA18].

CodeDrip, proposed in [JTV+17], is a data dissemination protocol that utilizes net-

work coding to achieve reliability, energy saving, and to increase the data dissemi-

nation speed in WSNs. When network coding is used, packet drops can be recovered

in the decoding process, using non dropped packets. Such kind of packet recovery,

avoiding retransmissions, increases the speed of data dissemination. The authors

state that existing dissemination protocols were not able solve the trade-off between

energy consumption and increasing the dissemination speed. In particular, such

protocols try to selectively retransmit the lost data, avoiding redundancy, to save
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energy but at the same time introduce a large delay. In contrast, CodeDrip achieves

a balance between energy consumption and data dissemination speed. To combine

packets, binary coding with finite filed F2 (XOR) is used to reduce the overhead

induced by the encoding/decoding process.

In CodeDrip, each node has two buffers one for the original data, and the other

for the combined data. When an original packet arrives, the node stores it in the

original data buffer, and waits for its time to send. On the other hand, when a

combined packet arrives, the node checks if it is possible to decode this packet using

the packets in buffers. If this is not possible, the node stores this coded packet in

the combined data buffer and waits for other packets to arrive. When an original

data packet is to be sent, the node must decide either to send the original packet

or to encode this packet with other packets, selected randomly from its buffer, for

sending.

The work in [HMS+03] is based on the model presented in [KM03]. Let us assume

a network represented as a directed graph G = (V,E), where V is the set of ver-

tices and E is the set of edges. The model contains discrete independent processes

k1, ..., kn, where ki is generated at source i and needs to be communicated to multiple

destinations. Moreover, let the corresponding output process at a destination D be

represented as Z(D, i). Note that the data is transmitted as vectors of bits with the

same length `. The model contains r links that are either incoming (head(e) = ν)

or outgoing (tail(e) = ν) links to/from node ν. Let Y (e) stand for a random process

transmitted through the link e, such that tail(e) = ν. Likewise, node ν can observe

the random processes Y (ě) for all ě entering node ν. The linear combination at node

ν can be represented as:
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Y (e) =
∑

{i: ki generated at ν}

αi,eki +
∑

{ě: head(ě)=ν}

βě,eY (ě) (3.6)

where ki is the random process generated by node ν, αi,e is a coefficient generated

over finite field, and Y (ě) plus βě,e are the signals/data entering node ν through the

link ě, head(ě) = ν, and the associated encoding vector, respectively. In a similar

way, the linear combination of the received processes Z(D, i) at the destination node

D is given by:

Z(D, i) =
∑

{ě:head(ě)=D}

δDi,ě
Y (ě) (3.7)

where δDi,ě
are the coefficients. However, in the multicast case considering delay

(as packets can arrive in different units of time t), memory in destination nodes is

needed and the linear coding in Equations 3.6 and 3.7 become as:

Yt+1(e) =
∑

{i: i generated at ν}

αi,ekit +
∑

{ě:head(ě)=ν}

βě,eYt(ě) (3.8)

Zt+1(D, i) =
∑

{ě:head(ě)=D}

t∑
l=t−σ

δDi,ět−l
Yl(ě) (3.9)

where σ is the memory required at the destination and the coefficients αi,e, βě,e, δDi,ě

are generated over F2` .

In [GCSS14], a network model is proposed that takes into account the disjoint routes

connecting nodes. Packets are divided into generations, each generation having r

packets. For a given encoding vector αi = [αi1, αi2, ..., αir] (generated randomly over

F28) and a given input packet vector k = [k1, k2, ..., kr], the coded packet will be

given by:
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ωi =
r∑
j=1

αijkj (3.10)

At the destination, the coded packets are combined and represented as a system

of linear equations. The destination node must have also the coefficient matrix,

to be able to decode the packets. With these two elements (linear equations and

coefficient matrix), the destination applies Gauss-Jordan elimination, to put the

decoding matrix in reduced row echelon form, and solves the linear equations. In

this case, a set of r packets (a given generation) is received together with the encoding

vector αi = α1, α2, ..., αr that was used to encode the r packets. Consider also that

a generic element of the decoding matrix A can be represented as Aij = αij, where

i = 1, 2, ..., r and j = 1, 2, ...,m, where m is the number of received packets in a

given generation. Then, when the matrix has a full rank, ı.e rank(A)= r = m

in specified generation, the node can solve the linear equations and obtain all the

original packets related to this generation. Thus, part of the source’s data will be

successfully decoded.

Figure 3.8 shows an example of how the just mentioned network coding method

performs. In this figure, the source node S has three packets a, b, and c, which are

the data to be encoded and sent to the destination G. For this purpose, source S

encodes these packets (generating k1, k2, and k3) and broadcasts the resulting coded

packets. Nodes E1, E2, and E3 receive the coded packets, encodes them again and

forwards the recoded packets. More specifically:

• Node E1 receives and encodes k1 and k2, creating the coded data k4 and k5

• Node E2 receives and encodes k1 and k3, creating k6 and k7

• Node E3 receives and encodes k1, k2, and k3 to k8, k9, and k10.
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When the coded packets reach the gateway, redundant packets are discarded and

the linearly independent packets are decoded.

: Source node
: Encoding node
: Gateway

Figure 3.8: Network coding model from [GCSS14].

Adaptive network Coding (AdapCode) [HTAG08] employs network coding to provide

reliable data transmission, by keeping the amount of traffic as minimized as possible.

Linear combinations are applied to groups r packets. At any node n, the coded

packet ω is generated by:

ω =
r∑
i=1

αn,iki (3.11)

When the coded packet ω is ready, the node sends it together with the r coeffi-

cients (αn,1, ..., αn,r), which are included in the packet’s header. The procedures in

AdapCode can be described as follows:

1. There are n messages of fixed size in the system.

2. Messages are separated into a specific number of pages, where each page has a

fixed number of r messages, where r should be a power of 2 (r is set up to 8).

3. Considering one source, this source sends packets periodically and pauses sev-

eral times to allow other nodes to spread the packets they receive.
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4. Intermediate nodes receiving a packet will check if enough messages were re-

ceived, by applying Gaussian elimination. This enables the node to decode all

messages in the packet’s page.

5. Intermediate nodes decide their coding scheme χ, which is a factor of r, ac-

cording to the number of its neighbors. Particularly, they send r
χ

packets,

where each packet is a linear combination of χ messages in a page, instead of

r messages.

6. The coefficients related to each linear combination are generated randomly

from 0 to 1− q, where q is a prime number set to 5.

In this method, if a certain node cannot decode the received packets, it will not be

authorized to collect and resend these packets. The reason is to a avoid collisions and

these packets, which the node could not decode, are likely to be heard by neighbors.

Another technique to avoid collisions is to force nodes to wait for a random period

of time, before sending their data.

According to [HTAG08], the most important task for a successful coding is to de-

termine the number of packets that can be combined into one packet. This depends

both on network and node densities, which describe how nodes are distributed in

some area and how many neighbors a node has, respectively. The long-term number

of neighbors, calculated by a node after decoding packets successfully, is given by:

ψ = β × ψ + (1− β)×Ncur (3.12)

where Ncur is a counter representing the number of sources sending the packets,

known by the node, and β is a factor that should be small when the network is not

stable (fails frequently), and large when the network is stable. This is a flexible way

of determining the number of neighbours, as it adapts to topology changes.

44



CHAPTER 3. Network Coding

To achieve reliability in network coding, it is important to determine the right num-

ber of packets to be aggregated into one packet, which is called the ‘coding scheme’

by the authors in [HTAG08]. Since each node will send one packet (linear combina-

tion of received ones) when an enough number of messages has been received then,

when compared to traditional flooding where each node sends χ messages, with NC

only 1
χ

will be sent.

In Cope [KRH+08], the coding layer is inserted between MAC and Internet Protocol

(IP) layers. Cope uses three techniques to provide efficient NC: opportunistic listen-

ing, opportunistic coding, and learning neighbor’s state. In opportunistic listening,

nodes can hear all communications in their coverage area, and keep heard packets

for some limited time (set to 0.5 seconds). In opportunistic coding, on the other

hand, the method should determine which packets should be combined together to

increase network throughput. In other words, any node should ensure that its des-

tinations will receive the maximum number of native packets. The next rule is used

to ensure that each next-hop can decode the received coded packet and extract its

native packet:

Rule: “To deliver r packets, k1, ..., kr, to r next-hops, n1, ..., nr, a node

can XOR the r packets together if each next-hop ni has all r− 1 packets

kj for j 6= i”.

In learning neighbor state, any node in the network needs to know its neighbors’

packets. This is achieved by a reception report, announced by each node to advertise

its packets. However, the reception report sometimes does not reach neighbors, due

to network congestion or delay. Therefore, Cope computes a delivery probability

between each pair of nodes and uses this probability to predict which packets each

neighbor has. Nevertheless, nodes may give (sometimes) a wrong guess of which
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packets its neighbor has. In this case, the missing native packet should be retrans-

mitted. When Cope applies its coding algorithm, it takes into account three issues:

• Never delay packets. When a channel is available, the node takes the first

packet in its queue and checks if there are other packets to be encoded with it.

In this case, it will make the encoding and broadcast the result to its neighbors.

If encoding is not done, however, the node does not wait to receive packets.

Instead, it sends the packet without any encoding.

• Divide packets based on their sizes, and encoding is done based on this division.

• Packets that will be forwarded to the same next-hop, or those generated in

encoding node (current node), are not encoded together. In such cases, coded

packets will not be decodable by the next-hop.

Cope gets the benefits from both unicast and broadcast modes in 802.11 MAC to

employ the NC. It is known that in unicast the packets are sent to a particular

receiver, which in turn replies with ACK if the transmission is successful. This can

improve reliability but causes a low throughput. In broadcast, however, throughput

increases but there are no acknowledgments, which leads to low reliability. Cope

deals with this situation through pseudo-broadcast. In pseudo-broadcast, node deals

with: i) link layer address; ii) XOR-header. The former contains a MAC address

that is intended to one of the destinations as unicast. The later contains all next

hops of the packet as broadcast. Thus, when a node receives a packet and it is not

the intended destination for this packet, it checks the XOR-header to verify whether

it is a next hop. If this is the case, it performs the required processing, otherwise

the packet is stored for a while in case any neighbor needs it. Pseudo-broadcast, in

Cope, is explained in Figure 3.9.
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Packet

Is it my address?

Check link 
layer field 

(MAC-address)

Process the 
packet

Yes

Check XOR 
header

No

Am I a next hop?

Process the 
packet

Yes

Store the 
packet in 

buffer

No

Figure 3.9: Pseudo-broadcast in Cope method, applied at intermediate nodes
[KRH+08].

In many network coding works, some centralized knowledge of the network topol-

ogy is required to compute the broadcast capacity and encoding/decoding functions.

However, in [CWJ03], a packet format is proposed to avoid such centralized knowl-

edge.
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3.5 Summary

This chapter discusses NC principles and how traditional and constrained networks

can both benefit from such concept. First, the chapter defines what is NC and its

advantages over traditional routing. NC can be binary or random linear NC. In

both types there are encoding and decoding processes, which are also presented.

The chapter ends with related research work on NC.
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FEDERATION OF WIRELESS SENSOR

NETWORKS

S
mart systems appear everywhere and this is expected to increase in the near

future [JSHG15]. Such trend, combined with the potential for the IoT to con-

nect tens of billions of objects to the internet, will allow geographically distributed

systems to collaborate and smart services to emerge. In such scenarios, P2P net-

works may have a key role allowing federated peers to collaborate and improve their

businesses.

Although cloud storage solutions have emerged, extra storage space always requires

extra physical disks and processing, meaning that connecting hundreds of millions

of sensors to the cloud will be extremely demanding. Besides this, such places are

known as storage places meaning that they are exposed to attacks. P2P approaches
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can overcome both these issues because participating peers/proxies also contribute

to storage and processing, peers communicate directly posing no burden on a specific

set of servers, and bandwidth bottlenecks are avoided. Encrypted communication

tunnels can also be built between peers.

In the context of federated constrained systems/networks some open standards be-

come important. Within Internet Engineering Task Force (IETF), the Constrained

RESTful Environments (CoRE) working group has focused on the development of

CoAP, a data messaging/transfer protocol providing a request/response interaction

model between application endpoints [SHB14, CSM+16]. More recently, CoAP Us-

age for RELOAD was proposed [JLVMC15]. RELOAD is a base protocol that pro-

vides a generic self-organizing P2P overlay network service, and uses pluggable ap-

plication layers, called Usages, which allow RELOAD to fit any purpose [JBLR+14].

Another example of a RELOAD Usage is the one defined for the Session Initiation

Protocol (SIP) in [JLR+16]. In a RELOAD/CoAP architecture the proxy nodes

form a distributed P2P overlay network to announce resources, allowing clients to

discover them. More specifically, the overlay can be used: as a lookup service, to

store existing resources, and as cache for data.

Many applications (e.g., industrial, environmental) require smart systems to commu-

nicate using wireless constrained networks. Such constrained environments usually

have energy efficiency and end-to-end packet error rate concerns, which are com-

peting goals (e.g., a packet may be sent through multiple paths to reduce error

rate but this increases energy consumption). An elegant way of achieving a balance

between these two goals is to use NC [KAAF13]. In this chapter, an extension of

CoAP Usage is proposed so that NC based constrained networks can benefit from

RELOAD/CoAP P2P distributed storage. That is, although packets will travel from

sources toward sinks/gateways, their final destination will be the P2P overlay where
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storage is done. When compared with the work in [JLVMC15], a new data Kind

structure is proposed for coded data and encoding vectors to be stored. For the

decoding process, required when original data packets are not received, a decoding

service is required at the P2P overlay network. Such architecture allows constrained

networks to reduce packet error rate while benefiting from an effective distributed

solution for data storage. This will serve as a basis for the proposal of mathematical

models and algorithms that determine the most effective routing trees, for packet

forwarding toward sink/gateway nodes, and adequate placement of coding nodes, as

will be detailed in the following chapters.

The remainder of this chapter is organized as follows. In Section 4.1 the relevant

standards for the federation of constrained networks are detailed. In Section 4.2

related work is discussed. Section 4.3 presents the architecture being proposed,

together with the proposed extension of CoAP Usage, and Section 4.4 presents a

summary of this chapter.

Contributions:

• An architecture for the federation of network coding based WSNs is proposed.

This ensures the recovery of lost packets even when the other non-lost packets

(coded or original packets) are forwarded towards different gateways.

Publications:

• Eman Al-Hawri, Noelia Correia and Alvaro Barradas, “RELOAD/CoAP P2P

Overlays for Network Coding Based Constrained Environments”. In Doctoral

Conference on Computing, Electrical and Industrial Systems, pages 307–315,

Springer, 2017.
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4.1 Federation Related Standards

4.1.1 Constrained Application Protocol

CoAP is an application level protocol designed for constrained devices with limited

power, processing, memory, and bandwidth (e.g., sensors and actuators) [MBL12].

It is a specialized web transfer protocol that realizes the REpresentational State

Transfer (REST) architecture for constrained nodes, and provides a request/response

interaction model between application endpoints. The coap:// and coaps:// URI

schemes are used to identify CoAP resources and provide a mean of locating the

resource. For discovery, a default entry point /.well-known is defined and the

internet media type application/link-format is assigned for CoRE Link Format

payloads [MC14]. Figure 4.1 shows both the web stack in IoT, including CoAP, and

the web stack in the normal internet [LC15].

CoAP

IEEE 802.11 PHY
IEEE 802.3 PHY

IEEE 802.11 MAC
IEEE 802.3 MAC

IPv6

TCP

HTTP

IEEE 802.15.4 MAC
IEEE 802.11 MAC

6LoWPAN

UDP/IPv6

IEEE 802.15.4 PHY
IEEE 802.11 PHY

IoT Web stack Internet Web stack

Figure 4.1: IoT web stack vs internet web stack.

CoAP can be seen as having two main layers: request/response layer and messaging

layer. The request/response layer deals with the interaction between the client and
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the server, in which the client requests a service and gets the response from the

server. This is similar to the client/server model in HyperText Transfer Protocol

(HTTP) and GET, PUT, POST and DELETE methods are also used. On the

other hand, the messaging layer deals with the transmission of messages, using User

Datagram Protocol (UDP), and the asynchronous nature of the interactions.

A message in CoAP can be a confirmable (CON), non confirmable (NON), or re-

set (RST) message. CON message is used when transmission requires reliability,

meaning that the server should respond with acknowledgment when receiving a re-

quest. Contrarily, when there is no need for reliability, the NON message should be

used. However, when the server can not process the client’s request, it sends a RST

message. Figure 4.2 shows CoAP’s sub-layers [CKP15].

Application

Request/Response
        Layer

Message Layer

UDP

Application
Layer

Transport Layer

CoAP

Figure 4.2: CoAP sub layers [CKP15].

4.1.2 RELOAD

RELOAD is a generic P2P framework for the management of self-organizing P2P

overlay networks, and pluggable application layers (Usages) can be defined so that
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it fits specific purposes [JBLR+14]. This protocol has important features, which

include security, Usage model, Network Address Translation (NAT) traversal, op-

timized routing and overlay algorithm extension capability. RELOAD allows the

definition of new application Usages that define data types and rules for their use.

Thus, RELOAD can have multiple purposes and can be used with new applications

through a simple documentation process that supplies the details for each applica-

tion [JBLR+14]. Recently, a CoAP Usage has been defined in [JLVMC15], which

defines a pluggable application layer for constrained networks, allowing a P2P over-

lay network to be built where sensor networks store their resources and/or data

measurements.

4.2 Related Work

In [CSDC11], an HTTP over IP network that is integrated with a CoAP wireless

sensor network over 6LoWPAN is provided. In this approach, a gateway is used

to connect CoAP based WSNs with HTTP based web applications. This gateway

consists of three main blocks: web server, database, and CoAP client, as shown in

Figure 4.3. Accordingly, the interaction between these blocks starts when the CoAP

client stores the obtained data from sensor nodes in the database, for this to be

available to a web server. Then, when the web server has a request to obtain sensor

data, it retrieves the demanded historical data from the database. In this case, there

is no need to communicate with the CoAP client. However, when the web server

needs up-to-date data from the WSN, it must communicate with the intended CoAP

client for this to retrieve the required data.

The approach previously discussed, from [CSDC11], can be used for local implemen-

tations but it is not scalable enough to be applied in federated network scenarios. In
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DataBase

Web Server CoAP Client

To/From
 WSN

To/From
 Web Client

Figure 4.3: Gateway main blocks [CSDC11].

[MBL12], a machine-to-machine communication architecture is proposed to federate

distributed WSNs. In this architecture, heterogeneous WSNs can be connected to

each other and to the internet as well. Both CoAP and RELOAD protocols are used

in the architecture. The proposed architecture contains different types of nodes and

different connection technologies, as shown in Figure 4.4. Nodes categories are listed

as follows:

• Local Nodes (LNs): Sensors and actuators using 6LoWPAN protocol and radio

technology for communication. Work as CoAP endpoints and have resources

that are to be stored/discovered in the RELOAD overlay. Since these nodes

have limited capacity, not being capable of act as RELOAD nodes, proxies are

used as intermediates.

• Non-IP LNs: Legacy sensors and actuators. These nodes also have resources

that need to be discovered in the RELOAD overlay and, similarly, proxies are

used to register these nodes’ resources in the RELOAD overlay network. The

difference between these nodes and the previous ones is that these nodes are not

using IP-connectivity, and ZigBee protocol is used instead. For each legacy

node, the proxy assigns a RELOAD node-ID and CoAP Uniform Resource

Identifier (URI), and a RELOAD resource-ID is assigned for each resource

hosted by these kind of nodes.
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• Wide area Nodes (WNs): Nodes that use cellular technologies for communica-

tion because they are geographically distributed. Additionally, they are peers

in the RELOAD overlay network, and sometimes work as clients to reduce

resources dissipation.

• Proxy Nodes (PNs): Nodes that are placed at the edge of WSNs to connect

sensor nodes to the internet. For every WSN, a specific domain in the CoAP

URI is provided to differentiate it from other WSNs.

• Gateway Nodes (GNs): These nodes work as peers in the RELOAD overlay

network and act as HTTP/CoAP proxies to take care of the translation process

between HTTP and CoAP protocols.

• Monitoring and Controlling Nodes (MCNs): Are HTTP clients that access to

WSNs resources using a CoAP REST interface.

The architecture has various features, namely: i) it provides a federation of WSNs;

ii) since WSNs are connected by a RELOAD overlay network, they can obtain each

other’s resources; iii) using CoAP and GNs nodes allows WSNs to integrate the

web, making their resources available to web clients.

Another work, [AL07], proposes to introduce peer-to-peer overlay sensor networks

with no need for proxies or infrastructure support. In this work, each group of nodes

is organized as a ring, where each ring contains at least one master node (see Figure

4.5). These masters are nodes with more powerful resources. Each master node can

handle the information of its slaves (limited nodes in the same ring) and O log(N)

other masters. Thus, all the queries are processed in a distributed way with a bound

of O log(N) messages. The idea is that when a client sends a query, the master node

starts searching in its keys (refers to the data stored in its ring) to response to

the query. If the lookup operation fails it means that the queried information is

56



CHAPTER 4. Federation of Wireless Sensor Networks
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      (MCN)
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Figure 4.4: CoAP and RELOAD architecture for WSNs federation [MBL12].

not in the master node nor in its slaves. As a result, the master checks if any of

the O log(N) masters have the information being requested. If this is the case, the

query will be forwarded to the master storing the data, otherwise the query will be

transmitted to the master closer to the target.

A P2P network using Kad protocol, from [SDAT14], integrated with CoAP protocol

is proposed in [SDA+15]. In this approach, called CoHaRT, the CoAP protocol is

located at the top of HaRTKad protocol stack, as shown in Figure 4.6. In CoHaRT,

the server first divides the payload into blocks. Then, when it receives a request, it

sends the first block to the client. Also, CoAP block option (in response’s header) is

set to inform the client that only a fraction from the actual payload has been sent.

This option contains the block number, block size, and whether still more blocks
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Figure 4.5: P2P based wireless sensor network [AL07].

are to be sent or not. When a client receives the block and sees the block option, it

stores the received block and sends a request for the next block.

Further Applications

CoAP

HaRTKad

UDP

IP

Ethernet

CoHaRT

Figure 4.6: CoHaRT protocol stack [SDA+15].

Since smart objects became a significant part of the IoT, many applications try

to control and manage the interactions between such objects and their resources.

The method in [IHVdA+14] aims to achieve such objective using CoAP protocol.

In this method, CoAP devices (smart objects) can be considered as embedded web

servers, identified by URIs, with resources demanded by clients. Each group of
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resources is called an entity, and each resource in a group is called an entity member.

The component managing the entities is called the Entity Manager (EM). Such

component is responsible for the creation, management and delete of entities. EM

also manages the communication between the entities and the internet user. In this

case, the user can communicate with the EM to create new entities or to determine

how the existing ones should behave. An advantage of using entities is that their

implementation does not require to be placed in a specific device. Rather, it can be

located on any CoAP server. Moreover, multiple entity managers can be placed on

several places on the network to avoid failure. Figures 4.7 and Figure 4.8 depict the

main parts of the system and entity manager, respectively.

Resource
 Directory

CoAP Client

Entity 
Manager

Resource
Registration

WSN

WSN

IPv6 Internet

Figure 4.7: Main components and their interactions [IHVdA+14].

When the entity manager receives requests from users, it sends these requests, using

CoAP, to the specified sensors. Then it gets the responses, aggregates them in a
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Knowledge 

Entity Profile

query
query
store

queryquery

store

CoAPEntity Manager

CoAP Client

Figure 4.8: Entity manager components [IHVdA+14].

way that satisfies the user requests, and sends it back to the user. As shown in

Figure 4.8, two databases are used: i) entity database that stores entity profiles,

where the profile of each entity characterizes its behavior; ii) capability knowledge

database (optional) that contains the rules and specifications to ensure sensor’s

ability of achieving user requests. In this method, the user has two choices when

communicating with the system. Either to connect to resources’ directory, to know

which resources are available, or to connect to the entity manager. The later allows

the user to create a new entity and decide how this entity will behave. This can be

done when the user issues a CoAP POST request and sends it to the entity manager.

Thereafter, the entity manager carries out the following tasks:

• Create the entity and assign a unique URI to it.
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• Store the entity in the entity database.

• Validate the entity. In particular, check if the required resources (demanded

by the user) are available and can be used.

• Inform the user about the entity URI, to be able to access and use the entity.

• Register the entity resources in the resource directory for these to be available

in the lookup process.

• Inform the user about errors that need to be fixed, when the entity did not

pass the validation process.

4.3 Proposed P2P Architecture

This section explains the proposed architecture and extention to CoAP Usage data

Kind, which allows NC based constrained wireless networks to benefit from P2P

overlays. A decoding service, to be provided by the P2P overlay, becomes necessary.

4.3.1 Overall Architecture

At the wireless section the nodes are organized in a way that packet flowing to-

ward the sink/proxy node is ensured. Figure 4.9 shows the proposed architecture.

Depending on factors like location, energy and functionality, nodes can be of type:

• Sensing: Data sources that forward their packets according to some routing

table. Nodes can turn to sleep mode to reduce energy consumption.

• Encoding: Nodes able to perform encoding. Besides forwarding original pack-

ets, extra coded packets are created by linearly combining received packets
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and packets overheard from neighbors. It may be required for them to have

more energy, memory and processing capabilities than others.

• Relay: Work just as relays and forward any received packets, either original

or coded, toward the sink. Perform no encoding/decoding operations.

• Sink: Destination of data. It is connected to the RELOAD overlay network

where packets can be stored and fetched by others.

It is assumed that encoding nodes propagate linear combinations of original packets

and packets overheard from neighbors, besides original packets. Sinks/gateways

store original and coded packets at the overlay. A specific scenario is discussed in

the following sections.

    : RELOAD node
    : Constrained nodes
    : Encoding nodes
    : Relay node
        : Hearing
        : Routing 

RELOAD 
Overlay [proxy]

Figure 4.9: Proposed P2P architecture.
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4.3.2 Storing Data and Standard Extensions Needed

4.3.2.1 Data Kinds

The data Kinds defined by CoAP Usage include the CoAP-REGISTRATION, to

announce available resources, and CoAP-CACHING for the storage of sensor mea-

surements [JLVMC15]. Although the CoAP protocol itself supports the use of prox-

ies, for the caching of sensor measurements and consequent reduction of both the

response time and network bandwidth consumption (see [SHB14]), the additional

caching mechanism of CoAP Usage allows such data to be stored in the P2P overlay,

improving even more the response time and network bandwidth utilization because

proxies will not become bottleneck points and a distributed access to P2P resources

is available.

Regarding CoAP-CACHING, the possibility of storing proxy data and sensor data

are both considered. That is, the proxy data structure supports data from multiple

sensor nodes, forwarding their data to a proxy, while the sensor data structure stores

measurements of a specific sensor node. Listing 4.1 shows the data stored for proxy

with NodeID 9996172 and URI coap://overlay-1.com/proxy-1, where mt is the

measurement time of data, ttl is the time-to-live, and v is the measurement value.

Resource -ID=h("coap :// overlay -1. com/proxy -1/")

KEY =9996172 ,

VALUE=[

</sensor -1/>; {mt =100000; ttl =10000;v=38};

{mt =100055; ttl =456990;v=42};

{mt =134000; ttl =234000;v=30}

</sensor -2/>; {mt =100000; ttl =10000;v=40};

{mt =400000; ttl =17000;v=25}

]

Listing 4.1: Storage of proxy data.
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The h(...) is the hash over the URI, which is used as key for storage in the

overlay. The Listing 4.2 shows a direct storage of data from the sensor with URI

coap://overlay-1.com/proxy-1/sensor-1. The proxy with NodeID 9996172 is

the one responsible for sensor-1.

Resource -ID=h("coap :// overlay -1. com/proxy -1/sensor -1")

KEY =9996172 ,

VALUE=[

{mt =100000; ttl =10000;v=38};

{mt =100055; ttl =456990;v=42};

{mt =134000; ttl =234000;v=30}

]

Listing 4.2: Storage of sensor data.

4.3.2.2 Requirements Regarding Network Coding

NC based constrained networks forward original and coded packets toward the prox-

ies participating as peers in the P2P overlay network. Therefore, for NC based con-

strained networks to benefit from such a distributed storage, the data Kind must

also allow the storage of:

• Encoding vectors: Required for the decoding. For deterministic NC these may

be stored at the overlay at peer registration time (done once). A proxy stores

encoding vectors of sensors for which it is responsible.

• Coded packets: Since decoding may not be done if a sufficient number of coded

packets has not arrived, it becomes necessary to ensure that coded packets are

stored.

Therefore, the current CoAP Usage data Kind must be extended. Listing 4.3 shows

an example when using such extended data Kind. The first value regards to the

64



CHAPTER 4. Federation of Wireless Sensor Networks

current data Kind structure and second value includes predefined encoding vectors

and arriving coded data.

Resource -ID=h("coap :// overlay -1. com/proxy -1/")

KEY =9996172 ,

VALUE=[

</sensor -1/>; {mt =100000; ttl =10000;v=38};

{mt =100055; ttl =456990;v=42};

{mt =134000; ttl =234000;v=30}

</sensor -2/>; {mt =100000; ttl =10000;v=40};

{mt =400000; ttl =17000;v=25}]

ENCODING =[

{enVector1;enVector2 ;...};

{1 stcodedData ;2 ndcodedData ;...}]

Listing 4.3: Sensor data using extended data Kind.

4.3.2.3 Storing and Fetching of Data

Figure 4.10 illustrates how storage of packets would be done. In this example,

encoding nodes E1 and E2 receive packets from their children, namely E1 receives

k1 and k2, and E2 receives k3 and k4. Moreover, these encoding nodes can hear each

other. In this case, the linear combinations of packets from children plus packets

they have heard is done (k1 + k2 + k3 + k4). When a single packet gets lost, it can

be retrieved when the decoding is performed. Please note that encoding can be

performed at different areas of the wireless section, and nodes may forward packets

toward different proxies/gateways. Therefore, decoding might require coded packets

stored by different proxies. Adequate ways of building routing trees, so that the

effectiveness of encoding increases, are proposed in the following chapters.

When a client needs to fetch sensor data from the overlay network, such data can be

directly available (original data) or there might be a need to perform the decoding
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     : Constrained nodes
     : Encoding nodes
     : Relay node
           : Hearing
           : Routing

Figure 4.10: Example of network coding at constrained network.

Decoding Node

FetchReq(URI)

Client RELOAD Overlay

FetchReq(“original data”)

FetchAns(“original data”)
Data

FetchReq(“encoded data”)

FetchAns(“1stcodedData;2ndcodedData;...”)

Data

FetchReq(“encoding vectors”)

FetchAns(“enVector1;enVector2;...”)

Figure 4.11: Decoding at RELOAD/CoAP P2P overlay network.

process, using stored coded data and encoding vectors, in order to extract the original

data. This decoding would be accomplished by RELOAD nodes able to provide

such decoding service. Figure 4.11 illustrates a scenario where the decoding service

is requested. A fetch request by some client may involve fetching original data and
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coded data, which also requires fetching the encoding vectors, so that the highest

amount of sensor measurements is returned to the client.

Since peers face the problem of finding the peers providing the decoding service,

the Recursive Distributed Rendezvous (ReDiR) service discovery mechanism can be

used [MC14]. ReDiR ensures that the load is distributed among the nodes providing

the service.

4.3.2.4 CoAP Option

CoAP allows options to be included in a message [SHB14]. Each option instance

specifies the option number, length of the option value, and the option value itself.

For the proxy to be able to differentiate the type of payload at CoAP packets, which

may be of original or coded type, it is necessary to include the corresponding CoAP

option number.

4.4 Summary

This chapter discusses how to federate NC based constrained networks through

RELOAD and CoAP Usage. The proposal is for NC based constrained networks

to be able to store encoding vectors and coded data at the P2P overlay network,

which requires an extension of CoAP Usage data Kind. This provides a scalable and

efficient way of discovering cached sensor data of geographically dispersed sensor

networks, allowing large scale applications to emerge, while taking advantage of NC

at the wireless section.
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5

NETWORK CODING FOR RELIABLE

WSNS

I
n a near future, sensing devices are expected to integrate many applications (e.g.,

health care, environmental) and in many cases these will have to communicate

using WSN [CSM+16]. Such constrained networks usually have energy efficiency

and end-to-end packet error rate concerns, which are competing goals (e.g., a packet

may be sent through multiple paths to reduce packet error rate but this increases

energy consumption). NC can be very useful in such scenarios, allowing a balance

between these two goals to be achieved in an elegant way [KAAF13].

In this chapter, a mathematical model and a heuristic algorithm are proposed to

plan for the best placement of encoding nodes while ensuring reliability. These

approaches are also able to address scenarios where sensor networks, using different
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gateways, are federated. In this case a distributed storage system is required to

ensure the recovery of packets when related coded packets arrive to the different

gateways.

The proposed mathematical formulation is generic, allowing for the use of one or

multiple gateways while considering any possible failure scenarios. The case of mul-

tiple gateways is relevant when sensor networks are federated, requiring a distributed

storage system (P2P overlay) for the storage of data and coded packets. Besides

having failure scenarios into account, one should privilege places where encoding

nodes would generate more innovative coded packets (nodes with high degree of

connectivity). An innovative coded packet is a packet that is linearly independent

from the previously received ones, considering a specific generation of packets. These

packets bring, therefore, new information that is useful in the decoding process. The

adopted approach ensures this issue.

The remainder of this chapter is organized as follows. Section 5.1 discusses related

research work. Section 5.2 details the assumed architecture, which can incorporate

scenarios of multiple gateways. In Section 5.3, the mathematical formulation for

the design of NC based reliable sensor networks is presented, along with a heuristic

approach. Section 5.4 includes a performance analysis of the mathematical model

and heuristic, and Section 5.5 provides the chapter summary.

Contributions:

• A mathematical model is developed to determine the optimal number of en-

coding nodes, and their location, under certain failure scenarios. Besides re-

ducing cost and improving reliability, sensor networks end up having a higher

performance in terms of delay because the overall number of network coding

operations decreases;
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• A heuristic algorithm is proposed for large-scale network scenarios.

• A comparison between the mathematical model, heuristic and SenseCode (from

literature) is performed.

Publications:

• E. AL-Hawri, N. Correia and A. Barradas, “Design of Network Coding Based

Reliable Sensor Networks”, Ad Hoc Networks, Vol. 91, Elsevier, 2019.

5.1 Related Work

Regarding node placement in WSNs, [GKJ16], [MMC+17], [NJ14] and [MHXT10]

are relevant works. In [GKJ16], the authors propose two methods for relay node

placement that give k-connectivity to sensor nodes. One of the methods uses a ge-

netic algorithm, while the other stands on a greedy approach. With a given number

of potential positions, and number of targets (sensor nodes), both algorithms try to

select the location for relay nodes so that the targets become k-connected. In [NJ14],

an algorithm is proposed for placing the minimum number of relay nodes, working

as cluster heads in a two-tier WSN. Full coverage and connectivity of the WSN,

and communication cost minimization, are goals to be achieved. The algorithm is

based on spiral sequence which is created for stationary sensor nodes to minimize

the total number of relay nodes. In [MHXT10], the authors introduce a constrained

relay node placement problem. The goal is to minimize the number of relay nodes,

which can be located in pre-determined candidate locations.

NC was initially introduced in [ACLY00], and has caught the attention of many

researchers. Most of these works try to introduce a good mechanism of coding,
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focusing on specific parameters like lifetime, delay, bandwidth, and/or energy to

improve the whole network performance.

In [GCSS14], a network model is proposed where nodes are connected by disjoint

routes and NC is used to increase reliability. This approach is suitable for adhoc

networks, where the network topology, packet loss, and node/link failures are difficult

to predict, and no specific gateway/sink nodes is assumed. The authors in [AV11]

propose a ARQ MAC protocol for control packets to coordinate a set of relay nodes,

acting as helpers in bidirectional communication. These helper nodes apply NC

technique (XOR method) to enhance the network performance. In all these works

any node can be the source or destination, meaning that the approaches are more

adequate for general wireless networks.

In SenseCode, [KAAF13], NC for many-to-one communication is addressed. That

is, there are multiple sources sending data packets towards a gateway/sink using

tree-based routing. Each node in SenseCode may deal with three kinds of messages:

messages received from its children, messages overheard from its neighbors, and its

own messages. To perform NC, the node generates linear combinations of these

messages. Applying this technique ensures that the sink will be able to recover

packets that have been dropped. SenseCode, to the best of our knowledge, is the

first one presenting the design and implementation of a collection protocol that

is suitable for sensor networks using NC. However, it is assumed that all nodes

participate as encoding nodes, which is not a very cost-effective solution. As stated

in [CTF10], NC operations increase the delay and node complexity and, typically,

the best performance is not achieved when all nodes perform NC.

In [EzAEOL17, EzAEO17] a clustering approach is proposed that takes into account

channel conditions and inter-node distance to decide adequate coding, decoding

or control usage. The attractiveness of the framework resides in the capacity of
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cluster heads to avoid the decoding process if it would not be necessary, and this

decision is based on the channel state and distance. The mentioned works do not try

to determine the adequate number of encoding nodes, and their placement, while

ensuring energy efficiency and reliability, which is addressed here in our work. Our

model is also adequate for multi-gateway scenarios, which is not considered by these

authors.

Regarding the placement of NC nodes, addressed in this work, [CTF10] and [KCP14]

are two relevant works. Authors in [CTF10] take care of such problem in the context

of streaming overlays. The article discusses how to decrease the delay of packet

delivery while selecting just a few number of nodes to be encoding nodes. Initially,

the expected number of duplicate packets is calculated for each node in the network,

helping to select the nodes performing the encoding process. Two algorithms are

proposed for two different cases: i) when a central node knows the whole network

information; ii) when nodes have just a local information knowledge. The results

for both algorithms show maximum profit while minimizing the number of encoding

nodes. The approach in [KCP14], called Centrality based Network Coding Node

Selection (CNCNS), minimizes the number of encoding nodes, leading to network

throughput increase. Nodes at the center of dense neighborhoods are chosen to

become encoding nodes, as network throughput is more likely to improve because

such nodes can generate more innovative packets.

The problem addressed in this chapter is different from the previous works due to

the following:

• NC is applied for reliability, similarly to SenseCode (in [KAAF13]), but here

the number of nodes performing encoding is minimized, avoiding unnecessary

overhead to some nodes. The optimal location of encoding nodes is also de-

termined.
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• The adopted approach takes into account many independent failure scenarios,

each leading to one or more inoperable links, which is more realistic than

considering that all links can equally fail.

• The possibility for WSNs to be federated is considered. This has the following

advantages: i) sensor nodes can perform encoding while leaving the decoding

processing burden to the gateway or interested users, saving energy; ii) a

distributed storage system to store original and coded data, together with

encoding vectors, allows coded packets from encoding nodes at border zones

(with neighbours sending their packets to other gateways) to be useful for the

decoding process, improving efficiency.

5.2 Architecture

5.2.1 Network Coding

Instead of simply relaying the received data packets, an encoding node generates

new packets by combining received packets with its own packets [FLBW06]. This

approach can be used to improve the throughput, efficiency, scalability, resilience to

attacks and eavesdropping in networks, as discussed in detail in Chapter 3. Regard-

ing the decoding process two possibilities exist:

• Packets carry network encoding coefficients, allowing encoding nodes to decode

packets first and then make further linear combinations. That is, the encoding

vector must be appended to the packet. This may constitute a significant

fraction of the payload if the original packet is short, which is typical in WSNs

[KAAF13].
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• Network encoding coefficients are known at the gateways or stored at a P2P

distributed storage system, as discussed in the following section and assumed

in this work. Re-encoding can be performed by inner network encoding nodes,

without a previous decoding, because recursive decoding can always be per-

formed at the end. Although this is more suitable for static configurations, a

node-to-gateway registration protocol (for encoding vector set up) may allow

its implementation in more dynamic environments. Scalability is not an issue

if a P2P distributed storage system is used because: i) in P2P overlays, the

load per peer/gateway is independent from the total number of participating

peers; ii) in WSNs, the number of nodes being served by a gateway is usually

kept low in order not to increase the number of hops (towards the gateway)

and congestion near the gateway.

5.2.2 RELOAD Overlay

In network coding based sensor networks, encoding nodes may end up listening to

packets that will not be forwarded to the same gateway, if multiple gateways exist.

In this case the recovery of lost packets may only be possible if the gateways share a

storage system. For this reason the use of a RELOAD/CoAP based architecture is

used. This architecture was detailed in Chapter 4. The operation of the nodes (see

Figure 5.1) in this architecture will be:

• Source: Senses the field under observation and sends its data packets to either

encoding or relay nodes.

• Encoder: Receives data packets from sources and relay neighbors, encodes the

received packets with its own packets, and sends the coded packets towards
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RELOAD
Overlay

   : Source Node
   : Encoding Node
        : Forwarding

   : Relay Node
   : Gateway Node
         : Hearing

Figure 5.1: RELOAD/CoAP based architecture.

the gateway(s). Nodes of this kind can also send their original data packets,

besides coded packets.

• Relay: Forwards the received packets (either coded or original) towards the

gateway(s).

• Gateway: Receives the packets (either coded or original) from nodes at the

wireless section, and stores them in the P2P overlay. Such data can then be

fetched by interested users.
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5.3 Encoding Node Location Problem

5.3.1 Problem Definition

NC induces delay and computational overhead, which will increase with the number

of encoding nodes. For this reason the minimum number of encoding nodes, and

their location, should be determined. This problem is defined as follows:

Definition 5.1 (Encoding Node Location (ENL) Problem). Given a constrained

sensor network graph G(N ,L), where N are the nodes and L are the wireless com-

munication channels (links), and given a set of independent failure scenarios F ,

where failure scenario f ∈ F implies that one or more links are down, determine

which nodes of N should perform NC operations, together with packet flowing to-

wards a gateway, so that any lost packet can be recovered through decoding opera-

tions.

In other words, failure scenarios reflect critical communication channels. Taking

these into account will significantly reduce the end-to-end packet error rate (fraction

of messages generated by the sources that are not successfully communicated to the

destination).

5.3.2 Mathematical Formulation

Having the previous definition in mind, subset G ⊂ N is used to denote the gate-

way/sink nodes, meaning that N\G ends up including just inner network nodes. A

link l ∈ L between nodes ni and nj basically means that ni and nj are within the

range (coverage area) of each other, i.e., they can hear/reach each other.
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The set of failure scenarios is denoted by F , where failure scenario f ∈ F includes

one or more links that may be inoperable at the same time. Failure scenarios are

independent. That is, they do not occur simultaneously. The links included in a

failure scenario f are denoted by Lf .

As devices can have different capabilities (multiple classes of devices are envisaged

by [BEK14]) only a subset of N is expected to be able to act as encoding node (high

processing capability required). Such set of encoding capable nodes is denoted by

N e, N e ⊆ N . An encoding node can be seen as providing reliability to the nodes it

can hear.

Path trees are assumed for data to flow, each tree being rooted at a gateway, as in

Figure 5.1. The number of hops from data sources towards gateways is limited to

H. The variables of the problem are the following:

ϑni One if node ni ∈ N e is chosen to act as encoding node; zero otherwise.

δsl One if source node s ∈ N\G uses link l ∈ L to send its data towards

a gateway; zero otherwise.

γl One if link l ∈ L is used by a path tree; zero otherwise.

σl
′

l,f One if link l′ ∈ L is used for protection (data flowing in it will be

linearly combined with other data at encoding nodes) of link l ∈ Lf ;

zero otherwise.

βgs One if g ∈ G is the gateway for source s ∈ N\G; zero otherwise.

ηnl,f One if node n ∈ N is the last/destination node of the protection

path for link l ∈ Lf ; zero otherwise.

Regarding protection paths, their first node will be the source of the link they are

protecting (failing link), their last/destination node will be a node with an operating
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uplink (according to the failure scenario under consideration), and both intermediate

and final nodes must be encoding nodes in order to ensure that data reaches the

operating uplink. Note that protection paths are not used for rerouting, but for

overhearing.

– Objective Function

Minimize
∑

{ni∈N e}

ϑni . (5.1)

This objective function minimizes the total number of nodes performing encoding.

Such goal naturally leads to the selection of nodes having high reachability/overhear-

ing degree, while considering their usefulness as reliability providers (contributing

with encoding at any protection path step).

– Trees for Data Flow

For data to flow between constrained nodes and gateways, using tree-based routing,

the following constraints must be fulfilled:

∑
{l∈L:src(l)=n}

δsl −
∑

{l∈L:dst(l)=n}

δsl =

{ 1, if n = s

−βns , if n ∈ G

0, otherwise

,

,∀s ∈ N\G, ∀n ∈ N . (5.2)

∑
g∈G

βgs = 1,∀s ∈ N\G. (5.3)
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where s ∈ N\G is a data source, src(l) is the source node of link l and dst(l) is

its destination node. Since βns denotes if n is serving as gateway for data source

s, or not, these two sets of constraints ensure, for a specific s, the so-called flow

conservation law towards a single gateway.

γl ≥ δsl ,∀l ∈ L, ∀s ∈ N\G. (5.4)

∑
{s∈N\G}

∑
{l′∈L\{l}:src(l′)=src(l)}

δsl′ ≤ (1− γl)×∆,∀l ∈ L. (5.5)

These constraints ensure that trees are built for routing. More specifically, if a

link is performing data forwarding, which is determined by constraints (5.4), then

constraints (5.5) ensure that no other link with the same source can be used (node has

a single parent node). The ∆ represents a big value and can be set to ∆ = |N |×|L|.

∑
{l∈L}

δsl ≤ H,∀s ∈ N\G. (5.6)

These constraints limit the number of hops for any flow (tree depth is limited).

– Applying Network Coding Upon Failure Scenario

∑
{l′∈L\Lf :src(l′)=n}

σl
′

l,f −
∑

{l′∈L\Lf :dst(l′)=n}

σl
′

l,f =

=

{
−1 +

∑
{l′∈L\Lf :src(l′)=n} γl′ , if n = src(l)

−ηnl,f , otherwise
,∀f ∈ F ,∀l ∈ Lf ,∀n ∈ N . (5.7)
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For a specific failure scenario, these constraints force data flow through overhearing

nodes forming the protection path. More specifically, for each l ∈ Lf an alternative

path (including overhearing/encoding nodes) must be ensured from the source of

l until a node with an active link tree is reached. Note that neighbor nodes may

have their uplinks down, if they fail too (simultaneous failure of more than one link

is possible). This means that overhearing through one or multiple nodes may be

required. An alternative path is built only if there is no active uplink for the source

of the failing link, determined by −1 +
∑
{l′∈L\Lf :src(l′)=n} γl′ . The ηnl,f variables are

determined by the following set of constraints.

∑
{n∈N}

ηnl,f = 1−
∑

{l′∈L\Lf :src(l′)=src(l)}

γl′ ,∀f ∈ F ,∀l ∈ Lf (5.8)

That is, these constraints are necessary to determine if a destination node, for the

protection path of link l ∈ Lf , will exist. In this case
∑
{n∈N} η

n
l,f will be one,

meaning that a node n must be the final destination for the path protection being

determined.

ηnl,f ≤
∑

{l′∈L\Lf :src(l′)=n}

γl′ ,∀f ∈ F ,∀l ∈ Lf ,∀n ∈ N\G (5.9)

ηnl,f ≤ 1− γl′ ,∀f ∈ F ,∀l ∈ Lf ,∀n ∈ N , l′ : src(l′) = n ∧ dst(l′) = src(l) (5.10)

Constraints (5.9) and (5.10) determine if n can be the final destination node for the
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protection path of link l ∈ Lf , ηnl,f = 1, or if it can only serve as an intermediate

node, ηnl,f = 0.

ϑni ≥ σl
′

l,f ,∀ni ∈ N e,∀f ∈ F ,∀l ∈ Lf ,∀l′ ∈ l\Lf : d(l′) = ni. (5.11)

These constraints set the ϑni variables, which indicate whether a node is acting as

encoding node or not, according to the overhearing needs.

– Binary Assignments

ϑni , δsl , γl, β
n
s , σ

l′

l,f , η
n
l,f ∈ {0, 1}. (5.12)

The trees being built will adapt to failure scenarios and chosen encoding nodes.

5.3.3 Hardness of the Problem

Theorem 5.2. The ENL problem is NP-hard.

Proof. When considering a single failure scenario, constraints (5.7)-(5.10) come down

to the minimum Steiner tree problem, which happens to be NP-hard [Kar72]. The

minimum Steiner tree problem can be defined as follows: given an undirected graph

G = (V , E) with non-negative edge costs, find the tree of minimum cost that contains

a given subset T ⊆ V as terminal nodes. The nodes V\T are called Steiner nodes

and can be used to build the Steiner tree.

For the just mentioned ENL subproblem to fit the minimum Steiner tree problem,

an extra virtual node v is inserted into the network topology. That is, V = N ∪{v},
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where N are the WSN nodes. Extra links from v to each node in N\S are included,

where S = ∪l∈Lf src(l) includes the sources of failed links for failure scenario f ∈ F ,

and failed links in Lf are excluded. That is, E = L\Lf ∪ {l = (v, n) : n ∈ N\S}.

Assuming S to be the terminal nodes, solving the Steiner tree problem on such

modified graph will provide the smallest possible set of encoding nodes, N e. In

case of multiple failures, such ENL subproblem can be seen as an |F|-dimensional

minimum Steiner tree problem. Thus, the ENL problem is NP-hard as well.

5.3.4 Upper Bound and Heuristic Algorithm

As stated in [CTF10], finding the most effective subset of network encoding nodes

is an NP-hard problem. For this reason the following heuristic is proposed.

5.3.4.1 Upper Bound

Let us assume T U as a universe set of feasible path tree partitions of nodes. That

is, T U = {T 1, T 2, ..., T |T U|} and T i = {T ig1
, T ig2

, ..., T ig|G|}, ∀i ∈ {1, ..., |T
U|}. That is,

T i includes a tree for each gateway/root and T igi is used to denote the tree having

gi as root, covering nodes N i
gi

and including links Ligi . Each partition T i covers,

therefore, all nodes. The impact of a path tree partition of nodes is described by

the following cost function f : T U → N:

f(T i) =
∑
g∈G

∑
n∈N i

g

Hops(n, g) (5.13)

where Hops(n, g) is the number of hops from node n towards g. The best path tree

partition of nodes is, therefore, given by:
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T ∗ = arg min
T i∈T U

{f(T i)} (5.14)

and L∗ will be its links. Let us assume now that the overall set of links that need

to be protected is given by:

LF =
⋃
f∈F

Lf (5.15)

meaning that duplicate links are merged. If the set of alternative paths, where

overhearing/encoding nodes would be applied, associated with failing link l ∈ LF is

defined by Pl = {p = (src(l), ..., ni) : ∃(ni, nj) ∈ L∗\LF}, then the following cost

function g : Pl1 × Pl2 × ...× Pl|LF | → N can be defined:

g(p = [pl1 , pl2 , ..., pl|LF | ]) = |
⋃

i∈{1,...,|LF |}

pli | (5.16)

Thus, the optimal solution would be:

S∗ = argminp{g(p)}. (5.17)

Since this is hard to find, an upper bound can be obtained by SUB = g(pmin), where

pmin = [pmin
l1
, pmin

l2
, ..., pmin

l|LF |
] is made of shortest paths only. That is, pmin

li
is the path

starting at src(li) that takes less hops to reach a node connected to an uplink in

L∗\LF .

5.3.4.2 Algorithm

Based on the previous upper bound, a scalable heuristic algorithm is proposed to

determine which nodes should be encoding nodes. This is shown in Algorithm
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1. Assuming the best known implementation for the single source shortest path

problem, having complexity O(|L|+ |N | log log |N |) (see [Tho04]), Algorithm 1 will

have complexity O(|G| + |L| + |N | log log |N |). More specifically, although Lines

17-22 include a call to the Dijkstra algorithm, meaning that such algorithm could

run |L| times (at most), it is possible to make a single call to the Dijkstra algorithm

if a virtual node, connected to every src(l) ∈ LF , is added to the topology. This

possibility is omitted for the sake of clarity of the algorithm. Therefore, Line 13

plus Lines 17-22 result into complexity O(|L|+ |N | log log |N |) because coefficients

are ignored in the Big-O notation. Lines 14 and 20 are assumed to bring no extra

complexity because such information can be ensured during the execution of the

Dijkstra algorithm, if adequate data structures are used. Lines 8-11 and Lines 24-26

result into |G| and |L| steps (at most), respectively. Therefore, the overall complexity

of Algorithm 1 will be O(|G|+ |L|+ |N | log log |N |), after ignoring coefficients. From

the foregoing complexity, Algorithm 1 can be considered scalable since components

exhibit a growth lower than quadratic [Ten16].

5.4 Performance Evaluation

5.4.1 Scenario Setup

Two different topology sizes were used for the analysis of results. These topologies

were randomly generated using the algorithm in [OS07]. For each topology, two

different connectivity degrees (dense and sparse) were considered. Such topology

information is summarized in Table 5.1.
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1

2 Input: N , G, L, F , Lf ,∀f ∈ F ;
3 Output: T ∗, N e;
4

5 /* add virtual node and connect it to gateways */ ;
6 N e = ∅;
7 N = N ∪ {vX};
8 for g ∈ G do
9 L ∪ (vX , g);

10 L ∪ (g, vX);

11 end
12 /* find path trees rooted at gateways */ ;

13 (T ∗,L∗)=Dijsktra(source = vX ,destinations = N\G);
14 Compute LF ;
15 pmin = [];
16 /* find alternative paths */ ;

17 for l ∈ LF do
18 destinations = {ni ∈ N\G : ∃(ni, nj) ∈ L∗\LF};
19 (T temp,Ltemp)=Dijsktra(source = src(l), destinations);
20 pl=ExtractShortestPath(T temp,Ltemp);
21 pmin ← pl;

22 end
23 /* determine encoding nodes */ ;
24 for l ∈

⋃
l∈LF pmin[pl] do

25 N e ← dst(l);
26 end
27

Algorithm 1: Determining path trees and encoding nodes.

Table 5.1: Topologies used in Performance Analysis (ENL Problem).

# Nodes # Links Connectivity Degree
20 50 sparse
20 80 dense
40 120 sparse
40 150 dense

CPLEX1 was used to find the results of the optimization model, while the heuristic

and the random linear network coding simulation (for comparison of the amount of

generated packets by our approach and [KAAF13]) were built in Matlab2.
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(a) Example of a sparse topology with 20 nodes.

(b) Example of a sparse topology with 40 nodes.

Figure 5.2: Sparse network topologies (ENL Problem). For illustration, maroon links
highlight a particular tree (from blue wireless links) while green nodes highlight a
particular set of gateways.
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(a) Example of a dense topology with 20 nodes.

(b) Example of a dense topology with 40 nodes.

Figure 5.3: Dense network topologies (ENL Problem). For illustration, maroon links
highlight a particular tree (from blue wireless links) while green nodes highlight a
particular set of gateways.
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Table 5.2: Example of Failure Scenarios (ENL Problem).

NodesLinks #fScens fScens
20 50 4 [40][6][45][18]
20 80 3 [28][17][46]
20 50 5 [23][45 16][31][47 1][26 30]
20 80 2 [78 3][7 68]
40 120 2 [44 114][11 93]
40 150 3 [9 40][151 36][148 73]
40 120 2 [31 41 4 52][62 10 93]
40 150 1 [36 74 28 106]

5.4.2 Analysis of Results

To analyze the performance of both the mathematical and heuristic approaches, dif-

ferent tests were performed for randomly generated topologies, illustrated in Figures

5.2 and 5.3. These figures include maroon links to highlight a particular tree for

data flow (for illustration), while green nodes highlight a particular set of gateways.

Different failure scenarios were also randomly generated, based on specific link fail-

ure rates. Failure scenarios do not occur at the same time, but each failure scenario

can lead to the failure of one or more links at the same time. More specifically, tests

were done considering:

• Number of failure scenarios: 1-5.

• Link failure rate of each failure scenario: 5% or 10%.

• Network density: dense or sparse.

• Number of gateways: 1 or 4 for small topologies, and 1 or 8 for big topologies.

Table 5.2 provides examples of failure scenarios, where #fScens is the number of

failure scenarios and fScens are the failure scenarios (each having one or more link

1IBM ILOG CPLEX Optimizer version 12.8.
2MathWorks, Inc.
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numbers). Each test included 50 runs, and failing links change randomly at every

run. The average of such 50 runs is used for the plotting of results.

Note that the mathematical model is making a global optimization, which means

that CPLEX will decide for trees that avoid failing links. This way the number of

encoding nodes is minimized (objective function). On the contrary, the heuristic

algorithm includes two steps: i) building the trees; and ii) finding alternative paths

(requiring encoding nodes) for failing links. Therefore, to fairly evaluate the per-

formance of the heuristic, the mathematical model was also solved in two steps: i)

building the trees, using just constraints (5.2)-(5.6) and having as goal the mini-

mization of the total number of hops; ii) finding alternative paths, using constraints

(5.7)-(5.10) and setting the tree related variables according to the output from the

first step. The link failure rate of each failure scenario, 5% or 10%, is then applied

to tree links.

Regarding a possible comparison between the results obtained by the mathemati-

cal model, or heuristic, and SenseCode proposed in [KAAF13], it is important to

highlight that the last assumes that all nodes are encoding nodes, and for this rea-

son Figure 5.4 and Figure 5.5 do not include SenseCode. Section 5.4.2.3 discusses

SenseCode regarding the amount of generated packets.

5.4.2.1 Number of Encoding Nodes: Small Topology Tests

Tests were performed for the sparse and dense 20-node topologies shown in Figures

5.2 and 5.3. Plots 5.4a and 5.4b are results obtained for 5% of failure rate, 1

and 4 gateways, respectively, while plots 5.4c and 5.4d are results obtained for

10% of failure rate, 1 and 4 gateways, respectively. Results from the mathematical
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(a) 1 gateway, failure rate of 5%.
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(b) 4 gateways, failure rate of 5%.
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(c) 1 gateway, failure rate of 10%.
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(d) 4 gateways, failure rate of 10%.

Figure 5.4: Number of encoding nodes for the 20-node networks: sparse and dense
topology tests (ENL Problem).

model (optimal) and the heuristic are both plotted for a changing number of failure

scenarios.

Regarding the sparse topology tests, it is possible to observe in plots 5.4a and 5.4b

that there is a slight decrease in the number of required encoding nodes when the

number of gateways change from 1 to 4. For plots 5.4c and 5.4d the benefit of using

more gateways is much more significant, in particular for larger number of failure

scenarios. In general, it is possible to state that the heuristic algorithm is able
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to get close to the optimal results obtained by the mathematical model, although

this is less pronounced when there is a single gateway (less flexible scenario). Such

behaviour is independent of the number of failure scenarios, which strengthens the

scalability of the heuristic algorithm.

Concerning dense topology tests, it is clear that the heuristic does not perform

so well, although its performance improves when more gateways are used. Such

behavior is similar for both failure rates of 5% and 10%. This means that multiple

possible paths between nodes and gateways can make the algorithm diverge from the

optimal. The number of encoding nodes is higher for a failure rate of 10%, similarly

to the previous tests.

5.4.2.2 Number of Encoding Nodes: Big Topology Tests

Similarly to the previous section, tests were performed for the sparse and dense

40-node topologies shown in Figures 5.2 and 5.3. Plots 5.5a and 5.5b are results

obtained for 5% of failure rate, but now for 1 and 8 gateways, respectively, while

plots 5.5c and 5.5d are results obtained for 10% of failure rate, also 1 and 8 gateways,

respectively. Results from the mathematical model (optimal) and the heuristic are

both plotted for a changing number of failure scenarios.

From the sparse 40-node topology tests, it is possible to observe an increase in

the number of encoding nodes. This is an expected result because the number of

failure scenarios under consideration is greater. The solutions obtained are slightly

worse than the ones obtained for the small topology, regarding heuristic to optimal

behaviour. That is, for small topologies the heuristic is able to get closer to the

optimal values obtained by the mathematical formulation, meaning that the heuristic

may have scalability issues regarding the number of nodes. As network size increases,
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(a) 1 gateway, failure rate of 5%.
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(b) 8 gateways, failure rate of 5%.
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(c) 1 gateway, failure rate of 10%.
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(d) 8 gateways, failure rate of 10%.

Figure 5.5: Number of encoding nodes for the 40-node networks: sparse and dense
topology tests (ENL Problem).

however, the benefit of using more gateways becomes much clear, specially for higher

failure rates. The gap between the heuristic and optimal also becomes smaller,

meaning that increasing the number of gateways, while considering multiple failure

scenarios, may compensate the just mentioned scalability issue.

Concerning dense 40-node topology tests, results show that these were the scenarios

presenting greater heuristic to optimal gaps, confirming that multiple possible paths,

between nodes and gateways, can make the algorithm diverge from the optimal,
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Figure 5.6: Total number of packets at gateways (original and coded) for 20-node
networks (ENL Problem).

although performance improves when more gateways are used.

5.4.2.3 SenseCode vs Proposed Approach

SenseCode assumes that all channels have a packet-erasure probability ε, but as long

the sink receives N linearly independent combinations (N is the number of data

sources), generated at intermediate relay nodes performing encoding, then recovery

can be performed. The recovery depends on links failing to deliver packets and

overhearing neighborhoods. Thus, in general, recovery ends up being more difficult

when failing links are closer to the gateway. The proposed approach, on the contrary,

considers specific critical links with very high packet-erasure probability (failure

scenarios), while ensuring that a node in the neighborhood performs encoding for

linear combinations to reach a gateway. The remaining links have zero packet-erasure

probability. This way linear combinations are ensured to reach the gateway, allowing
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Figure 5.7: Total number of packets at gateways (original and coded) for 40-node
networks (ENL Problem).

recovery to be performed. In other words, the proposed approach is suitable for

network environments having predictable critical links, while SenseCode is suitable

for network environments where packet loss location is not predictable.

It is possible to state that as long as critical/failing links are clearly identified (failure

scenarios), the proposed approach has significant advantages because less packets

are generated, due to less encoding nodes, allowing for longer network lifetimes and

higher goodputs (rate of useful data) to be achieved. Figure 5.6 and Figure 5.7 show

the total number of packets (original and coded) at the gateways, in 20-node and

40-node networks, for both approaches. A single failure scenario, within which the

percentage of failing links changes, is assumed for comparison with SenseCode to

be possible. Also, similarly to [KAAF13], only the tree leaf nodes are data sources,

assuming the trees generated by the optimization model discussed in Section 5.3.2.

The percentage of failing links relates to tree links.
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5.5 Summary

In this chapter, the design of network coding based reliable sensor networks is dis-

cussed. The aim is to determine a sufficient number of encoding nodes, and their

location, taking into account failure scenarios. A mathematical model and a heuris-

tic algorithm are developed to achieve such objective, considering either a single

or multiple gateways. When multiple gateways are used, a shared distributed stor-

age system becomes necessary because encoding nodes may listen to packets being

forwarded to different gateways. Results show that both the mathematical model

and heuristic algorithm can significantly reduce the number of required encoding

nodes, when compared with a scenario where all network nodes are encoding nodes.

Results also show that the heuristic is able to get closer to the optimal (obtained

by the mathematical model) when small and sparse networks are considered. Large

and dense networks make the heuristic diverge from the optimal, but this can be

avoided if more gateways are considered. The adopted approach also generates a

significantly smaller number of packets when compared to SenseCode proposed in

[KAAF13].
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DAG-CODER FOR RELIABLE WSNS

W
ireless sensor devices are usually powered with limited non-rechargeable

batteries. This energy can easily be depleted when no wise consumption

procedures are used, leaving the sensor non-functional. As most of the energy is

consumed during the transmission of data, developing efficient data manipulation

and transmission approaches is crucial and still an open problem that attracts the

attention of many research groups. In this chapter a Directed Acyclic Graph (DAG)

based dissemination approach, where clustering and network coding techniques are

applied, is proposed. As a main goal, our contribution in this chapter aims at

improving the network reliability (ensure recovery of lost packets), while minimizing

energy consumption and balancing load at gateways, but now focusing on network

environments where failure scenarios (critical links) can not be predicted. That is,

as long as critical/failing links are clearly identified (failure scenarios), the approach
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of the previous chapter presents significant advantages because less coded packets

are generated, allowing for longer network lifetimes and higher goodputs. Note that

goodput measures received original data/packets only, while throughput measures

all data/packets, even if not useful (e.g., duplicate or coded packets not necessary for

the decoding process). The transmission of unnecessary coded packets increases the

time required to deliver original data, because bandwidth is being taken, meaning

that goodput (received original data per time unit) decreases. The approach from

the previous chapter, however, can not be applied when failure scenarios are difficult

to determine, which is the case of dynamic environments. This case is addressed

here in this chapter.

The main arguments behind reducing packet loss, instead of being concerned with

bandwidth, are that: i) nodes typically produce small volumes of data, and for this

reason bandwidth ends up not being critical in many sensor networks; ii) drops are

mainly caused by links with high packet-erasure probability (bad link quality) and

not due to congestion. For these reasons, multipath communication is explored by

many authors. Some authors maintain multiple disjoint paths between communicat-

ing end-points, as in [GCSS14], while others propose to disseminate coded packets

through all available paths (all nodes are encoding nodes), as in [KAAF13, JTV+17].

The approach in [GCSS14] does not explore all available paths, and packets may not

be relayed even though a viable path exists. The approach is also more adequate

for wireless mesh networks having both source and destination nodes at the wireless

section. Regarding the approaches in [KAAF13, JTV+17], all paths are explored,

which means that these are more adequate for dynamic environments. However, only

[KAAF13] was designed for many-to-one data dissemination in WSNs. In [JTV+17]

(see details in Chapter 3) all nodes are supposed to receive the generated data, being

more suited to disseminate control data among all nodes. This could be applied to
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many-to-one data dissemination if the stopping criteria is for data to reach one of

the gateways.

For the particular case of many-to-one data dissemination, when comparing [KAAF13]

and our previous work [AHCB19] the last is suitable for network environments hav-

ing predictable critical links, while SenseCode in [KAAF13] is suitable for network

environments where packet loss location is not predictable. However, SenseCode

generates too many packets because a node transmits its own packets, packets from

its children (a tree rooted at sink/gateway is assumed), overheard packets and gen-

erated coded packets. These packets end up being received by the parent node and

heard by all neighbours, meaning that the number of packets will be quite large,

in particular near the gateways. Therefore, congestion will be critical near these

nodes. For this reason, the goal now is to propose a strategy that improves network

reliability (ensure recovery of lost packets) while avoiding having to transmit too

many packets (for energy saving) and while balancing load at gateways (reducing

congestion), for scenarios where critical links (failure scenarios) are not given. The

proposed approach will be compared with the ones from [KAAF13] and [JTV+17].

The remainder of this chapter is organized as follows. In Section 6.1 the relevant

related work is discussed. In Section 6.2, the adopted network architecture and

data dissemination problem are defined. Section 6.3 presents the mathematical

formulation for the DAG-based approach, used to address the data dissemination

problem, and Section 6.4 makes the performance analysis of the proposed approach

and of two other approaches from the literature. Section 6.6 presents the chapter

summary.

Contributions:
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• A DAG based dissemination approach is proposed. The nodes selected to be-

come cluster heads are the only ones participating in the DAG. Since encoding

is performed by cluster heads only, the number of generated coded packets

reduces when compared with other approaches.

• A deep comparison between the proposed approach and proposals from the

literature is performed.

Publications:

• E. AL-Hawri, N. Correia and A. Barradas, “DAG-Coder: Directed Acyclic

Graph Based Network Coding for Reliable Wireless Sensor Networks”, submit-

ted to IEEE Access journal (revisions suggested by reviewers are in progress).

• E. AL-Hawri, N. Correia and A. Barradas, “Probabilistic Random Linear Net-

work Coding for Reliable Wireless Sensor Networks” submitted to Advanced

Doctoral Conference on Computing, Electrical and Industrial Systems.

6.1 Related Work

In wired networks, network coding is mainly used to increase the throughput in

one-to-many multicast transmissions (see chapter 3). When traffic flow is many-to-

one, as in WSNs, network coding can be used to decrease the packet loss, leading

to greater network reliability. Thus, the broadcast nature of wireless transmissions,

many times seen as a disadvantage, can help ensuring reliability in an elegant way

[OWK13]. Any node listening to the packets can work as a next-hop, allowing

for an easy tailoring of the flow to the network environment, and accommodating

different traffic patterns. As long as the gateway(s) receive enough independent

coded packets, packet loss recovery is possible. This decreases the number of packet

100



CHAPTER 6. DAG-Coder for Reliable WSNs

 : Source node

  : Relay node
 : Gateway    

: Forward
 : Overhear

Figure 6.1: Routing tree in SenseCode [KAAF13].

retransmissions required when only opportunistic routing is used. WiFi or WiMAX

networks can also benefit from listening and binary network coding, as discussed in

[NTNB08].

6.1.1 General Data Dissemination Related Work

The CodeDrip proposed in [JTV+17], and already detailed in Chapter 3, is a data

dissemination protocol using network coding. The aim of using network coding in

CodDrip is to enhance the reliability and speed of dissemination, while reducing

the energy consumed, and XOR with Galois field (F2) is used. Since it has been

designed to ensure that all nodes receive the propagated data, it ends up being more

suited to disseminate control data in wireless networks.

Another relevant protocol, previously discussed in Chapter 5, is SenseCode [KAAF13].

SenseCode in a many-to-one protocol. That is, multiple sources forward data pack-

ets towards a gateway using tree-based routing. A node may deal with three kinds
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Table 6.1: Packets Overheard in SenseCode for Scenario in Figure 6.1.

Node Overheard Sent
S1 k2 k1, k1 + k2

S2 k1, k3 k2, k1 + k2 + k3

S3 k2, k4 k3, k2 + k3 + k4

S4 k3 k4, k3 + k4

R1 k3, k2 + k3 + k4 k1, k2, k3, k2 + k3 + k4

R2 k2, k1 + k2 + k3 k2, k3, k4, k1 + k2 + k3

of messages: messages received from its children, messages overheard from its neigh-

bors, and its own messages. To perform network coding, the node generates linear

combinations of these messages. Applying this technique ensures that the sink will

be able to recover the packets that have been dropped. Table 6.1 shows an example

of how data is forwarded and overheard in SenseCode, assuming the routing tree

depicted in Figure 6.1. In the example, each source Si, 1 ≤ i ≤ 4, sends its ki packet

towards gateway G using R1 and R2 as relay nodes. It is assumed that all nodes

perform encoding, sources included. As seen in the Table 6.1, SenseCode ensures

that the gateway G will receive the linear combinations of all packets even if one of

the relay nodes fails to communicate its data to the gateway.

The NetCoDer in [VMMdA+16] applies linear network coding in an industrial con-

text. A start topology communication model is assumed where multiple sensor

devices send their data, in their assigned slot, to a coordinator at the middle of the

topology. Nodes can act as relays, depending on the reliability of communications,

retransmitting data during retransmission slots. Such proposal can only be applied

to local wireless sensor networks having a star topology.

Inter-flow Network Coding based Opportunistic Routing (INCOR), in [ZYY+15],

incorporates both opportunistic routing and inter-flow network coding to increase

the performance of WSNs. This approach exploits the broadcast nature of wireless

and the spatial diversity of multi-hop wireless networks. The authors present a new
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metric to define the prioritization of forwarders in the candidate set of nodes. Then,

they design the network coding based opportunistic routing using the defined metric.

The authors in [KK16] proposed an algorithm that uses network coding as a solution

to reduce the energy consumption and to increase the network lifetime in multicast

networks.

From all these proposals, SenseCode and CodeDrip are the only network coding

based dissemination approaches with reliability concerns that can be applied in

many-to-one scenarios.

6.1.2 Clustering Related Work

In [HL17], the authors study a cluster-based WSN model where network coding

is applied to nodes located in the overloaded area (near the sink). The network

is divided into two areas: cluster and bottleneck/overloaded. At the cluster area,

nodes form clusters and every CH receives data from its members. At the bottleneck

area, on the other hand, nodes are divided into relay and coding nodes. A relay

node is responsible for forwarding data coming from clusters while coding nodes are

responsible for coding the data coming from clusters. A similar approach is discussed

in [KK18], but the network is divided into a square grid, and then in each square the

optimum CH is selected based on the maximum normalized remaining energy. A

different CH is selected at every round, in each square, in order to equally distribute

the energy load between sensor nodes. This approach increases the network lifetime

when compared with LEACH.

In [MSS17], the authors claim that energy efficient clustering protocols like LEACH

are concerned with network lifetime at the expense of reduced stability periods.
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Therefore, in order to increase the network stability, the authors propose an energy-

aware heuristic that balances the load between nodes and, consequently, increases

the stability periods. The main idea is to select the CHs in a deterministic way, based

on the remaining energy. The concern is also to provide a full network coverage. In

[MMC+17], CHs are chosen so that the lifespan of the sensor network is extended.

The previously discussed clustering based approaches do not have reliability concerns

and are not suitable for network coding based many-to-one flows.

6.2 The Data Dissemination Problem

6.2.1 Motivation and Architecture

The network coding based data dissemination protocols that can be adopted in

many-to-one scenarios, which is the case of WSNs, are SenseCode and CodeDrip.

SenseCode assumes data dissemination through a tree rooted at a sink/gateway. In

this case, the failure of a link will affect all traffic coming from the subtree below it.

Putting all nodes as encoding nodes is, therefore, a way of increasing the probability

of packet recovery when links fail, but a large amount of packets will be generated.

Diversity of routing to improve bandwidth utilization, as in Figure 3.6, can not

be explored because of the tree type routing structure. Regarding CodeDrip, the

aim is to enhance the reliability and speed of dissemination, while reducing the

energy consumed, but data dissemination stops when data reaches all nodes, and

not gateways in particular. That is, it has not been designed having many-to-one

scenarios in mind although, as previously stated, its stopping criteria can change to

data reaching one of the gateways.
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Sink node

Intermediate nodes

Leaf nodes

Figure 6.2: DAG with single sink.

Here in this chapter, a DAG-based dissemination approach is proposed that gener-

ates less packets than SenseCode and CodeDrip, reducing bandwidth requirements

and increasing network lifetime, while increasing packet recovery to achieve reliabil-

ity. Also, and contrarily to CodeDrip, it has been designed having many-to-one flows

in mind. A DAG structure is illustrated in Figure 6.2. Any DAG has at least one

topological ordering, which means that for every directed edge (ni, nj) the node ni

comes before nj in the ordering. The proposed approach assumes that gateways are

peers in a P2P overlay, which allows diversity in routing (towards different gateways)

to be explored, which does not happen in SenseCode. That is, packets reaching dif-

ferent gateways share a storage system that allows the recovery of lost packets even

if the required linearly independent combinations have traveled through different

routes. Such storage system shared by multiple gateways, and diversity in routing,

are the primary advantages of our proposed model over SenseCode and CodeDrip.

Such architecture is illustrated in Figure 6.3.

The proposed approach works under the following assumptions:
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RELOAD Overlay

   : Gateway
    : Cluster head
   : Data source

Figure 6.3: DAG with cluster heads. Such nodes perform encoding of data packets
from associated sources.

• A wireless node works as a collector (CH) or as a non-collector node.

• Non-collector nodes must be associated with a collector node, and send their

data to it. These nodes can hear each other.

• Collector nodes generate coded packets using: i) packets received from lower

topological order collector nodes; ii) packets from their members (non-collector

nodes); iii) its own packets.

• A collector node has two or more links to other collector nodes. Original data

packets, and generated coded packets, are sent through such links. Routing

follows the topological ordering of collector nodes.
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6.2.2 Problem Definition

Definition 6.1 (DAG-based Network Coding for WSNs (DNC-WSNs)). Given a

constrained sensor network graph G(N ,L), where N are the nodes and L are wire-

less communication channels (links), each with a weight reflecting the required trans-

mission power, determine which nodes of N should be collector nodes, performing

network coding, and which links of L should be at the DAG, for routing of packets

following the topological order of collector nodes, so that energy consumption is

minimized while ensuring data flow towards gateways and load balancing at gate-

ways.

Packet loss recovery is possible because all collector nodes will be doing encoding,

and sending coded and original packets through multiple paths towards multiple

gateways. Energy consumption is minimized because coded packets are generated

and transmitted just by CHs.

6.3 Mathematical Model

6.3.1 Notation and Assumptions

Let us assume a network graph G(N ,L), where w(l) denotes the weight (transmis-

sion power) of directed link l ∈ L. Assume also that G ⊂ N denotes the set of

gateways.

A topological ordering of nodes in N is possible if and only if the graph has no

directed cycles. In other words, if it is a DAG. Any topological order of N is any

total order τ such that if (ni, nj) ∈ L, then ni precedes nj in τ . That is, τni
≤ τnj

.
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To incorporate a topological order at an instance of the DNC-WSN problem, it is

assumed that τn is predefined for gateways: τn = 1, if n ∈ G. For every other

n ∈ N\G, since no predefined CHs exist (any n can be selected to become CH) and

any node can be a data source (there will be no predefined leafs), while forwarding

data from others, a topological order must be dynamically found by the optimizer,

while taking into account the objective function (goal) and additional constraints.

For every n ∈ N\G: 0 ≤ τn < 1.

The variables of the problem are the following:

βn One if wireless node n ∈ N\G is selected to become a CH, partici-

pating in the DAG, zero otherwise.

σl One if link l ∈ L is to participate in the DAG (used for data delivery),

zero otherwise.

δsl Percentage of data from source s ∈ N\G that flows through link l.

τn Topological order of n ∈ N\G in the DAG.

ξn Auxiliar variable to avoid having a fixed DAG outdegree at node

n ∈ N\G.

6.3.2 Formalization

In this section the mathematical model of the DNC-WSN problem is formalized.

This requires choosing CHs and links forming the DAG, a topological order for packet

routing, and ensuring flow conservation towards a gateway. Among all possible

solutions, the one minimizing energy consumption and balancing load at gateways,

while ensuring the recovery of lost packets in case of link failure, should be found.

Since some diversity in routing is required when using network coding for packet

recovery, and since this can be achieved with two outgoing links from CHs, the

108



CHAPTER 6. DAG-Coder for Reliable WSNs

mathematical model should promote solutions with no more than two outgoing links

from CHs, for energy saving purposes.

– Objective Function

Minimize
∑
n∈N

ξn +

∑
n∈N βn +

∑
l∈Lw(l)× σl

∆
. (6.1)

where ∆ = |N | × |L| so that the second component of the objective function does

not compete with the first. The first component of the objective function minimizes

ξn variables, which encourages having more than one outgoing link per CH (see Eq.

6.7 and its explanation), for diversity in routing. The second component is used

to minimize energy consumption, which also leads to load balancing at gateways

because CHs will use nearer gateways, in order to save energy. The number of

gateways and their distribution is pre-planned to serve well a population of nodes.

In other words, CHs are selected in a way that energy consumption is minimized

and balanced.

– Cluster Heads

∑
l∈L:src(l)=n

βdst(l) ≥ 1− βn,∀n ∈ N\G (6.2)

where src(l) and dst(l) are the source and destination endpoints of directed link l,

respectively. Constraints (6.2) state that if a node is not CH (collector node) then

it must be associated with a CH, for its data to be delivered.
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– Data Delivery

∑
{l∈L:src(l)=n}

δsl −
∑

{l∈L:dst(l)=n}

δsl =

{
βs, if n = s

0, otherwise
,∀s, n ∈ N\G : n 6= s (6.3)

σl ≥ δsl ,∀l ∈ L, ∀s ∈ N\G (6.4)

σl ≤
1

2
(βsrc(l) + βdst(l)), ∀l ∈ L (6.5)

Constraints (6.3) ensure flow conservation from any source node s towards any gate-

way, using CHs as intermediate nodes, and thus avoiding disconnected paths at the

DAG. Constraints (6.4) activate links used by the flows in (6.3), while constraints

(6.5) ensure that the endpoints of any DAG link are CHs. That is, data flow towards

the gateways occurs using CHs only.

– Acycliness

τdst(l) − τsrc(l) > −∆ + ∆× σl, ∀l ∈ L (6.6)

Constraints (6.6) define the topological order at the end points of used links, es-

tablishing acycliness. This is done for links participating in the DAG, information

given by σl variables.
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– Node Degree

ξn ≥ 2× βn −
∑

l∈L:l=src(n)

σl,∀n ∈ N\G (6.7)

In these constraints, the auxiliar variables ξn are used to avoid having a fixed DAG

outdegree at CHs. Although an outdegree of 2 should be promoted (see Section 6.2),

this might not be possible in certain physical wireless topologies. This impossibility

is not only related with the physical topology, but also with the topology order that

is imposed to ensure acycliness. Note that, since the goal includes minimizing all

ξn, and following constraints (6.7), the ξn variables become: 0, if n is not chosen to

become CH; 1, if there is a single outgoing link from n; and 0, if there are two or

more outgoing links from n. Thus, it is of interest to have 2 or more outgoing links

(if CH), whenever possible, but the approach is flexible to have a single one, if more

outgoing links are not possible. Since the objective function also includes minimizing

the number of CHs and energy consumption, through link weights, the solutions tend

to use 2 outgoing links at CHs, which avoids increasing packet transmissions more

than needed.

– Bounds and Binary Assignments

0 ≤ δsl , τn, ξn ≤ 1;σl, βn ∈ {0, 1}. (6.8)

Expression (6.8) states the type of each decision variable, and bounds. Note that,

although ξn variables have been defined as continuous variables, these will take 0 or

1 value because of expression (6.7). Stating these as continuous variables, instead of
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binary, reduces problem complexity and in this particular case does not affect the

solution.

CPLEX optimizer is used to solve this problem. The solution found will be the

optimal solution for the DNC-WSN problem instance under consideration. Note,

however, that this is a Mixed Integer Linear Programming (MILP) problem, which

will be difficult to solve for large network instances.

6.4 Performance Analysis

6.4.1 Scenario Setup

Randomly generated physical topologies of 20 and 30 nodes were used to evaluate the

performance of the DNC-WSN approach, SenseCode and CodeDrip. As previously

mentioned, these are the network coding based data dissemination protocols that

can be adopted in many-to-one scenarios, which is the case of WSNs. Both dense

and sparse topologies were evaluated, and the distance between any two nodes is

calculated using the Euclidean distance. Figure 6.4 illustrates 20-node dense and

sparse topologies, where distances are shown as link weights. A dense topology is

assumed to have a connectivity degree of 0.3, while for a sparse topology this will

be 0.2. The connectivity degree is calculated using |L|
|N |×(|N |−1)

, where L is the set of

available directed links and N is the set of network nodes.

The evaluation follows two steps:

1. Solving the mathematical optimization model to select CHs and generate the

DAG for the DNC-WSN approach. This is implemented in CPLEX1.

1IBM ILOG CPLEX Optimizer version 12.8.
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(a) Example of a dense topology with 20 nodes (DNC-WSN problem).

(b) Example of a sparse topology with 20 nodes (DNC-WSN problem).

Figure 6.4: Network topologies (DNC-WSN problem). Maroon nodes highlight a
particular set of gateways while weights on links are the relative distances between
nodes.
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2. Implementing random linear network coding for the solutions obtained in

Step 1 (DNC-WSN approach). This step also includes the implementation

of SenseCode and CodeDrip methods for comparison with DNC-WSN. Such

step is implemented in Matlab2. In DNC-WSN the encoding nodes will be the

CHs, in SenseCode all nodes are encoding nodes, and in CodeDrip a node is an

encoding node depending on a certain probability. Two versions of DNC-WSN

are generated for testing:

(a) Non-CHs perform overhearing, and forward any data heard from neigh-

bours (besides their own data) towards the CH to which they are associ-

ated.

(b) Non-CHs perform no overhearing, and forward just their data towards

the CH to which they are associated.

The tests performed, in order to compare DNC-WSN, SenseCode and CodeDrip,

assume the following parameters:

• Number of gateways: DNC-WSN and CodeDrip consider 4 gateways, for both

20-node and 30-node topologies, while for SenseCode a single gateway is as-

sumed, as in [KAAF13].

• Gateway locations: These are either at the center or at the border of the

network.

• Link failure probability: Ranges from 0.05 to 0.5.

• Network connectivity degree: 0.2 for sparse and 0.3 for dense.

2MathWorks, Inc.
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In each scenario a link failure probability is assumed, so one or more links will be

inoperable. For a specific link failure probability, 20 runs are performed (failing links

change randomly at each run) and the average is used for the plotting of results.

6.4.2 Performance Metrics

In the following plots, two performance metrics are used:

• Reliability: Amount of original packets that are successfully stored at the P2P

overlay (not lost or have been recovered). A method achieves 100% reliability

if all data packets sent from sources successfully arrive at the gateway(s).

• Packet transmissions: Total number of packet transmissions throughout all

the wireless network section. The higher the number of packet transmissions,

the greater the amount of energy consumed in each round.

Nodes generates a single packet in each round, and a round ends when not more

packets are traversing the network.

6.4.3 Analysis of Results

6.4.3.1 Reliability

The results on reliability for dense and sparse network topologies are shown in Fig.

6.5 and Fig. 6.6, respectively. These results include the 20 and 30 node topology

cases, for gateways located at the border and center of the network.

Regarding the impact of gateway location, SenseCode and CodeDrip seem not to

perform well, when gateways are located at the border, as link failure probability

increases. This is more visible when network topologies are sparse. In addition, while
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(a) Gateways at the border.
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(b) Gateways at the border.
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(c) Gateways at the center.
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(d) Gateways at the center.

Figure 6.5: Reliability for dense topologies.

larger networks generally show some improvement compared to their counterparts of

smaller size, SenseCode seems to degrade for larger sparse networks when gateways

are in the center. The other methods show some stability and improve or keep their

performance when the network size increases. SenseCode has, therefore, scalability

problems in these scenarios. It has also stability problems, like CodeDrip, because its

performance is affected by gateway location and sparseness. Its poor performance in

the mentioned scenarios is related with the fact that SenseCode is using a single tree

rooted at a single gateway, having no routing diversity. Packets require more hops

to get to the gateway, which increases the probability of packet loss, particularly
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(b) Gateways at the border.
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(c) Gateways at the center.
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Figure 6.6: Reliability for sparse topologies.

in sparse topologies and when gateways are in the border. That is, packets must

successfully traverse more links to reach the gateway. This leads to higher delays and

waste of resources because successfully transmitted packets (at the first hops) may

still be dropped further ahead, and for their transmission to happen other packets

had to stay in queue.

CodeDrip presents no scalability problems (change in network size does not affect its

behaviour) because it has routing diversity and explores the multiple gateways, but

presents stability problems (performance is affected by the location of gateways and

sparseness). Its poor performance in sparse topologies with gateways at the border
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is related with CodeDrip’s policy, which seems not to favor packet recovery in these

scenarios, when compared with DNC-WSN. When a packet arrives, CodeDrip uses

a probability to decide whether to send the packet or to combine it with other mes-

sages (randomly selected) for sending. XOR is used to combine packets. Although

this could save some energy, some packets may not go through the coding process

and some lost packets will not be recovered. This also explains the non recovered

packets in CodeDrip when the link failure rate is low, which does not happen in

SenseCode and DNC-WSN. The fact that SenseCode and CodeDrip are less ade-

quate for gateways located at the border turns out to be a critical issue because such

kind of network deployment is very common.

The DNC-WSN with hearing presents the best performance and, contrarily to

SenseCode and CodeDrip, high stability since performance is not dependent on

gateway location and network size. It is also less affected by network sparseness.

This is related with routing diversity towards multiple gateways, explored by both

DNC-WSN and CodeDrip, but DNC-WSN’s criteria of performing linear encoding

using all packets received from lower topological order collector nodes, packets from

their members (non-collector nodes) and its own packets, seems to ensure the recov-

ery of more packets than using the probabilistic approach, and XOR, of CodeDrip.

The no hearing version of DNC-WSN ends up being ineffective.

6.4.3.2 Packet Transmissions

The number of packet transmissions for dense and sparse network topologies, with

impact on energy and delay, are shown in Fig. 6.7 and Fig. 6.8, respectively. These

include the 20 and 30 node topology cases, for gateways located at the border and

center of the network.
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(a) Gateways at the border.
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(b) Gateways at the border.
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(c) Gateways at the center.
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Figure 6.7: Total packets for dense topologies.

From plots it is possible to observe that in SenseCode and CodeDrip there are too

many packet transmissions, when compared with DNC-WSN with hearing and no

hearing. This is because all nodes are encoding nodes. Since such transmissions do

not translate into more packet recoveries than DNC-WSN, these approaches seem

not to provide the best tradeoff between packet recovery and energy saving. In

SenseCode, the number of packet transmissions is lower when gateways are at the

center, due to fewer hops, and packet transmissions reduce significantly when the

link failure probability increases, leading to few packet recoveries. This is more

evident in sparse topologies, and is basically related with the tree based routing
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(b) Gateways at the border.

0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5

Link failure probability

0

100

200

300

400

500

600

T
o
ta

l 
tr

a
n
s
m

is
s
io

n
s

Network 20 nodes, sparse

OptWithoutHearing

OptWithHearing

SenseCode

CodeDrip

(c) Gateways at the center.
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Figure 6.8: Total packets for sparse topologies.

towards a single gateway.

CodeDrip and DNC-WSN show a linear behaviour, due to diversity in routing. Link

failures affect less traffic flows, meaning that their impact is not as drastic as in

SenseCode. Still, CodeDrip performs much more packet transmissions than DNC-

WSN because all nodes are encoding nodes, while in DNC-WSN only CHs perform

encoding. The XOR operations in CodeDrip also involve just two packets, which

means that there will be more coded packets when compared with linear encoding.

Although the DNC-WSN with hearing shows more packet transmissions than its

no hearing version, these are required for packet recovery, meaning that DNC-WSN
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with hearing can be seen as the approach having the best packet recovery to energy

saving tradeoff.

6.5 Discussion

In the previous section a comparison between the proposed DNC-WSN optimization

model, SenseCode from [KAAF13], and CodeDrip from [JTV+17], is performed. In

the proposed model, the data from sources can be protected against link failures

by using overhearing (each source can hear its neighbors and send data to its CH).

Furthermore, the data in CHs can be protected against link failures by using network

coding (each CH encodes data from its members and sends both original and coded

packets to CHs of higher topological order, or to the nearest gateway).

The version of DNC-WSN with better performance is the one with hearing since

besides stability it shows the best tradeoff between energy saving and reliability.

Its performance results from the fact that gateways act as peers in a P2P overlay

network, allowing the recovery of packets even if their related coded packets have

traveled towards different gateways. This lowers the required number of encoding

nodes, for a certain recovery rate. In networks where failure probability is low, the

no hearing variant may be more practical since there is less delay and more energy

saving, leading to an increase of network lifetime.

6.6 Summary

In this chapter, a DAG-based dissemination approach, using both clustering and

network coding techniques, to achieve a balancing between reliability and energy
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efficiency is discussed. To solve the DAG-based network coding problem, a mathe-

matical model is developed to select CHs and generate the DAG. These CHs, forming

the DAG, are the only nodes in wireless sensor section that perform the encoding

operations, while the other Non-CHs nodes perform just hearing. The performance

evaluation shows that the DNC-WSN optimization model improves the network

reliability, while reducing significantly the packet redundancy when compared to

SenseCode and CodeDrip. The proposed DNC-WSN optimization model shows

better results in both performance metrics: packet recovery and total number of

transmissions.
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7

CONCLUSIONS AND FUTURE WORK

This thesis presents several contributions to the wireless sensor networks (WSNs)

field. Two main objectives are considered as achieved in this thesis. First, to make

these constrained sensor networks scalable by proposing an efficient way of making

their data available in the internet. Secondly, to achieve reliability, low energy

consumption and low cost, which are main concerns in WSNs. These goals have

been achieved using network coding technique.

The thesis introduces a survey on WSNs that covers its definition, characteristics,

limitations, components, and routing protocols used in such networks. This is fol-

lowed by a survey on network coding, covering its definition, characteristics, and

benefits over traditional routing. The corresponding related work is also discussed.

For WSNs at different regions to be able to communicate with each other and with

the internet, an architecture for the federation of network coding based constrained
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networks, using RELOAD overlay and CoAP Usage, is proposed. The goal is for

encoding to be applied at the WSN section and decoding at RELOAD/CoAP overlay

section. Such architecture proved to be a scalable and efficient way of storing sensing

data, while allowing network coding to be applied at the wireless section for network

efficiency increase. Packets reaching different gateways share a storage system that

will allow recovery of lost data packets, even if the required linearly independent

combinations have been forwarded towards different gateways.

Using network coding in constraints networks can bring additional costs, like energy

consumption and computation overhead. Therefore, achieving a balance between

energy efficiency and reliability in sensor networks is very critical. Here in this thesis,

only a subset of network nodes are chosen to act as encoding nodes to achieve such

balancing. For this purpose, a mathematical model and a heuristic algorithm are

proposed to carefully select the best number and location of encoding nodes, under

certain failure scenarios.

After, and in order to consider dynamic scenarios where failure places can be un-

predictable, an additional approach is proposed, called DAG-Coder. To achieve

reliability, considering the constraints and challenges of such dynamic contraint envi-

ronments, the DAG-based dissemination approach uses both clustering and network

coding techniques. In this approach, the selected cluster heads are the only nodes

participating in the DAG and, consequently, the nodes doing the encoding process.

Therefore, the number of generated coded packets is reduced, when compared with

other approaches from the literature, saving more energy and reducing computation

overhead.

Although the proposed methods present very good results, when compared with

previous approaches from literature, there are some ideas that can be explored and

analysed in future work. More specifically, in a given network, the node degree
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(how many neighbors are connected to it) can be used as a criteria when selecting

encoding nodes in Chapter 5. That is, higher benefit (or lower cost) can be given to

nodes with higher degree, so that these have an higher probability of being selected

as encoding nodes.

Some further work will also be focused on reducing the energy consumed and com-

putation overhead in sensor nodes for an higher network lifetime. These goals can

be achieved by:

• The impact of using binary coding (XOR) in DNC-WSN, which has lighter

computation than linear random network coding, should be carefully analysed.

This approach may still have some advantages in some deployments because

energy consumption and computation overhead is low.

• Selecting carefully which packets undergo encoding process. A probabilistic

approach can be adopted, but the probability to apply may vary from packet

to packet. More specifically, the more innovative the packet is, the higher the

probability of going through the encoding process should be.

125





BIBLIOGRAPHY

[ACLY00] Rudolf Ahlswede, Ning Cai, S-YR Li, and Raymond W Yeung. Net-

work Information Flow. Information Theory, IEEE Transactions on,

46(4):1204–1216, 2000.

[AHCB19] E. Al-Hawri, N. Correia, and A. Barradas. Design of network coding

based reliable sensor networks. AD HOC NETWORKS, 91, AUG

2019.

[AKA+17] Muhammad Asif, Shafiullah Khan, Rashid Ahmad, Muhammad So-

hail, and Dhananjay Singh. Quality of Service of Routing Protocols

in Wireless Sensor Networks: A review. IEEE Access, 5:1846–1871,

2017.

[AL07] Muneeb Ali and Koen Langendoen. A Case for Peer-to-Peer Network

Overlays in Sensor Networks. In International Workshop on Wireless

Sensor Network Architecture (WWSNA), pages 56–61, 2007.

[ASSC02] Ian F Akyildiz, Weilian Su, Yogesh Sankarasubramaniam, and Erdal

Cayirci. Wireless Sensor Networks: A Survey. Computer networks,

38(4):393–422, 2002.

[AV11] Angelos Antonopoulos and Christos Verikoukis. Network-Coding-

Based Cooperative ARQ Medium Access Control Protocol for Wire-

less Sensor Networks. Distributed Sensor Networks, 8(1):601321,

127



Bibliography BIBLIOGRAPHY

2011.

[BEK14] C. Bormann, M. Ersue, and A. Keranen. RFC 7228: Terminology

for Constrained-Node Networks. Technical report, IETF, 2014.

[BSS+10] Bhaskar Bhuyan, Hiren Kumar Deva Sarma, Nityananda Sarma, Avi-

jit Kar, and Rajib Mall. Quality of Service (QoS) Provisions in Wire-

less Sensor Networks and Related Challenges. Wireless Sensor Net-

work, 2(11):861, 2010.

[BZM11] Josip Balen, Drago Zagar, and Goran Martinovic. Quality of Service

in Wireless Sensor Networks: A survey and Related Patents. Recent

Patents on Computer Science, 4(3):188–202, 2011.

[CEE+01] Alberto Cerpa, Jeremy Elson, Deborah Estrin, Lewis Girod, Michael

Hamilton, and Jerry Zhao. Habitat Monitoring: Application Driver

for Wireless Communications Technology. ACM SIGCOMM Com-

puter Communication Review, 31(2 supplement):20–41, 2001.

[CH03] Supriyo Chatterjea and Paul Havinga. A Dynamic Data Aggregation

Scheme for Wireless Sensor Networks. 2003.

[CKP15] Seung-Man Chun, Hyun-Su Kim, and Jong-Tae Park. CoAP-

Based Mobility Management for The Internet of Things. Sensors,

15(7):16060–16082, 2015.

[CSDC11] Walter Colitti, Kris Steenhaut, and Niccolò De Caro. Integrating
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[CSM+16] N Correia, Gabriela Schütz, Andriy Mazayev, J Martins, and A Bar-

radas. An Energy-Aware Resource Design Model for Constrained

Networks. IEEE Communications Letters, 20(8):1631–1634, 2016.

[CTF10] Nicolae Cleju, Nikolaos Thomos, and Pascal Frossard. Network Cod-

ing Node Placement for Delay Minimization in Streaming Overlays.

In International Conference on Communications (ICC), pages 1–5.

IEEE, 2010.

[CWJ03] Philip A Chou, Yunnan Wu, and Kamal Jain. Practical Network

Coding. 2003.

128



Bibliography BIBLIOGRAPHY
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