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A B S T R A C T

In this manuscript, the computational homogenisation of phase-field fractures is addressed. To this end, a
variationally consistent two-scale phase-field fracture framework is developed, which formulates the coupled
momentum balance and phase-field evolution equations at the macro-scale as well as at the Representative
Volume Element (RVE1) scale. The phase-field variable represent fractures at the RVE scale, however, at the
macro-scale, it is treated as an auxiliary variable. The latter interpretation follows from the homogenisation of
the phase-field through volume or a surface-average. For either homogenisation choices, the set of macro-scale
and sub-scale equations, and the pertinent macro-homogeneity satisfying boundary conditions are established.
As a special case, the concept of selective homogenisation is introduced, where the phase-field is chosen to
live only in the RVE domain, thereby eliminating the macro-scale phase-field evolution equation. Numerical
experiments demonstrate the local macro-scale material behaviour of the selective homogenisation based two-
scale phase-field fracture model, while its non-selective counterpart yields a non-local macro-scale material
behaviour.
1. Introduction

An in-depth understanding of fracture (initiation and propagation)
processes in materials is essential for the prediction of fracture-induced
failure in engineering structures. To that end, the past century has
seen a thrust towards developing theoretical approaches to help gain
a deeper understanding of fracture processes. The earliest theoretical
approach, developed by Griffith and Taylor (1921) reasoned that frac-
ture propagation occurs if the energy release rate reaches a critical
value. Much later, in an alternate approach Irwin (1957) postulated a
fracture propagation criterion based on stress-intensity factors. How-
ever, both theories were unable to predict the initiation of fracture
and explain topologically complex (branching, merging, kinking and
curvilinear) fractures. However, these limitations were eliminated with
a variational model based on energy minimisation of the fractured
continuum (Francfort and Marigo, 1998). The numerical implemen-
tation of the same was proposed in Bourdin et al. (2000), motivated
by the Ambrosio–Tortorelli regularisation of the Mumford–Shah poten-
tial (Mumford and Shah, 1989). An auxiliary variable, the phase-field
was introduced that interpolates between the intact and the broken
material states. This lends the name phase-field fracture model (PFFM).

In the past decade, there has been an increased interest in PFFM,
primarily due to its ability to predict fracture initiation and handle
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topologically complex fractures. In Miehe et al. (2010b), a thermody-
namically consistent phase-field model for brittle fracture was devel-
oped adopting an energetic crack driving force definition. The work was
later extended to include generalised stress-based crack driving criteria
and applied to thermo-mechanical problem at large strains (Miehe
et al., 2015b). Subsequent studies included ductile failure (Miehe et al.,
2015a, 2016; Ambati et al., 2015; Alessi et al., 2015), fracture due
to bending in thin films (Mesgarnejad et al., 2013), anisotropic frac-
ture (Nguyen et al., 2017), fracture in fully/partially saturated porous
media (Wilson and Landis, 2016; Miehe and Mauthe, 2016; Lee et al.,
2017; Zhou et al., 2018; Cajuhi et al., 2018; Mikelić et al., 2019),
hydrogen assisted cracking (Martínez-Pañeda et al., 2018), to cite a
few.

Additionally, there have been studies directed at formulating robust
and efficient numerical solution techniques for the PFFM. This is be-
cause the underlying energy functional is non-convex, thereby leading
to the poor performance of the fully monolithic Newton solver. In order
to improve the performance of the monolithic Newton solver, Gerasi-
mov and De Lorenzis (2016) developed a novel line-search technique
that included a negative search direction. An alternative robust for-
mulation was proposed in Heister et al. (2015), aided with a linear
extrapolation of the phase-field in (pseudo) time and the semi-smooth
Newton method (Hintermüller et al., 2002) for crack irreversibility.
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Some other numerical techniques adopted for the PFFM include the
use of the dissipation-based arc-length method (May et al., 2015),
modified Newton method (Wick, 2017b) and error-oriented Newton
method (Wick, 2017a) . While most studies are focused on quasi-static
analyses, Borden et al. (2012) adopted a monolithic Newton solver for
dynamic (brittle) fracture simulations. Therein, it was reported that
the physically limited crack tip velocity prevents full fracture within
a single timestep if the timestep sizes are chosen adequately. As an
alternative to monolithic solvers, a staggered (alternate minimisation)
solver was suggested in Bourdin (2007) in conjunction with ‘crack-
set’ irreversibility. Later, in Miehe et al. (2010a), the ‘crack-set’ based
irreversibility was replaced by an implicit ‘history variable’ based
irreversibility. Although the staggered solver is numerically robust
owing to the convexity of the energy functional w.r.t displacement
and phase-field separately, it is computationally expensive compared
to monolithic solvers (Gerasimov and De Lorenzis, 2016). Yet another
aspect connected to computational efficiency is the adaptive refinement
of the mesh. In particular, the phase-field fracture model requires
extremely fine meshes in the phase-field transition zone. In this regard,
fixed uniform meshes could be used when the fracture path is not
known in advance. However, if it is known, certain sub-domains of
the mesh could be pre-refined. More elegant ways in the form of error-
oriented mesh refinement (Burke et al., 2010; Wick, 2016), refinement
based on the phase-field reaching a certain threshold (Heister et al.,
2015) and local increase of the tensile energy (Klinsmann et al., 2015),
and multi-level hp refinement using the finite cell method (Nagaraja
et al., 2019) exists in the phase-field fracture literature. Despite these
advancements, the development of robust and computationally efficient
solution and meshing techniques are still topics of active research.

So far, the studies pertaining to the PFFM are limited to a single
scale. In the context of multi-scale approach, the PFFM has been used
in conjunction with the Multi-scale Finite Element Method (MsFEM) to
simulate brittle fracture (Patil et al., 2018a), failure in composites (Patil
et al., 2018b) and fractures in highly heterogeneous materials (matrix
with voids and/or inclusions) (Patil et al., 2019). The MsFEM assumes
a fine-scale domain embedded within a coarse macro-element. The
fine-scale features (voids, cracks and other heterogeneities) are then
captured using multi-scale basis functions, computed numerically on-
the-fly. However, these fine-scale features if several magnitudes lower
in size than the domain itself renders the fine-scale problem expensive.
A cheaper alternative can be formulated on assuming separation of
scales which allows a comparatively smaller fine-scale (referred to as
sub-scale in this manuscript) domain in a computational homogeni-
sation framework. The separation of scales was assumed in a study
involving porous media (He et al., 2020), using the Finite Element-
Heterogeneous Multi-scale Method (FE-HMM). However, only the elas-
tic tensor was ‘homogenised’ owing to the presence of microstructural
pores, and the phase-field evolution equation was not solved at the
micro-structural level. This indicates that the microstructural frac-
tures/cracks were not accounted for. In yet another study (Fantoni
et al., 2019), asymptotic homogenisation of the microstructures were
performed offline for varying phase-field values. The homogenised
constitutive tensor was then obtained using a closed-form expression
based on two-scale asymptotic homogenisation and interpolation of the
phase-field variable. Such a method, however, requires that the offline
computations include all possible failure topologies of the microstruc-
ture. This could be a challenging task in the case of topologically
complex microstructural features. An elegant alternative would be to
introduce a framework, wherein the coupled momentum balance and
phase-field evolution equations are established the macro-scale as well
as at the microstructural (RVE) scale, along with adequate computa-
tional homogenisation technique. However, to the best of the authors’
knowledge, such a framework has not been developed yet.

In this manuscript, a two-scale phase-field fracture framework is
developed using the Variationally Consistent homogenisation (VCH)
2

framework (Larsson et al., 2010b) and the relevant computational D
homogenisation aspects are discussed. The VCH framework provides an
elegant procedure to derive pertinent scales for a hierarchical multi-
scale problem, from its fully resolved fine-scale problem2. The crit-
cal ingredient of the method lies in the conjunction of the Varia-
ional MultiScale method (Hughes et al., 1998) and the separation
f scales adopted through classical (first-order) homogenisation. The
ill–Mandel macro-homogeneity conditions (Hill, 1963, 1984; Nemat-
asser, 1999) are fulfilled through equivalent Variationally Consistent
acro-homogeneity Conditions. The advantages of the VCH frame-
ork lies in its applicability in the homogenisation for a general class
f problems, and in establishing scale-bridging strategies. The VCH
ramework has been used to derive multi-scale models in porous me-
ia (Larsson et al., 2010a; Sandstrom and Larsson, 2013; Ohman et al.,
013; Jänicke et al., 2020), gradient-enhanced visco-plastic dissipative
aterials (Runesson et al., 2017), and computational homogenisation

f micro-fractured continua using the eXtended Finite Element Method
XFEM) (Svenning et al., 2016b, 2017), to cite a few. However, the VCH
ramework has not been explored yet in the context of smeared-type
racture or damage models.

In the view of existing literature on the phase-field fracture model
nd the VCH framework, discussed in the preceding paragraphs, a two-
cale phase-field fracture framework addresses the two-fold research
ap, viz., (i.) the lack of a multi-scale framework wherein the coupled
omentum balance and phase-field are formulated at the macro-scale

nd RVE scale, and (ii.) extending the VCH framework to smeared-
ype (phase-field) fracture model. Moreover, the two-scale phase-field
racture framework is generic in the sense that it allows different
hoices pertaining to computational homogenisation of the microstruc-
ural quantities. This aspect is explored at length in this manuscript,
ith (i.) volume and surface-average based homogenisation measures,
nd (ii.) selective homogenisation in the context of the phase-field
ariable. In particular, the novel contribution of this manuscript are:

• the formulation of a variationally consistent two-scale phase-
field fracture framework, that allows different models based on
computational homogenisation choices;

• establishing the space-variational (Euler–Lagrange) equations and
pertinent homogenised dual quantities for three different two-
scale phase-field fracture models, derived adopting volume-
average, surface-average and selection homogenisation measures.

The focus of this manuscript lies in the computational homogenisa-
ion aspects of the different two-scale phase-field fracture models and
ot in the representativeness of real random media. Therefore, the RVEs
sed throughout this manuscript are artificially created and designed
o demonstrate the underlying micro-structural features. However, in
he case of real random media, the existence and size determination of
VEs (or Statistical Volume Elements) requires careful investigation.
or more on this aspect, the reader is referred to Ostoja-Starzewski
2006) and Gitman et al. (2007).

This manuscript is organised as follows: In Section 2, the reader is
ntroduced to the Phase-Field Fracture Model (PFFM), its underlying
nergy functional and the set of coupled space-variational (Euler–
agrange) equations. The two-scale phase-field fracture framework is
hen developed in Section 3. Within this framework, a family of two-
cale phase-field fracture models are developed, based on different
omogenisation choices. Thereafter, in Section 4, a numerical inves-
igation is carried out on the artificially created RVEs in the context
f constraints (Dirichlet, Neumann and Strongly Periodic boundary
onditions, and domain or surface constraints) and pertinent upscaled
homogenised) quantities for the different two-scale phase-field frac-
ure models. A model multi-scale FE2 problem is presented in Section 5
nd results from the simulations are discussed. Finally, Section 6 lays
own the concluding remarks of this manuscript.

2 A ‘fine-scale problem’ resolves all microstructural features and requires
irect Numerical Simulation.
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Notation

The following notations are strictly adhered to in this manuscript:

• Zero-order tensors (scalars) are represented using italic letters, first-
order and higher order tensors are represented with bold-faced letters.

• A function 𝑓 with its arguments 𝑥, 𝑦 is written in the form 𝑓 (𝑥, 𝑦),
whereas a variable 𝑔 with operational dependencies 𝑝, 𝑞 is written as
𝑔[𝑝, 𝑞].

• The volume and surface-average of a quantity, say 𝑝, are denoted as
⟨𝑝⟩□ and ⟨⟨𝑝⟩⟩□. They are defined later in the text, in Section 3.1.

• The Macaulay operator on a variable 𝑝 is defined as ⟨𝑝⟩± = 1
2
(𝑝±|𝑝|).

. Phase field fracture model

In this section, the reader is introduced to the Phase Field Fracture
odel, starting with the Francfort–Marigo energy functional (Francfort

nd Marigo, 1998), its phase-field regularisation and minimisation. All
ormulations and derivations are within the small strain continuum
ramework.

.1. The energy functional

Let 𝛺 ∈ Rdim (dim = 2, 3) be the domain occupied by the fracturing
olid as shown in Fig. 1a. Its boundary 𝛤 is decomposed into a Dirichlet
oundary 𝛤 (𝑢)

D and a Neumann boundary 𝛤 (𝑢)
N , such that 𝛤 = 𝛤 (𝑢)

D ∪ 𝛤 (𝑢)
N

nd 𝛤 (𝑢)
D ∩𝛤 (𝑢)

N = ∅. Furthermore,  denotes the crack set (a single sharp
rack in Fig. 1a) in the solid.

The energy of a fracturing elastic solid is described by the Francfort–
arigo functional in Francfort and Marigo (1998) as,

= ∫𝛺
𝛹 (𝝐[𝐮]) d𝛺 − ∫𝛤 (𝑢)

N

𝐭p ⋅ 𝐮 d𝛤 + ∫
𝐺𝑐d𝛤 , (1)

here 𝛹 (𝝐[𝐮]) is the elastic strain energy density function, 𝐭p denotes
he tractions on 𝛤 (𝑢)

N , and last integral pertains to fracture energy, where
𝑐 is the Griffith fracture toughness. The elastic strain energy density

unction is defined as

(𝝐[𝐮]) = 1
2
𝜆(𝐈∶ 𝝐[𝐮])2 + 𝜇(𝝐∶ 𝝐), (2)

where 𝜆 and 𝜇 are the Lame parameters, 𝐈 is a second-order identity
tensor, 𝐮 ∶ 𝛺 → R𝑛 is the displacement, and 𝝐 is the symmetric strain
tensor given by,

𝝐[𝐮] = (𝐮⊗ 𝛁)sym. (3)

In Fig. 1b, the sharp crack topology is regularised by introducing
a diffusive (smeared) fracture zone of width 𝑙 > 0, and an additional
scalar auxiliary variable 𝜑. The fracture surface  is now replaced
by the continuous variable 𝜑 ∶ 𝛺 → [0, 1], where 0 corresponds to
he intact state and 1 indicates a fully formed crack. Accordingly, the
ntegrand in (1) is replaced by an elliptic Ambrosio–Tortorelli function,
𝑐

( 1
2𝑙
𝜑2 + 𝑙

2
|𝛁𝜑|2

)

, cf. Bourdin et al. (2000). The energy functional
for the fracturing solid now attains the form

𝐸 = ∫𝛺
𝛹 (𝝐[𝐮]) d𝛺 − ∫𝛤 (𝑢)

N

𝐭p ⋅ 𝐮 d𝛤 + ∫𝛺
𝐺𝑐

( 1
2𝑙
𝜑2 + 𝑙

2
|𝛁𝜑|2

)

d𝛺. (4)

In the event of a fracture occurring in a solid, the strain energy of
the solid is expected to decrease. Additionally, in this manuscript, it
is assumed that fractures occur only under tensile loading. Both these
requirements are met upon introducing an additive split of the elastic
strain energy density 𝛹 into a tensile part 𝛹+ and a compression part

−, such that a monotonically decreasing degradation function 𝑔(𝜑)+𝜅
cts only on 𝛹+ (Miehe et al., 2010a). This results in the modified
nergy functional

= ∫ (𝑔(𝜑) + 𝜅)𝛹+(𝝐[𝐮]) d𝛺 + ∫ 𝛹−(𝝐[𝐮]) d𝛺 − ∫ (𝑢) 𝐭
p ⋅ 𝐮 d𝛤
3

𝛺 𝛺 𝛤N
+ ∫𝛺
𝐺𝑐

( 1
2𝑙
𝜑2 + 𝑙

2
|𝛁𝜑|2

)

d𝛺, (5)

where 𝑔(𝜑) = (1 − 𝜑)2 and 𝜅 = 1𝑒 − 10 (a small term that prevents
numerical singularity3). The tensile–compressive split of the strain
energy density are given by

𝛹±(𝝐[𝐮]) = 1
2
𝜆⟨(𝐈∶ 𝝐[𝐮])⟩2± + 𝜇𝝐±[𝐮]∶ 𝝐±[𝐮]. (6)

n the above relation, 𝝐±[𝐮] is defined as

±[𝐮] =
dim
∑

𝑖=1
⟨𝜖𝑖⟩±𝐩𝑖 ⊗ 𝐩𝑖 (7)

here 𝜖𝑖 represents the 𝑖th eigenvalue of the strain, and 𝐩𝑖 is its
corresponding normalised eigenvector.

The subsequent sections would involve the space-variational (Euler-
Lagrange) equations pertaining to the energy functional in (5). In this
context, the Cauchy tensile and compressive stresses are defined as

𝝈± = 𝜕𝛹±

𝜕𝝐
= 𝜆⟨(𝐈∶ 𝝐[𝐮])⟩±𝐈 + 2𝜇𝝐±[𝐮]. (8)

2.2. The space-variational formulation

In order to predict the fracture path in a solid occupying the domain
𝛺, the energy functional in (5) should be minimised w.r.t. the solution
variables, vector-valued displacement 𝐮 and scalar-valued phase-field
𝜑. This has to be further augmented with an additional requirement
of fracture irreversibility (no healing of fractures is permitted) and
pertinent Dirichlet and/or Neumann boundary conditions. This results
in a constrained minimisation problem that reads:

Problem Statement 1. Find 𝐮 and 𝜑 for all times 𝑡 ∈ [0, 𝑇 ] such that,

𝑚𝑖𝑛𝐮(𝑡),𝜑(𝑡)(𝐸) and. 𝜕𝑡𝜑 ≥ 0. (9)

Here, [0, 𝑇 ] refers to the time interval of interest. In this manuscript, the
time 𝑡 refers to a loading step, instead of the actual time (quasi-static
loading). The system in (9) is augmented by relevant time-dependent
boundary conditions of Dirichlet type 𝐮p on 𝛤 (𝑢)

D and 𝜑p on 𝛤 (𝜑)
D , and/or

Neumann type 𝐭p on 𝛤 (𝑢)
N and 𝑞p on 𝛤 (𝜑)

N . Furthermore, the boundary 𝛤
is decomposed as 𝛤 = 𝛤 (𝑢)

D ∪ 𝛤 (𝑢)
N , 𝛤 (𝑢)

D ∩ 𝛤 (𝑢)
N = ∅ and 𝛤 = 𝛤 (𝜑)

D ∪ 𝛤 (𝜑)
N ,

𝛤 (𝜑)
D ∩ 𝛤 (𝜑)

N = ∅ respectively. ■

Note that incorporating the possibility to prescribe the flux 𝑞p on
𝛤 (𝜑)

N does not lead to loss of generality of the original problem (4).
The space-variational (or the Euler–Lagrange) equations are derived
by taking the first variation of the energy functional w.r.t. its solution
variables 𝐮 and 𝜑. This results in the following:

Problem Statement 2. Find (𝐮, 𝜑) ∈ U × P with

∫𝛺

(

(1 − 𝜑)2 + 𝜅
)

𝝈+ ∶ 𝝐[𝛿𝐮] d𝛺

+∫𝛺
𝝈− ∶ 𝝐[𝛿𝐮] d𝛺

−∫𝛤 (𝑢)
N

𝐭p ⋅ 𝛿𝐮 d𝛤 = 0 ∀ 𝛿𝐮 ∈ U0, (10a)

∫𝛺
𝐺𝑐

( 1
𝑙
𝜑 (𝜑̂ − 𝜑) + 𝑙𝛁𝜑 ⋅ 𝛁(𝜑̂ − 𝜑)

)

d𝛺

−∫𝛺
(1 − 𝜑)𝝈+ ∶ 𝝐[𝐮](𝜑̂ − 𝜑) d𝛺

3 The use of 𝜅 is debated in the phase-field fracture literature. For dynamic
simulations, Borden et al. (2012) showed that 𝜅 could be set to zero. How-
ever, in Miehe et al. (2010b), the authors have advocated the use of 𝜅 for
well-posedness of partly broken systems. This manuscript follows the latter
approach.
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Fig. 1. A solid 𝛺 ∈ R2 embedded with (a). sharp crack  and (b). diffused (smeared) crack. Dirichlet and Neumann boundaries are indicated with 𝛤 (𝑢)
D and 𝛤 (𝑢)

N respectively.
−∫𝛤 (𝜑)
N

𝑞p(𝜑̂ − 𝜑) d𝛤 ≥ 0 ∀ 𝜑̂ ∈ P (10b)

using pertinent time-dependent Dirichlet boundary conditions 𝐮𝑝 on
𝛤 (𝑢)

D and 𝜑𝑝 on 𝛤 (𝜑)
D , and/or Neumann boundary conditions

𝐭 ∶=
(

(1 − 𝜑)2𝝈+ + 𝝈−) ⋅ 𝐧 = 𝐭p on 𝛤 (𝑢)
N , (11a)

𝑞 ∶= 𝐺𝑐 𝑙𝛁𝜑 ⋅ 𝐧 = 𝑞p on 𝛤 (𝜑)
N . (11b)

The trial and test spaces are defined as

U = {𝐮 ∈ [𝐻1(𝛺)]dim
|𝐮 = 𝐮p on 𝛤 (𝑢)

D }, (12a)

P = {𝜑 ∈ [𝐻1(𝛺)]1|𝜑 ≥ 𝑛𝜑|𝜑 = 𝜑p on 𝛤 (𝜑)
D }, (12b)

U0 = {𝐮 ∈ [𝐻1(𝛺)]dim
|𝐮 = 𝟎 on 𝛤 (𝑢)

D }. (12c)

The left superscript 𝑛 in (12b) refer to the previous step in (pseudo)
time. For brevity, the superscript (𝑛+1) over the variables and solution
fields in the current step in time is avoided. ■

Note that the variational inequality (10b) in Problem Statement
2 stems from the fracture irreversibility requirement 𝜑 ≥ 𝜑𝑛. The
treatment of the fracture irreversibility is a widely discussed topic
when it comes to developing computationally efficient and robust
equality-based solution techniques. In this context, Gerasimov and De
Lorenzis (2016) suggested a penalisation approach to (10b). Adopting
an alternative approach, Heister et al. (2015) proposed the use of a
semi-smooth Newton method developed by Hintermüller et al. (2002).
Yet another alternative was suggested in Wick (2017a), where an aug-
mented Lagrangian method was developed using the Moreau–Yoshida
regularisation. Note that all of the aforementioned literature advocated
the use of a monolithic solver. However, in Miehe et al. (2010a),
a staggered (alternate minimisation) solution technique is proposed,
where the fracture irreversibility is enforced implicitly using a ‘history
term’ , defined as the maximum accumulated tensile energy over the
loading history. Based on the assumption that the fracture is driven by
the tensile energy, the authors in Miehe et al. (2010a) postulated that
the replacing the tensile energy term 𝝈+ ∶ 𝝐[𝐮] in (10b) with  would
ensure the fracture irreversibility4. Mathematically,  is given by

 ∶= max[0,𝑡]
(

𝝈+ ∶ 𝝐[𝐮]
)

= max(𝑛,𝝈+ ∶ 𝝐[𝐮]). (13)

where, 𝑛 is the history term computed in the previous step in (pseudo)
time. Note that substitution of the history term  in place of 𝝈+ ∶ 𝝐[𝐮]
in (10b) changes the variational inequality formulation in the Problem
Statement 2 to a variational equality formulation that reads:

4 The enforcement of fracture irreversibility using the history variable
remains a questionable assumption despite its popularity within the compu-
tational mechanics community, since it introduces a small discrepancy. Please
refer to Gerasimov and De Lorenzis (2019) for more on this aspect.
4

Problem Statement 3. Find (𝐮, 𝜑) ∈ U × P with

∫𝛺

(

(1 − 𝜑)2 + 𝜅
)

𝝈+ ∶ 𝝐[𝛿𝐮] d𝛺 + ∫𝛺
𝝈− ∶ 𝝐[𝛿𝐮] d𝛺

−∫𝛤 (𝑢)
N

𝐭p ⋅ 𝛿𝐮 d𝛤 = 0 ∀ 𝛿𝐮 ∈ U0,

(14a)

∫𝛺
𝐺𝑐

( 1
𝑙
𝜑 𝛿𝜑 + 𝑙𝛁𝜑 ⋅ 𝛁𝛿𝜑

)

d𝛺 − ∫𝛺
(1 − 𝜑)𝛿𝜑 d𝛺

−∫𝛤 (𝜑)
N

𝑞p𝛿𝜑 d𝛤 = 0 ∀ 𝛿𝜑 ∈ P0

(14b)

The trial and test spaces are defined as

U = {𝐮 ∈ [𝐻1(𝛺)]dim
|𝐮 = 𝐮p on 𝛤 (𝑢)

D }, (15a)

P = {𝜑 ∈ [𝐻1(𝛺)]1|𝜑 = 𝜑p on 𝛤 (𝜑)
D }, (15b)

U0 = {𝐮 ∈ [𝐻1(𝛺)]dim
|𝐮 = 𝟎 on 𝛤 (𝑢)

D }. (15c)

P0 = {𝜑 ∈ [𝐻1(𝛺)]1|𝜑 = 0 on 𝛤 (𝜑)
D }. (15d)

The above set of equations are solved using an alternate minimisa-
tion algorithm, wherein, (14a) is solved, followed by computation of
 using (13) and solving (14b). This sequence is repeated iteratively
until the error measure defined as

𝑒𝑟𝑟 =
√

1
𝑀

√

√

√

√

√

𝑀
∑

𝑗=1

1
𝑁𝑗

𝑁𝑗
∑

𝑖=1

(

|𝑈𝑖,𝑗,𝑘+1 − 𝑈𝑖,𝑗,𝑘|

𝑚𝑎𝑥(|𝑈𝑖,𝑗,0|, 1)

)2

, (16)

is less than a certain tolerance. In the above relation, 𝑈 represents
a degree of freedom, 𝑀 is the number of fields (displacement and
phase-field in this manuscript), 𝑁𝑗 corresponds to the number of de-
grees of freedom of type 𝑗, and the subscript 𝑘 + 1 indicates the
current iteration. Moreover, the set of equations are augmented by
time-dependent Dirichlet and/or Neumann boundary conditions, stated
earlier in Problem Statement 2. Also, note that the trial and test
spaces for the phase-field in this equality-based formulation differ from
variational inequality-based formulation in Problem Statement 2. ■

In order to have a concise representation of the space-variational
Eqs. (14a) and (14b), the quantities dual to the strain 𝝐, phase-field 𝜑
and its gradient 𝛁𝜑 are defined as,

𝝈 ∶=
(

(1 − 𝜑)2 + 𝜅
)

𝝈+ + 𝝈−, (17a)

𝛷 ∶=
𝐺𝑐
𝑙
𝜑 − (1 − 𝜑), (17b)

𝜸 ∶= 𝐺𝑐 𝑙𝛁𝜑, (17c)

respectively. This allows re-stating (14a) and (14b) in the compact form

∫ 𝝈 ∶ 𝝐[𝛿𝐮] d𝛺 − ∫ (𝑢) 𝐭
p ⋅ 𝛿𝐮 d𝛤 = 0 ∀ 𝛿𝐮 ∈ U0, (18a)
𝛺 𝛤N
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𝛺

∫

w

∫𝛺
𝜸 ⋅ 𝛁𝛿𝜑d𝛺 + ∫𝛺

𝛷𝛿𝜑 d𝛺 − ∫𝛤 (𝜑)
N

𝑞p𝛿𝜑 d𝛤 = 0 ∀ 𝛿𝜑 ∈ P0. (18b)

. Variationally consistent two-scale phase-field fracture frame-
ork

In this section, a two-scale phase-field fracture framework is de-
eloped. The framework is developed using the Variationally Con-
istent homogenisation (VCH) technique proposed in Larsson et al.
2010b). In brief, the VCH technique replaces a fine-scale problem
ith a macro-scale problem, such that every macro-scale material
oint is associated with an RVE. This is made possible upon intro-
ucing running average approximations of the integrand in the space-
ariational (Euler–Lagrange) equations, and separation of scales using
irst-order homogenisation. These aspects are treated in detail in the
ollowing sub-sections. Later in the text, the computational homogeni-
ation aspects pertaining to volume or surface-average homogenisa-
ion measures as well as selective homogenisation of the phase-field
ariable are discussed at length. These include establishing prolonga-
ion/homogenisation rules and deriving the relevant homogenised dual
uantities.

.1. Running averages

The VCH technique allows a continuous macro-scale problem in the
omain 𝛺, upon introducing a sub-scale RVE 𝛺□ ∣𝐱 at each macro-

scale material point 𝐱 ∈ 𝛺. Any integrand on 𝛺 is approximated as
quantity averaged over 𝛺□. For instance, an integrand 𝑓 in 𝛺 is

obtained through volume-averaging on 𝛺□ as

𝑓 → ⟨𝑓 ⟩□, (19a)

⟨𝑓 ⟩□ ∶= 1
|𝛺□|

∫𝛺□

𝑓 d𝛺. (19b)

ncorporating the volume-averaging definition (19a) and (19b) in (18a)
nd (18b) yields

∫𝛺
⟨𝝈 ∶ 𝝐[𝛿𝐮]⟩□ d𝛺

−∫𝛤 (𝑢)
N

𝐭p ⋅ 𝛿𝐮 d𝛤 = 0 ∀ 𝛿𝐮 ∈ U0, (20a)

∫𝛺
⟨𝜸 ⋅ 𝛁𝛿𝜑⟩□ d𝛺 + ∫𝛺

⟨𝛷𝛿𝜑⟩□ d𝛺

−∫𝛤 (𝜑)
N

𝑞p𝛿𝜑 d𝛤 = 0 ∀ 𝛿𝜑 ∈ P0. (20b)

ote that each term within the angular brackets ⟨⋅⟩□ are evaluated
on the RVEs, located at macro-scale material points (also referred
to as Gauss/integration points in a numerical integration scheme).
Furthermore, the prescribed tractions 𝐭p and 𝑞p are assumed to be
appropriately homogenised.

Remark 1. The VCH framework is generic in the sense that there
is no restriction on the definition of the averaging that replaces an
integrand. For instance, the integrand, 𝑓 could also be defined through
surface-average approximation over the RVE boundary 𝛤□ as

𝑓 → ⟨⟨𝑓 ⟩⟩□, (21a)

⟨𝑓 ⟩⟩□ ∶= 1
|𝛤□|

∫𝛤□

𝑓 d𝛤 . (21b)

Also, the volume-averaging could be carried out over a part of the
RVE domain. An example of such an approach is averaging over a
failure-zone (Nguyen et al., 2010) (not pursued in this manuscript).

In the next sub-section, the RVE solution fields 𝐮, 𝜑 and the cor-
responding test functions 𝛿𝐮, 𝛿𝜑 would be additively decomposed into
a macro-scale contribution and an RVE scale fluctuation adopting the
first-order homogenisation technique.
5

3.2. Scale transition

Scale transition enables to define the RVE solution fields and their
corresponding test functions in terms of their macro-scale counterparts
(denoted with an overbar in this manuscript). To this end, first, the
solution fields 𝐮 and 𝜑 are additively decomposed into a macro-scale
contribution (with a superscript M) and an RVE scale fluctuation (with
a superscript s),

𝐮 = 𝐮M + 𝐮s (22a)

𝜑 = 𝜑M + 𝜑s. (22b)

Thereafter, the macro-scale contributions 𝐮M and 𝜑M are assumed to be
linearly varying (first-order) Taylor series expansions about the smooth
macro-scale solution fields 𝐮 and 𝜑 (an approach, consistent with the
first-order homogenisation technique). This results in

𝐮M = 𝝐 ⋅ [𝐱 − 𝐱] and (23a)

𝜑M = 𝜑 + 𝜻 ⋅ [𝐱 − 𝐱] ∀ 𝐱 ∈ 𝛺□, (23b)

where 𝝐 = 𝝐[𝐮]|𝐱, 𝜑 = 𝜑|𝐱 and 𝜻 = 𝛁𝜑|𝐱. For the sake of brevity, |𝐱 is
ropped in the subsequent text of this manuscript. Note that in (23a),
he skew-symmetric part of the displacement gradient is excluded due
o rigid body invariance. Consequently, the definition of the symmetric
train in (3) is adopted. Furthermore, the test functions 𝛿𝐮 and 𝛿𝜑 also
ollow the same additive decomposition and linearly varying macro-
cale contributions using first-order Taylor series expansion about their
orresponding macro-scale test functions 𝛿𝐮 and 𝛿𝜑. This procedure of

mapping a macro-scale field to its contribution in the RVE (sub-scale)
counterpart is termed as prolongation.

3.3. Macro-scale problem

The macro-scale space-variational (Euler–Lagrange) equations for
the phase-field fracture problem is obtained upon testing (20a) and
(20b) with 𝛿𝐮M = 𝝐⋅[𝐱−𝐱] and 𝛿𝜑M = 𝛿𝜑+𝜻 ⋅[𝐱−𝐱] for each RVE domain

□. Additionally, on the macro-scale Neumann boundaries (𝛤 (𝑢)
𝑁 and

𝛤 (𝜑)
𝑁 ), it is assumed that 𝛿𝐮M = 𝛿𝐮 and 𝛿𝜑M = 𝛿𝜑. This results in:

Problem Statement 4. Find (𝐮, 𝜑) ∈ U × P with

∫𝛺
𝝈 ∶ 𝝐[𝛿𝐮] d𝛺 − ∫𝛤 (𝑢)

N

𝐭p ⋅ 𝛿𝐮 d𝛤 = 0 ∀𝛿𝐮 ∈ U0,

(24a)

𝛺
{𝜸 +𝐐} ⋅ 𝛁𝛿𝜑 d𝛺 + ∫𝛺

𝛷𝛿𝜑 d𝛺 − ∫𝛤 (𝜑)
N

𝑞p 𝛿𝜑 d𝛤 = 0 ∀ 𝛿𝜑 ∈ P0,

(24b)

here

𝝈 = ⟨𝝈⟩□ ∶=
⟨(

(1 − 𝜑)2 + 𝜅
)

𝝈+ + 𝝈−⟩
□, (25a)

𝜸 = ⟨𝜸⟩□ ∶= ⟨𝐺𝑐 𝑙𝛁𝜑⟩□, (25b)

𝐐 = ⟨𝐐⟩□ ∶= ⟨𝛷(𝐱 − 𝐱)⟩□, (25c)

𝛷 = ⟨𝛷⟩□ ∶= ⟨

𝐺𝑐
𝑙
𝜑 − (1 − 𝜑)⟩□, (25d)

and the trial and test spaces are defined as

U ∶= {𝐯 ∈ [𝐻1(𝛺)]dim
|𝐯 = 𝐮p on 𝛤 (𝑢)

D }, (26a)

P ∶= {𝑤 ∈ [𝐻1(𝛺)]1|𝑤 = 𝜑p on 𝛤 (𝜑)
D }, (26b)

U0 ∶= {𝐯 ∈ [𝐻1(𝛺)]dim
|𝐯 = 𝟎 on 𝛤 (𝑢)

D }, (26c)

P0 ∶= {𝑤 ∈ [𝐻1(𝛺)]1|𝑤 = 0 on 𝛤 (𝜑)
D }. ■ (26d)
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Remark 2. In the above formulation, a tacit assumption is made
llowing the identification of appropriately homogenised Dirichlet (𝐮p,

𝜑p) and Neumann (𝐭p, 𝑞p) values, analogous to those used in Problem
tatement 3.

emark 3. Note that the macro-scale phase-field evolution equation
24b) is different from the original formulation (18b), due to the pres-
nce of the additional non-local term 𝐐 in the former. This additional
erm stems from the higher-order term 𝛁𝛿𝜑 in the prolongation of 𝛿𝜑M

consistent with the first order homogenisation technique).

.4. RVE problem

The RVE space-variational (Euler–Lagrange) equations are obtained
pon localising (20a) and (20b) to each RVE domain 𝛺□. To this end,
20a) and (20b) are tested with the fluctuating test functions 𝛿𝐮 = 𝛿𝐮s

nd 𝛿𝜑 = 𝛿𝜑s.

.4.1. RVE weak/strong periodicity problem
The canonical form of the RVE problem, according to the weak

icro-periodicity format (Larsson et al., 2011) is stated as

roblem Statement 5. Find (𝐮, 𝜑, 𝝀(𝑢), 𝜆(𝜑), 𝜇(𝜑)) ∈ U□ × P□ ×T□ ×

□ × R with

⟨𝝈 ∶ 𝝐[𝛿𝐮]⟩□ − 1
|𝛺□|

×∫𝛤 +
□

𝝀(𝑢) ⋅ J𝛿𝐮K□ d𝛤 = 0 ∀ 𝛿𝐮 ∈ U□, (27a)

⟨𝜸 ⋅ 𝛁𝛿𝜑⟩□ + ⟨𝛷𝛿𝜑⟩□ − 𝜇(𝜑)
⟨𝛿𝜑⟩□ − 1

|𝛺□|

×∫𝛤 +
□

𝜆(𝜑)J𝛿𝜑K□ d𝛤 = 0 ∀ 𝛿𝜑 ∈ P□, (27b)

− 1
|𝛺□|

∫𝛤 +
□

𝛿𝝀(𝑢) ⋅ J𝐮K□ d𝛤 = − 1
|𝛺□|

×∫𝛤 +
□

𝛿𝝀(𝑢) ⊗ J𝐱K□ d𝛤 ∶ 𝝐 ∀ 𝛿𝝀(𝑢) ∈ T□, (27c)

− 1
|𝛺□|

∫𝛤 +
□

𝛿𝜆(𝜑)J𝜑K□ d𝛤 = − 1
|𝛺□|

×∫𝛤 +
□

𝛿𝜆(𝜑)J𝐱K□ d𝛤 ⋅ 𝜻 ∀ 𝛿𝜆(𝜑) ∈ Q□, (27d)

−𝛿𝜇(𝜑)
⟨𝜑⟩□ = −𝛿𝜇(𝜑)𝜑 ∀ 𝛿𝜇(𝜑) ∈ R, (27e)

ith pertinent spaces

□ ∶=
{

𝐮 ∈ [𝐻1(𝛺)]dim |

|

|

|

∫𝛺□

𝐮 d𝛺 = 0 in 𝛺□

}

, (28a)

□ ∶=
{

𝜑 ∈ [𝐻1(𝛺)]1
}

, (28b)

□ ∶=
{

𝝀(𝑢) ∈ [𝐿2(𝛤+
□)]dim

}

, (28c)

□ ∶=
{

𝜆(𝜑) ∈ [𝐿2(𝛤+
□)]

}

. (28d)

ote that the RVE phase-field bounds 𝜑 ∈ [0, 1] are self-regulated by the
weak form equations and need not be incorporated in the space (28b).
Moreover, the Lagrange multipliers 𝝀(𝑢), 𝜆(𝜑) and 𝜇(𝜑) are related to the
macro-scale quantities defined in Problem Statement 4 as

𝝈 = 1
|𝛺□|

∫𝛤 +
□

𝝀(𝑢) ⊗ J𝐱K□ d𝛤 , (29a)

𝐐 + 𝜸 = 1
|𝛺□|

∫𝛤 +
□

𝜆(𝜑)J𝐱K□ d𝛤 , (29b)

𝛷 = 𝜇(𝜑), (29c)
6

with the jump operator J∙K□ defined as J∙K□ = ∙+−∙−. The superscripts
+ and − are indicative of the RVE boundaries 𝛤+

□ and 𝛤−
□ respectively,

as shown in Fig. 2a. The RVE boundary 𝛤+
□ has a positive outward nor-

mal, and 𝛤−
□ has a negative outward normal in a Cartesian coordinate

system . ■

Incorporating the constraint Eqs. (27c), (27d) and (27e) in the RVE
problem ensures the fulfilment of the Hill–Mandel macro-homogeneity
conditions (Hill, 1963, 1984; Nemat-Nasser, 1999). A formal proof of
the same is presented in Appendix A of this manuscript.

Problem Statement 5 allows an independent discretisation of the
Lagrange multipliers 𝝀(𝑢) and 𝜆(𝜑) from that used for the displacement
and phase-field. As elucidated in Larsson et al. (2011), theoretically,
using the same discretisation for the solution fields and the Lagrange
multipliers at the RVE boundary enforces a strongly periodic boundary
condition whereas, adopting a single Lagrange multiplier element for
the RVE edge as shown in Fig. 2b results in a Neumann boundary
condition. However, Svenning et al. (2016a) showed that LBB-stability
is ensured only if the solution fields (𝐮 and 𝜑 in this manuscript) mesh
have at least one node inside each of their corresponding Lagrange
multiplier (𝝀(𝑢), 𝜆(𝜑)) elements. In this manuscript, strongly periodic
boundary conditions are enforced through restrictive enrichment of the
displacement and phase-field test and trial spaces. This results in:

Problem Statement 6. Find (𝐮, 𝜑, 𝜇(𝜑)) ∈ UP
□(𝝐) × PP

□(𝜻) × R with

⟨𝝈 ∶ 𝝐[𝛿𝐮]⟩□ = 0 ∀ 𝛿𝐮 ∈ UP
□(0), (30a)

𝜸 ⋅ 𝛁𝛿𝜑⟩□ + ⟨𝛷𝛿𝜑⟩□ − 𝜇(𝜑)
⟨𝛿𝜑⟩□ = 0 ∀ 𝛿𝜑 ∈ PP

□(0), (30b)

−𝛿𝜇(𝜑)
⟨𝜑⟩□ = −𝛿𝜇(𝜑)𝜑 ∀ 𝛿𝜇(𝜑) ∈ R, (30c)

using the test and trial spaces

UP
□(𝝐) ∶=

{

𝐮 ∈ [𝐻1(𝛺)]dim |

|

|

|

𝐮+ − 𝐮− = 𝝐 ⋅ [𝐱+ − 𝐱−] on 𝛤+
□,

𝛺□

𝐮 d𝛺 = 0 in 𝛺□

}

, (31a)

P
□(𝜻) ∶=

{

𝜑 ∈ [𝐻1(𝛺)]1
|

|

|

|

𝜑+ − 𝜑− = 𝜻 ⋅ [𝐱+ − 𝐱−] on 𝛤+
□

}

. ■

(31b)

emark 4. The RVE Weak/Strong Periodicity problem requires fixing
ne of the RVE corner nodes (bottom left node is chosen in this
anuscript) in order to restrict rigid body translations.

.4.2. RVE Neumann problem
The RVE Neumann problem arises from choosing trial spaces for the

agrange multipliers 𝝀(𝑢) ∈ T□ and 𝜆(𝜑) ∈ Q□ such that

T□ ∶=
{

𝝀(𝑢) ∈ [𝐿2(𝛤+
□)]dim |

|

|

|

𝝀(𝑢) = 𝝈 ⋅ 𝐧 on 𝛤□, 𝝈 ∈ Rdim×dim
sym

}

,

(32a)

□ ∶=
{

𝜆(𝜑) ∈ [𝐿2(𝛤+
□)]

|

|

|

|

𝜆(𝜑) = 𝜸 ⋅ 𝐧 on 𝛤□, 𝜸 ∈ Rdim
}

. (32b)

Here, 𝝈 and 𝜸 are homogenised quantities dual to 𝝐 and 𝜻 respectively,
and 𝐧 is the surface normal. Adopting the aforementioned trial spaces
in Problem Statement 5, along with trivial manipulation results the RVE
Neumann problem that reads:

Problem Statement 7. Find (𝐮, 𝜑, 𝝈, 𝜸, 𝜇(𝜑)) ∈ U□ ×P□ ×Rdim×dim
sym ×

dim × R with

⟨𝝈 ∶ 𝝐[𝛿𝐮]⟩□ − 𝝈 ∶ ⟨𝝐[𝛿𝐮]⟩□ = 0 ∀ 𝛿𝐮 ∈ U□,

(33a)
⟨𝜸 ⋅ 𝛁𝛿𝜑⟩□ + ⟨𝛷𝛿𝜑⟩□ − 𝜸 ⋅ ⟨𝛁𝛿𝜑⟩□ − 𝜇(𝜑)

⟨𝛿𝜑⟩□ = 0 ∀ 𝛿𝜑 ∈ P□,

(33b)
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Fig. 2. Figures showing (a.) RVE 𝛺□ ∈ R2 with the boundary split for periodicity constraints, and (b.) an LBB-stable RVE discretisation where ∙ and ∙ indicate solutions fields
(𝐮,𝜑) and Lagrange multipliers (𝝀(𝑢) , 𝜆(𝜑)) nodes respectively. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this
rticle.)
c
f

−𝛿𝝈 ∶ ⟨𝝐[𝐮]⟩□ = −𝛿𝝈 ∶ 𝝐 ∀ 𝛿𝝈 ∈ Rdim×dim
sym ,

(33c)

−𝛿𝜸 ⋅ ⟨𝛁𝜑⟩□ = −𝛿𝜸 ⋅ 𝜻 ∀ 𝛿𝜸 ∈ Rdim,
(33d)

−𝛿𝜇(𝜑)
⟨𝜑⟩□ = −𝛿𝜇(𝜑)𝜑 ∀ 𝛿𝜇(𝜑) ∈ R,

(33e)

sing the test and trial spaces

□ ∶=
{

𝐮 ∈ [𝐻1(𝛺)]dim |

|

|

|

∫𝛺□

𝐮 d𝛺 = 0 in 𝛺□,

𝛤□

(𝐮⊗ 𝐧)skew d𝛤 = 0 on 𝛤□

}

, (34a)

□ ∶=
{

𝜑 ∈ [𝐻1(𝛺)]1
}

. ■ (34b)

emark 5. The RVE Neumann problem requires fixing one of the RVE
orner nodes (bottom left node is chosen in this manuscript) in order
o restrict rigid body translations. Furthermore, the RVE Neumann
roblem allows a small discrepancy in the context of consistency with
he initial values. However, this discrepancy exists only in the first step
f a fully coupled two-scale analysis.

.4.3. RVE Dirichlet problem
The RVE Dirichlet Problem results from choosing to enforce dis-

lacement and phase-field values on the RVE boundary. This results
n:

roblem Statement 8. Find (𝐮, 𝜑, 𝜇(𝜑)) ∈ UD
□(𝝐) ×PD

□(𝜑, 𝜻) ×R with

⟨𝝈 ∶ 𝝐[𝛿𝐮]⟩□ = 0 ∀ 𝛿𝐮 ∈ UD
□(0), (35a)

⟨𝜸 ⋅ 𝛁𝛿𝜑⟩□ + ⟨𝛷𝛿𝜑⟩□ − 𝜇(𝜑)
⟨𝛿𝜑⟩□ = 0 ∀ 𝛿𝜑 ∈ PD

□(0), (35b)

−𝛿𝜇(𝜑)
⟨𝜑⟩□ = −𝛿𝜇(𝜑)𝜑 ∀ 𝛿𝜆(𝜑) ∈ R□, (35c)

sing the test and trial spaces

D
□(𝝐) ∶=

{

𝐮 ∈ [𝐻1(𝛺)]dim |

|

|

|

𝐮 = 𝝐 ⋅ [𝐱 − 𝐱] on 𝛤□

}

, (36a)

PD
□(𝜑, 𝜻) ∶=

{

𝜑 ∈ [𝐻1(𝛺)]1
|

|

|

|

𝜑 = 𝜑 + 𝜻 ⋅ [𝐱 − 𝐱] on 𝛤□

}

. ■ (36b)

Remark 6. Enforcing a Dirichlet boundary condition as stated in
Eq. (36b) on the phase-field would lead to a ‘undesirable’ conflict in
the presence of initial fractures on the RVE boundary. It is presented
in this manuscript solely as a proof of concept and for the sake of
completeness.
7

d

So far, the macro-scale kinematic quantities 𝝐, 𝜑 and 𝜻 have been
defined as the volume-average of their RVE counterparts. Therefore, the
macro-scale problem in Section 3.3 and the RVE problems (Problem
Statements 5–8) derived in this section constitute a volume-average
based two-scale phase-field fracture model. In the next sub-section,
a surface-average based two-scale phase-field fracture model is intro-
duced that defines the macro-scale phase-field 𝜑 as the surface-average
of its RVE counterpart.

3.5. Surface-average based two-scale phase-field fracture model

The surface-average based two-scale phase-field fracture model de-
fines the macro-scale phase-field 𝜑 as the surface-average5 of the RVE
phase-field 𝜑,

𝜑 = ⟨⟨𝜑⟩⟩□, (37)

keeping the other kinematic quantities 𝝐[𝐮] and 𝛁𝜑 same as in the
volume-average based two-scale phase-field model. This results in the
constraints (27e), (30c), (33e) and (35c) being replaced by

− 𝛿𝜇(𝜑)
⟨⟨𝜑⟩⟩□ = −𝛿𝜇(𝜑)𝜑 ∀ 𝛿𝜇(𝜑) ∈ R, (38)

with 𝜑 evaluated at a material point 𝐱 ∈ 𝛺. Consequently, the term
𝜇(𝜑)

⟨𝛿𝜑⟩□ is replaced by 𝜇(𝜑)
⟨⟨𝛿𝜑⟩⟩□ in the RVE phase-field evolution

equation. The macro-scale equations in Problem Statement 4, however,
remain unchanged. The macro-scale and RVE problem statements for
the surface-average based two-scale phase-field fracture model are not
explicitly stated in this manuscript for brevity.

Remark 7. Note that the macro-scale phase-field being defined as the
volume or surface average of its RVE counterpart, is not indicative of
fracture on the macro-scale. Rather, it must be treated as an auxiliary
macro-scale variable.

3.6. Selective homogenisation based two-scale phase-field fracture model

Yet another variant of the two-scale phase-field fracture model is
proposed in this sub-section, based on ‘selective homogenisation’ of the
solution fields. ‘Selective homogenisation’ refers to the selective upscaling
of the solution variables from the sub-scale to the macro-scale. In this
regard, a simple choice would be to discard any notion of the phase-
field variable at the macro-scale scale, i.e., the phase-field is assumed
to live only on the RVE domain. This ‘special case’ is not new in the
omputational homogenisation literature. For instance, the pressure
ield was assumed to live only on the RVE domain in liquid-phase

5 The ‘surface’ here refers to the external boundary. Pertinent averaging
efinitions are given by (21a) and (21b).
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sintering (Ohman et al., 2013), Stokes’ flow (Sandstrom et al., 2013)
and fluid transport in fractured media (Pollmann et al., 2020) problems,
to cite a few.

For the phase-field fracture problem, assuming the phase-field to
live only on the RVE domain leads to the non-existence of the macro-
scale phase-field evolution equation (24b), thereby circumventing the
need to extract the homogenised quantities dual to the macro-scale
phase-field and its gradient. The absence of the macro-scale phase-field
evolution equation is expected to reduce computational cost compared
to the volume-average and surface-average based two-scale phase-field
fracture models. However, assuming the phase-field only as an RVE
quantity would result in an RVE-based local material model at the
macro-scale, similar to the local damage model in continuum damage
mechanics. The RVE-based local dissipative material model would ren-
der the macro-scale problem mesh sensitive (refer to de Borst et al.
(1993) for more on this aspect).

As far as the RVE problems (Problem Statements 5–8) are con-
cerned, considering the phase-field only as an RVE quantity would
eliminate the need for constraints (27e), (30c), (33e) and (35c). How-
ever, constraints on the RVE phase-field must be enforced such that
the Hill–Mandel macro-homogeneity conditions are satisfied. This is
achieved through Neumann and Periodic boundary conditions with a
zero macro-scale phase-field gradient.

4. Single-scale RVE numerical study

The single-scale numerical study extracts the homogenised dual
quantities for the different two-scale phase-field fracture models, dis-
cussed earlier in Section 3. To this end, a set of numerical experiments
are carried out on artificially created RVEs. The RVEs differ in material
constituents and/or initial fracture topology. The initial fractures are
modelled by defining interfaces within the RVE domain and prescribing
𝜑 = 1 on these surfaces. All material and geometric parameters pertain-
ng to the RVEs are addressed in the next sub-section. The subsequent
ub-sections conduct a three-fold numerical investigation, where

• Study I computes the homogenised dual quantities pertaining to
the selective homogenisation based two-scale phase-field fracture
model (refer to Section 3.6),

• Study II compares the volume-average and surface-average based
two-scale phase-field fracture models, based on their homogenised
stress–strain response, and

• Study III involves a parametric study in order to ascertain the
influence of the macro-scale phase-field gradient on the ho-
mogenised dual quantities in the volume-average and surface-
average based two-scale phase-field fracture models.

.1. Artificially created RVEs

Three different artificially created RVEs are considered in this
anuscript with varying initial fracture topology and/or material con-

tituents, as shown in Fig. 3. All of them are two-dimensional unit
quares (in mm).

Fig. 3a shows an RVE with an initial vertical fracture. This RVE
s symmetric w.r.t the fracture topology. The second RVE in Fig. 3b
s devoid of initial fractures, instead, the matrix is embedded with
andomly placed inclusions of varying size (shown in dark blue colour).
hese inclusions fulfil wall-periodicity as they are allowed to penetrate
hrough the RVE boundary and appear on the opposite edge. As such,
aterial periodicity is invoked. Finally, Fig. 3c shows an RVE with

andom initial fractures, that fulfils wall-periodicity. Note that the latter
wo RVEs are not symmetric as far as the material and fracture topology
re concerned.

The material and geometric properties for the different RVEs are
8

resented in Table 1. Note that the matrix material remains the same
Table 1
RVE geometric and material information.

Property Value

RVE 1 mm × 1 mm, Plane strain
𝜆matrix, 𝜆inclusion 131.154 GPa, 13 100.154 GPa
𝜇matrix, 𝜇inclusion 80.769 GPa, 8000.769 GPa
𝐺c,matrix, 𝐺c,inclusion 2700 N∕m, 270 000 N∕m
𝑙 1.5e − 2 mm
max. element size 𝑙∕2

Table 2
RVE loading conditions for Study I.

RVE 𝛥𝜖xx [–] 𝜻x [mm−1] 𝜻y [mm−1]

Single fracture 1e−5 0 0
Stiff inclusions 1e−5 0 0
Random fractures 1e−5 0 0

in all the RVEs, and the inclusion properties apply only to the RVE in
Fig. 3b.

Throughout the entire numerical investigation, the RVEs are sub-
jected to a strain-loading in the 𝑥-direction. The loading is quasi-static,
and the solution-based error measure (16) is adopted to terminate the
iterations with a tolerance 1𝑒 − 3.

4.2. Study I

Study I pertains to the selective homogenisation based two-scale
hase-field fracture model that considers the phase-field only as an
VE (sub-scale) solution field. (refer to Section 3.6 for details). As
uch, the problem is driven only through a quasi-static strain-loading
n the 𝑥-direction. Table 2 presents the strain increments adopted for
he different RVEs. When the strain-loading is enforced through DBC
nd NBC, the phase-field evolution equation is augmented with NBC.
owever, when the strain loading is applied through SPBC, the SPBC

s also enforced on the phase-field.
In the selective homogenisation based two-scale phase-field fracture

odel, the macro-scale phase-field evolution equation ceases to exist.
s such, the homogenised stress 𝝈 (dual to the homogenised strain 𝝐)

is the only macro-scale quantity that requires upscaling. Fig. 4 presents
the homogenised stress–strain curves for the three RVEs with different
displacement boundary conditions (DBC, NBC, and SPBC). Each sub-
figure corresponds to a single RVE, while the curves of different colour
represent the different boundary conditions. It is observed from all
the sub-figures that the phase-field variable implicitly contained in the
definition of the homogenised stress (see Eq. (25a)) manifests in the
form of a dissipative-type behaviour. Furthermore, the DBC is found
to yield a stiffer stress–strain response in comparison to the NBC,
while the SPBC stress–strain curve lies in between the DBC and NBC
response. The stiff behaviour of the DBC, owing to the rather restrictive
enforcement of linearly varying displacements, is established in the
computational homogenisation literature.

Fig. 5 shows the phase-field fracture topology at failure for the
RVE with a single initial fracture. Irrespective of the applied bound-
ary conditions, this fracture topology remains the same, i.e., through
elongation of the initial vertical crack. This explains the closeness
homogenised stress–strain curves in Fig. 4 with different boundary
conditions. However, in the case of DBC, the fracture is not allowed to
reach the RVE boundary, rather it spreads horizontally as seen in the
red curve in Fig. 5a. This prevents the total loss of material integrity and
results in an artificial stiffening (evident from the horizontal plateau).
The artificial stiffening is, however, not observed with the NBC and
SPBC as observed from the green and blue curves in Fig. 4.

Figs. 6 and 7 show the phase-field at the fracture initiation stage
and at the final step of the analysis respectively, for the RVE with stiff
inclusions. It is observed that NBC and SPBC results in fracture initia-
tion on the RVE boundary (see Figs.6b and 6c) which propagate into
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Fig. 3. Figure showing the different RVEs used for the numerical study. (For interpretation of the references to colour in this figure legend, the reader is referred to the web
version of this article.)
Fig. 4. Figure showing homogenised stress–strain (x-direction) curves for the different RVEs. (For interpretation of the references to colour in this figure legend, the reader is
referred to the web version of this article.)
Fig. 5. Figures showing phase-field 𝜑 in the final time-step for the RVE with single fracture. (For interpretation of the references to colour in this figure legend, the reader is
referred to the web version of this article.)
the RVE with increase in loading until total loss of integrity of the RVE
(see Figs.7b and 7c). However, for the DBC, fracture initiation occurs
inside the RVE domain and not on the RVE boundary as observed from
Fig. 6a. Furthermore, similar to the RVE with single initial fracture,
total loss of integrity is not achieved as the fracture is not allowed to
develop at the RVE boundary. This manifests in the form of an artificial
stiffening in the stress–strain curve shown in Fig. 4b. Moreover, the
restrictive nature of linearly varying displacements enforced by the DBC
in conjunction with stiff inclusions on the RVE boundary yields a stiffer
response compared to NBC and SPBC in the pre-peak regime of the
stress–strain curve.

The phase-field fracture topologies at failure for the different RVEs
with varying boundary conditions poses a question as to which of them
are reasonable. In this context, the DBC that results in an unphysical
artificially stiffened response is ruled out. Next, the NBC circumvents
the issue with the artificially stiffened response resulting in a realistic
9

fracture pattern for the RVEs with no initial fractures on the boundaries
as observed from Figs. 5b and 7b. However, when the RVE has initial
fractures at the boundary, the NBC leads to widening of these existing
fractures as seen in Fig. 8b, resulting in an unrealistic response. The
SPBC, however, circumvents both the artificial stiffening and widening
of existing boundary fractures, at the cost of wall-periodicity (see
Figs. 5c, 7c and 8c). Therefore, subsequent studies in this manuscript
(i.e., Study II and III) involve only the SPBC.

Next, in Fig. 9, the macro-scale phase-field 𝜑 (obtained as a post-
processing step) is plotted against the homogenised strain 𝜖xx (in 𝑥-
direction) for the SPBC. The blue and the red curve correspond to the
volume and the surface-averaged definition of 𝜑 respectively. In either
case, 𝜑 is far below one, even after the total loss of material integrity.
Thus, the macro-scale phase-field is not an indicator of a fully devel-
oped fracture. Rather, upon reaching the total loss of material integrity,
the 𝜑 curve flattens to form a horizontal plateau. The formation of the
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Fig. 6. Figures showing phase-field 𝜑 initiation for the RVE with stiff inclusions. (For interpretation of the references to colour in this figure legend, the reader is referred to the
web version of this article.)

Fig. 7. Figures showing phase-field 𝜑 in the final time-step for the RVE with stiff inclusions. (For interpretation of the references to colour in this figure legend, the reader is
referred to the web version of this article.)

Fig. 8. Figures showing phase-field 𝜑 in the final time-step for the RVE with random fractures. (For interpretation of the references to colour in this figure legend, the reader is
referred to the web version of this article.)

Fig. 9. Figure showing homogenised phase-field 𝜑 as a function of the homogenised strain (in x-direction) for the different RVEs. Here, ⟨⟨𝜑⟩⟩□ and ⟨𝜑⟩□ indicate the volume
average and surface average definitions of the macro-scale phase-field 𝜑. (For interpretation of the references to colour in this figure legend, the reader is referred to the web
version of this article.)
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Fig. 10. Figure showing homogenised stress–strain (x-direction) curves for the different RVEs. (For interpretation of the references to colour in this figure legend, the reader is
referred to the web version of this article.)
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plateau signifies a halt in the formation of new fracture or propagation
of existing fractures. Later, in Study II and III, the blue 𝜑 curve is used
to enforce the constraint (30c) for the volume-average based two-scale
phase-field fracture model. Likewise, the constraint (38), pertaining
to the surface-average based two-scale phase-field fracture model is
enforced using the red 𝜑 curve.

4.3. Study II

This sub-section concerns the volume-average and surface-average
based two-scale phase-field fracture models. The numerical aspects of
both models (space-variational equations and constraints) are discussed
in Section 3. Similar to Study I, a strain-loading is applied to the three
RVEs (cf. Tables 2 and 3), albeit using the only SPBC. Additionally,
the constraint (30c) in the volume-average based two-scale phase-
field model is enforced using 𝜑 parametrised by the blue curves in
ig. 9. Likewise, for the surface constraint (38) in the surface-average
ased two-scale model, 𝜑 is parametrised by the red curves in Fig. 9.
part from the aforementioned constraints, the macro-scale phase-field
radient is set to zero.

Fig. 10 shows the homogenised stress–strain response obtained for
he different RVEs. In all the sub-figures, the blue curves correspond to
he volume-average based two-scale phase-field fracture model, while
he red curves belong to the surface-average based two-scale phase-
ield fracture model. It is observed that blue and the red curves are
omparable (maximum relative difference in stresses ≈ 6% in Fig.

10b) when the surface and volume-average phase-field is imposed in
a consistent manner using the curves in Fig. 9. Moreover, the fracture
at the final time-step also remains similar to those presented in Figs.
5c, 7c and 8c.

4.4. Study III

This sub-section extends Study II in order to assess the influence
of zero/non-zero macro-scale phase-field gradient 𝜻 on the RVE ho-

ogenised dual quantities. To this end, numerical experiments are
arried out on the RVE with inclusions (see Fig. 3b). The RVE loading
onditions remain the same as presented in Table 3, the only change
eing, the SPBC on the RVE phase-field is enforced with a 𝜻 , which is
ot explicitly set to zero. Instead, 𝜻 is parametrised as

𝜻 = 𝜶𝜑 = [𝛼x, 𝛼y]𝑇 𝛽(𝜖xx). (39)

where 𝛼x [mm−1] and 𝛼y [mm−1] are constants, and 𝛽(𝜖xx) is chosen
as a linear function of the homogenised strain.6 Based on the choice

6 In this manuscript, 𝛽 is chosen as linearly dependent on 𝜖xx in order to
impose a (pseudo) time-varying macro-scale phase-field gradient. There may
be other ways to carry out such a parametric study.
11

w

of these quantities, different parametrisations of 𝜻 is achieved. For
instance, choosing 𝛼x = 𝛼y = 0 or 𝛽(𝜖xx) = 0 results in 𝜻 = 0. In this
study, 𝛼y is set to zero and 𝛼x is chosen randomly, such that the macro-
scale phase-field does not result in 𝜑 ∉ [0, 1]. Appendix B explains this
aspect in detail.

Fig. 11 presents the homogenised dual quantities for the volume-
average based two-scale phase-field fracture model. The homogenised
dual quantities are defined in the Problem Statement 4 (see Eqs. (25a)–
(25d)). The homogenised stress shown in Fig. 11a is dual to the
homogenised strain. It is observed that the stress–strain response is
objective w.r.t. the chosen 𝛼x values. As the macro-scale phase-field
gradient is parametrised using 𝛼x, the aforementioned observation
ndicates that the homogenised stress–strain is not influenced by the
acro-scale phase-field gradient. The dual quantity 𝛷, defined in (25d)

represents the volume-average of the imbalance between the fracture
driving and resisting forces, excluding the gradient term. It is dual to
the macro-scale phase-field 𝜑. Fig. 11b shows that 𝛷 is objective w.r.t
the chosen macro-scale phase-field gradient parametrisation. Finally,
the homogenised quantity 𝛾x + 𝑄x

7 dual to the macro-scale phase-
field gradient 𝜁x is presented in Fig. 11c. This dual quantity does
exhibit a dependence on the chosen macro-scale phase-field gradient
parametrisation. This behaviour is attributed to varying local phase-
field gradients within the RVE in the vicinity of the fracture zone, with
different values of 𝛼x. Moreover, on comparing Fig. 11c with Fig. 11d,
it is observed that 𝑄x is the dominant term in the overall homogenised
quantity 𝛾x +𝑄x, dual to 𝜁x.

Fig. 12 presents the homogenised dual quantities for the surface-
average based two-scale phase-field model. The homogenised dual
quantities are defined in (25a)–(25d). Fig. 12a presents the
homogenised stress–strain response, which is found to be objective w.r.t
the chosen parametrisation of the macro-scale phase-field gradient.
This observation is similar to one with the volume-average based two-
scale phase-field fracture model in Fig. 11a. However, the homogenised
quantity 𝛷, dual to the surface-averaged macro-scale phase-field does
exhibit a dependency on the chosen macro-scale phase-field gradient
parametrisation. It is important to note that 𝛷 evolution in the surface-
average based model differs from the volume-average based model (cf.
Figs. 12b and 11b) since they are dual to different quantities, volume-
averaged phase-field and surface-averaged phase-field. Furthermore,
the homogenised quantity dual to the x-component of the macro-scale
phase-field gradient 𝜁x also exhibits a dependency on the chosen 𝛼x
values, as seen from Fig. 12c. This behaviour is similar to that observed
in the case of the volume-average based two-scale phase-field model
(cf. Figs. 11c and 12c). The reason for this behaviour is mentioned in

7 The subscript x indicates the x-component. Similarly, the subscript y
ould mean the y-component.
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Table 3
RVE loading conditions for Study II.

RVE 𝛥𝜖xx [–] 𝜑 [–] in the constraint equation 𝜁x [mm−1] 𝜁y [mm−1]

(30c) (38)

Single fracture 1e−5 Fig. 9a blue curve Fig. 9a
red curve

0 0

Stiff inclusions 1e−5 Fig. 9b blue curve Fig. 9b
red curve

0 0

Random fractures 1e−5 Fig. 9c blue curve Fig. 9c
red curve

0 0
Fig. 11. Figure showing homogenised macro-scale terms defined in (25a)–(25d) for the volume-average based two-scale phase-field fracture model. (For interpretation of the
eferences to colour in this figure legend, the reader is referred to the web version of this article.)
he previous paragraph. Finally, for the surface-average based two-scale
hase-field model too, 𝑄x remains the dominant term in the overall
uantity 𝛾x +𝑄x (cf. Figs. 12c and 12d).

Both, volume and surface-average based two-scale phase-field frac-
ure model yield dual quantities to the macro-scale phase-field and
ts gradient, in addition to stress. In this context, it is imperative to
arry out a fully coupled two-scale simulation in order to ascertain the
ffect of these model choices on the macro-scale structural behaviour
for instance, the load–displacement relation). The next section deals
recisely with this aspect.

. Multi-scale FE𝟐 numerical study

n this section, the two-scale phase-field fracture models based on
elective homogenisation and volume-average homogenisation of the
12

hase-field (presented in Section 3) are investigated in the context of
a fully coupled two-scale application. To this end, a one-dimensional
uniaxial strain macro-scale problem is set up as shown in Fig. 13a. The
one-dimensional bar is discretised with four linear elements, 1 metre
each in length. The bar is fixed at the left end and loading is applied at
the right end in the form of prescribed displacement. Moreover, the
cross-sectional area is set to unity apart from the element adjacent
to the fixed boundary, where the area has been reduced by 10%.
This has been done in order to induce a localisation in that element.
Finally, note that all lateral strains are set to zero, in order to ensure a
one-dimensional continuum behaviour.

As shown schematically in the two-scale problem in Fig. 13a, each
macro-scale Gauss point is associated with a two-dimensional RVE. In
this regard, the RVEs with stiff inclusions and random fractures are not
chosen for this study as they would require pre-refinement of the mesh
along rather complex fracture path to reduce computational expense.

Instead, the RVE with a single vertical fracture is chosen for this study
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Fig. 12. Figure showing homogenised macro-scale terms defined in (25a)–(25d) for the surface-average based two-scale phase-field fracture model. (For interpretation of the
references to colour in this figure legend, the reader is referred to the web version of this article.)
Fig. 13. Figures showing (a) two-scale FE2 problem schematic with a one-dimensional bar under uniaxial tension and its corresponding two-dimensional RVE, and (b) RVE
discretisation used in the study. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
with 0.35 mm offset of the initial fracture (compare RVEs in Figs.
13a and 3a). The material properties remain the same as in Table 1.
The RVE mesh is pre-refined in the expected fracture propagation sub-
domain as shown in Fig. 13b in order to reduce the computational
expenses. The element-size in the sub-domain containing the fracture
13
is set to half of the length-scale parameter in accordance with the
recommendations put forward in Miehe et al. (2010b). Moreover,
for the volume-average based two-scale phase-field fracture model, a
stationary analysis is carried out solely using the phase-field evolution
equation to ascertain the initial value of the macro-scale phase-field.
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Fig. 14. Figure showing the macro-scale load–displacement curves for the selective
omogenisation (in red) and volume-average based (in black) two-scale phase-field frac-
ure models. Moreover, the coloured markers correspond to the coordinates for which
he macro-scale Gauss point phase-field is presented in Fig. 15. (For interpretation of
he references to colour in this figure legend, the reader is referred to the web version
f this article.)

inally, the solution-based error measure (16) is adopted to terminate
he iterations with a tolerance 1𝑒 − 3.

Fig. 14 presents the macro-scale load–displacement curves for the
wo-scale phase-field fracture models with selective and volume-
verage based homogenisation of the phase-field. Furthermore, for the
arkers in these curves, the corresponding macro-scale phase-field 𝜑 at

he macro-scale Gauss Points (GPs) are presented in Fig. 15. Note that
or the selective homogenisation based two-scale phase-field fracture
odel, 𝜑 is computed as a post-processing quantity as the macro-

scale phase-field evolution equation does not exist. Such a modelling
choice also renders a local macro-scale behaviour as observed from
Fig. 15a, where 𝜑 grows only in one element beyond the peak load
indicated with a cyan and blue markers in Fig. 15a). However, in
he case of the volume-average based two-scale phase-field fracture
odel, 𝜑 is distributed across all the elements from the peak load
ntil failure (indicated with a green, orange and purple markers in Fig.
5b), thereby exhibiting a non-local material behaviour at the macro-
cale. This non-local macro-scale material behaviour manifests in the
orm of higher peak load and prescribed displacement at failure for the
olume-average based two-scale phase-field fracture model compared
o selective homogenisation based model, as far as the macro-scale
oad–displacement curves are concerned.

The numerical investigation in this section formally establishes the
roof of concept pertaining to solvability of the selective homogenisa-
ion and volume-average based two-scale phase-field fracture models
n the context of solvability of the fully coupled macro-scale and RVE
roblems. Furthermore, for the volume-average based two-scale phase-
ield fracture model, the macro-scale phase-field 𝜑 and its gradients is

self-regulated and there is no need for artificial bounds on the macro-
scale phase-field gradient while solving the RVE problems. In this
regard, it is important to note that 𝜑 is an auxiliary variable regularising
the macro-scale problem, and is not indicative of failure. For instance,
the RVE attached to the element close to the fixed boundary incurs a
total loss of integrity when 𝜑 ≈ 0.1415% (shown in Fig. 15b).

Remark 8. The macro-scale length-scale for the non-selective volume-
average based two-scale phase-field fracture model is a priori unknown.
Numerical methods for estimation of this length-scale and choosing
appropriate discretisation thereafter would be a part of future work.

6. Concluding remarks

A novel two-scale phase-field fracture framework is proposed for
computational homogenisation of fractures in complex microstructures
14
(RVEs). The framework has been developed using the Variationally
Consistent Homogenisation technique (Larsson et al., 2010b), and it
allows the use of several homogenisation measures (volume-averaging,
surface-averaging, or selective homogenisation). Within this frame-
work, a family of two-scale phase-field fracture models are developed
using the different homogenisation measures w.r.t the phase-field vari-
able. In this context, the macro-scale phase-field is defined as the
volume-average and surface-average of its RVE counterpart, result-
ing in a ‘volume-average based two-scale phase-field fracture model’
and ‘surface-average based two-scale phase-field fracture model’ re-
spectively. In both models, the phase-field represent fractures in the
RVE (sub-scale), while at the macro-scale, it is treated as an aux-
iliary variable. The macro-scale phase-field is not indicative of ma-
terial point failure (does not reach a value ≈ 1 on the total loss
of integrity), however, its evolution reaches a horizontal plateau, in-
dicating a halt in the initiation of new fracture(s) or propagation
of existing fracture(s). For both, volume and surface-average based
two-scale phase-field fracture models, the pertinent coupled momen-
tum balance and phase-field evolution equation are formulated at the
macro-scale and sub-scale, along with macro-homogeneity conforming
prolongation/homogenisation rules. Furthermore, numerical studies on
artificially created RVEs indicate that the homogenised stress–strain
response is similar for both models, even though the homogenised dual
quantities in the macro-scale phase-field evolution equation differ. In
this regard, it is observed that prolongation of the phase-field through
first order homogenisation results in a higher order term, which has
a dominant contribution compared to the conventional boundary flux
term. Furthermore, for a single-scale parametric RVE study, the macro-
scale phase-field gradient is required to be bounded in order to obtain
physically acceptable meaningful results, i.e., 𝜑 ∈ [0, 1] everywhere
within the RVE. This manuscript provides an initial estimate of the
upper and the lower bound of the macro-scale phase-field gradient. The
authors would like to stress that the bounds remain relevant only for
parametric studies on RVEs and not in an FE2 (Feyel, 1999) analysis.

Yet another two-scale phase-field fracture model is developed based
on selective homogenisation of the phase-field variable. By construc-
tion, this model yields a local material behaviour at the macro-scale,
similar to local damage model in continuum mechanics. This phe-
nomenon has been demonstrated in this manuscript using a fully cou-
pled two-scale application. On the contrary, in the same application,
the volume-average based two-scale phase-field fracture model yielded
a non-local macro-scale material. This behaviour is attributed to the
presence of a macro-scale phase-field evolution equation which reg-
ularises the macro-scale phase-field. Nonetheless, the fully coupled
two-scale application provides a numerical proof of concept that the
macro-scale and RVE equations are solvable without the need for
bounds on the macro-scale phase-field gradient.

Future studies may involve the determination of the macro-scale
length-scale for the volume and the surface-average based two-scale
phase-field fracture model. Also, another homogenisation measure
could be incorporated in the current framework which results in a
macro-scale phase-field that is indicative of material point failure
(reaches a value ≈ 1 on the total loss of integrity). In this regard,
the failure-zone averaging scheme proposed in Nguyen et al. (2010)
offers a good starting point. Another extension could be the incor-
poration of weak micro-periodicity constraints (or weakly periodic
boundary conditions) proposed in Larsson et al. (2011), in order to
circumvent the enforcement of periodic fractures. The RVE problems
in this manuscript were of saddle point nature, owing to the use
of Lagrange multipliers, and were solved using a direct solver. The
use of iterative solvers with an exploration into the preconditioning
techniques offer yet another research dimension. Finally, the two-scale
phase-field fracture framework may be extended to complex multi-
physics problems (e.g., fluid flow, cement hydration) and validation

studies may be carried out.
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7. Software implementation and data

The RVE studies in the Section 4 were carried out in the software
package COMSOL Multiphysics 5.5. The multi-scale FE2 studies in Sec-
tion 5 were carried out in the open-source software package openFE2
(https://github.com/rbharali/openFE2). Additional data will be made
available upon request.
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Appendix A. Hill–Mandel macro-homogeneity

The Hill–Mandel macro-homogeneity condition establishes the cou-
pling (bridging) between the smooth macro-scale and sub-scale through
energy equivalence (Hill, 1963, 1984; Nemat-Nasser, 1999). To this
end, the RVE weak periodicity problem is re-stated:

⟨𝝈 ∶ 𝝐[𝛿𝐮]⟩□ − 1
|𝛺□|

×∫𝛤 +
□

𝝀(𝑢) ⋅ J𝛿𝐮K d𝛤 = 0 ∀ 𝛿𝐮 ∈ U□,

(A.1a)

⟨𝜸 ⋅ 𝛁𝛿𝜑⟩□ + ⟨𝛷𝛿𝜑⟩□ − 1 𝜇(𝜑)𝛿𝜑 d𝛺 − 1
15

|𝛺□|
∫𝛺□

|𝛺□|
×∫𝛤 +
□

𝜆(𝜑) ⋅ J𝛿𝜑K d𝛤 = 0 ∀ 𝛿𝜑 ∈ P□,

(A.1b)

− 1
|𝛺□|

∫𝛤 +
□

𝛿𝝀(𝑢) ⋅ J𝐮K d𝛤 = − 1
|𝛺□|

×∫𝛤 +
□

𝛿𝝀(𝑢) ⋅ 𝐮M d𝛤 ∶ 𝝐 ∀ 𝛿𝝀(𝑢) ∈ T□,

(A.1c)

− 1
|𝛺□|

∫𝛤 +
□

𝛿𝜆(𝜑) ⋅ J𝜑K d𝛤 = − 1
|𝛺□|

×∫𝛤 +
□

𝛿𝜆(𝜑) ⋅ 𝜑M d𝛤 ⋅ 𝜻 ∀ 𝛿𝜆(𝜑) ∈ Q□,

(A.1d)
−𝛿𝜇(𝜑)

⟨𝜑⟩□ = −𝛿𝜇(𝜑)𝜑 ∀ 𝛿𝜇(𝜑) ∈ R,
(A.1e)

ith

𝐮M = 𝝐 ⋅ [𝐱 − 𝐱], (A.2a)

𝜑M = 𝜑 + 𝜻 ⋅ [𝐱 − 𝐱]. (A.2b)

Moreover, using (25a)–(25d), and the perturbations

d𝐮M = d𝝐 ⋅ [𝐱 − 𝐱], (A.3a)

d𝜑M = d𝜑 + 𝑑𝜻 ⋅ [𝐱 − 𝐱], (A.3b)

in (A.1c)–(A.1e) yields

𝝈 ∶ d𝝐 = ⟨𝝈 ∶ 𝝐[d𝐮M]⟩□, (A.4a)

𝛷d𝜑 +𝐐 ⋅ d𝜻 = ⟨𝛷d𝜑M
⟩□, (A.4b)

𝜸 ⋅ d𝜻 = ⟨𝜸 ⋅ d𝜻M
⟩□. (A.4c)

urthermore, the constraint Eqs. (A.1c)–(A.1e) are re-formulated in the
ate form as

− 1
|𝛺□|

∫𝛤 +
□

𝛿𝝀(𝑢) ⋅ Jd𝐮K d𝛤 = − 1
|𝛺□|

×∫𝛤 +
□

𝛿𝝀(𝑢) ⋅ d𝐮M d𝛤 ∶ 𝝐 ∀ 𝛿𝝀(𝑢) ∈ T□, (A.5a)

1
|𝛺□|

∫𝛤 +
□

𝛿𝜆(𝜑) ⋅ Jd𝜑K d𝛤 = − 1
|𝛺□|

×∫ +
𝛿𝜆(𝜑) ⋅ d𝜑M d𝛤 ⋅ 𝜻 ∀ 𝛿𝜆(𝜑) ∈ Q□, (A.5b)
𝛤□
Fig. 15. Figures showing the macro-scale phase-field 𝜑 at the macro-scale Gauss Points (GP) for the Selective Homogenisation (SH) and Volume-Average (VA) based two-scale
phase-field fracture model. GP1 and GP4 belong to the elements closest and farthest to the fixed boundary respectively. Furthermore, the colour in the bar plot correspond to the
markers in Fig. 14. For the selective homogenisation model, 𝜑 is computed as a post-processing quantity. (For interpretation of the references to colour in this figure legend, the
reader is referred to the web version of this article.)

https://github.com/rbharali/openFE2
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Fig. B.1. Figure showing homogenised macro-scale terms defined in (25a)–(25d) for the volume-average based two-scale phase-field fracture model. (For interpretation of the
references to colour in this figure legend, the reader is referred to the web version of this article.)
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−𝛿𝜇(𝜑)
⟨d𝜑⟩□ = −𝛿𝜇(𝜑)d𝜑 ∀ 𝛿𝜇(𝜑) ∈ R. (A.5c)

The macroscopic power for the two-scale phase-field fracture given by

𝝈 ∶ d𝝐 +𝛷d𝜑+𝐐 ⋅ d𝜻 + 𝜸 ⋅ d𝜻 = ⟨𝝈 ∶ 𝝐[d𝐮M]⟩□ + ⟨𝛷d𝜑M
⟩□ + ⟨𝜸 ⋅ d𝜻M

⟩□,

(A.6a)

sing (A.4a)–(A.4c). Using 𝛿𝐮 = d𝐮M and 𝛿𝜑 = d𝜑M in (A.1a) and
A.1b) gives

𝝈 ∶ 𝝐[d𝐮M]⟩□ + ⟨𝛷d𝜑M
⟩□ + ⟨𝜸 ⋅ d𝜻M

⟩□ = 1
|𝛺□|

∫𝛤 +
□

𝝀(𝑢) ⋅ Jd𝐮MK d𝛤

+ 1
|𝛺□|

∫𝛺□

𝜇(𝜑)d𝜑M d𝛺

+ 1
|𝛺□|

∫𝛤 +
□

𝜆(𝜑)

⋅ Jd𝜑MK d𝛤 , (A.6b)

Utilising the constraint equations in rate form (A.5a)– (A.5c) together
with (A.6a) and (A.6b) results in

𝝈 ∶ d𝝐 +𝛷d𝜑 +𝐐 ⋅ d𝜻 + 𝜸 ⋅ d𝜻 = 1
|𝛺□|

∫𝛤 +
□

𝝀(𝑢) ⋅ Jd𝐮K d𝛤

+ 1
∫ +

𝜆(𝜑) ⋅ Jd𝜑K d𝛤 + 𝜇(𝜑)
⟨d𝜑⟩□, (A.6c)
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|𝛺□| 𝛤□
i

with 𝛿𝝀(𝑢) = 𝝀(𝑢), 𝛿𝜆(𝜑) = 𝜆(𝜑) and 𝛿𝜇(𝜑) = 𝜇(𝜑).
Finally, on choosing 𝛿𝐮 = d𝐮 and 𝛿𝜑 = d𝜑 in (A.1a) and (A.1b)

results in the RVE power expression

𝝈 ∶ d𝝐+𝛷d𝜑+𝐐 ⋅d𝜻 +𝜸 ⋅d𝜻 = ⟨𝝈 ∶ 𝝐[d𝐮]⟩□+⟨𝛷d𝜑⟩□+⟨𝜸 ⋅d𝜻⟩□. (A.6d)

his concludes the Hill–Mandel macro-homogeneity proof.

ppendix B. Bounds on the macro-scale phase-field gradient

In this section, the bounds for the macro-scale phase-field gradient is
stablished that ensures that the RVE response remains realistic. To this
nd, Fig. B.1 presents the homogenised dual quantities pertaining to the
olume-averaged two-scale phase-field fracture model with arbitrarily
hosen 𝛼x, while 𝛼y is set to zero. The homogenised dual quantities are
efined in (25a)–(25d).

It is observed that for 𝛼x = 1𝑒 + 2 (green curve), the post-peak
ranch develops sooner compared to 𝛼x = 0 and 1𝑒+ 0. This behaviour
s attributed to unrealistic phase-field values at the RVE boundaries,
vident from Fig. B.2a. The phase-field 𝜑 ∉ [0, 1], and as such the
imulation results are bogus. This observation asserts the fact that in a
single-scale’ RVE analysis, the macro-scale phase-field gradient cannot
e chosen arbitrarily for a parametric study. Rather, the macro-scale
hase-field gradient must be chosen such that, 𝜑 ∈ [0, 1], everywhere
n the RVE domain.



European Journal of Mechanics / A Solids 88 (2021) 104247R. Bharali et al.
Fig. B.2. Figure showing phase-field fracture patterns for varying 𝛼x, with 𝛼y set to zero. For Figures (b) and (c), refer to the legend on the extreme right. (For interpretation of
the references to colour in this figure legend, the reader is referred to the web version of this article.)
The parametrisation of the macro-scale phase-field gradient may
be carried out adopting a trial and error method to arrive at a set
of admissible values of 𝛼x and 𝛼y. However, such a procedure could
be tedious in the absence of a good initial guess. This problem is
circumvented using the DBC for the 𝜑 (36b), and requiring 𝜑 ∈ [0, 1]
everywhere on the RVE boundary. This results in

− 2
𝑙□

≤ (𝛼x + 𝛼y) ≤
2
𝑙□

, (B.1)

where, 𝑙□ denotes the RVE edge length. Note that, (B.1) ensures 𝜑 ∈
[0, 1] strictly, only in the case of DBC. For other boundary conditions,
choosing 𝛼x and 𝛼y based on (B.1) serves as an initial guess. For
instance, in the case of SPBC, 𝛼x = ±2 [mm−1] and 𝛼y = 0 result in the
fracture patterns shown in Figs. B.2b and B.2c. From the mathematical
point of view, these fracture patterns are acceptable as 𝜑 ∈ [0, 1].
However, from the physical point of view, the chosen 𝛼x and 𝛼y would
result in a vertical edge fracture irrespective of the RVE topology and
material constituents, which is unrealistic.
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