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The design of noise barriers for high-speed trains is challenging due to the flow interaction between the
train body and barriers. A failed design could affect the flow that in turn introduces additional aerody-
namic loads to the train and generates extra noise. This study is the first investigation to numerically
explore the detailed effects of noise barriers on high-speed trains. In particular, horizontal sonic crystals
are compared to vertical, closed at the ground barriers in order to investigate the detailed effects of dif-
ferent noise screens on high-speed trains. The compressible IDDES is used to simulate the flow. The focus
of this study is twofold. The first is to test if an alternative barrier typology can effectively reduce the
noise signature, without having an impact on the train’s aerodynamic performance. The second is to
explore the connection between the near-field velocity fluctuations and the far-field noise. A few specific
tonal frequency components have been commonly reported but not clearly explained in the literature. It
is unclear if the specific tonal components are less dependent on the Reynolds numbers, although, in gen-
eral, energetic flow structures are dependent on inflow speeds. Concerning the noise reduction, the
results show that the sonic crystal barrier case has a significantly better performance. A modal analysis
is used to explore the causes of the tonal peaks and the association of the underbody swirling vortices to
the far-field noise is described.
� 2020 The Authors. Published by Elsevier Ltd. This is an open access article under theCCBY license (http://

creativecommons.org/licenses/by/4.0/).
1. Introduction

Cars are limited to a speed of 130 km/h while airplanes fly at a
cruise speed of 850 km/h. Considering a three-hours travel, one can
comfortably drive 350 km distance, while using the same time
(without counting check-in/check-out times), an airplane can
cover more than 2500 km. The wide gap between these two dis-
tances can potentially be covered by high-speed train (HST) con-
nections. In addition, train transportation has a lower
environmental impact, often connects city centres and avoids
check-in/check-out times. Nevertheless, the present HST technol-
ogy has not yet resolved all potential comfort and safety related
issues associated with speeds in the range 400–600 km/h. An
important challenge associated with this speed range resides in
the aerodynamic and aeroacoustic optimization of a mean of trans-
port originally designed for a much lower cruise speed.

The body of literature addressing train aerodynamics is vast and
it has increased exponentially in the past decade. To cite but a few
of the most prominent studies, the experimental work of Baker
[1,2], Bell et al. [3–5], and the computational work of Krajnović
et al. [6–10] significantly contributed to develop guidelines for
train manufacturers and aerodynamic advancements. Some exam-
ples of the topics that have been addressed in the works mentioned
above are the ballast flight phenomenon, the description of the
wake and slipstream and the effect of side wind.

On the aeroacoustics side, the progress has been slower. An
aeroacoustic calculation typically requires much larger computer
power and experiments require sophisticated measurement tech-
niques and specifically designed wind tunnels. Few research
groups experimentally investigated the noise signature of full scale
HST models [11–13], scaled HST models [14,15] and single HST
components [16]. On the computational aeroacoustic (CAA) side,
even fewer studies have been carried out, mostly focusing on single
part components [17–19], and in a recent study a truncated single-
car train model [20] was investigated.

The present work on the aeroacoustics of train noise barriers is
an extension to the aforementioned study on a truncated single car
train model [20]. In that previous investigation, the authors con-
firmed the presence of acoustic tonal peaks found in a previous
experimental activity [15], and proposed a visualization of the
acoustic response of different surfaces. In the present work, the
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truncated train car is extended to a full one, creating a more real-
istic case. The bogie cavity has been filled, not only to simplify the
model and reduce the computational cost, but also to recreate a
modern streamlined geometry which nowadays are commonly
characterized by bogie fairings [8] and covered cavities to boost
the aerodynamic performance. Two aspects that were not investi-
gated in the previous study [20], but they are addressed in the pre-
sent work, are the Reynolds number (Re) effect, from both an
aerodynamics and aeroacoustics prospective, and the presence of
noise barriers to mitigate the acoustic pollution generated by a
train pass-by.

The paper is organized as follows: the HST model and the differ-
ent barrier configurations are described in Section 2. The results
are presented in Section 3, showing the effects of the Re and the
acoustic barriers. Moreover, a modal analysis is used to explain
the correlation between near-field flow structures and the far-
field noise signature. Conclusions are drawn in Section 4.
2. Case description and numerics

2.1. Numerical setup

The main purpose of this study is to identify the acoustic sig-
nature of a HST pass-by. From the literature, it is found that the
main contribution to the flow-induced noise is the interaction
of the flow with the head part of the train. Therefore, a single full
car body of a streamlined ICE3 train model is placed in a simple
numerical domain as visualized in Fig. 1(a). The main dimensions
are reported in terms of the train’s width W ¼ 0:12 m, the train’s
car length L ¼ 7:33W and its height H ¼ 1:2W in Fig. 1(b). The
origin of the coordinate system is placed as in Fig. 1(c), on the
symmetry line of the train model and at the centre of the gap
between the ground and the train under-body. The gap between
the train and the ground is G ¼ 0:1W and a sampling plane is
placed at z ¼ 0 (at the centre of the gap) to monitor the under-
body flow, Fig. 1(c). For clarity, the gap between the ground
and the model is chosen by considering the presence of a stan-
dard bogie group touching the ground surface. The bogie has been
later removed in order to simplify the geometry and save compu-
tational resources. The model is a 1:25 scaled model, this factor
will be used later to give an estimate of the real frequency pro-
duced by a train pass-by. Thus, all frequencies that will be dis-
cussed later in the paper will be scaled accordingly. This will be
provided in Section 3.
Fig. 1. The domain, the train model and the permeable surfaces for the far-field noise. (a)
model. (c) The sampling plane used for the underbody flow (in blue) placed at z ¼ 0. (
references to color in this figure legend, the reader is referred to the web version of thi
The far-field noise is evaluated using the Ffowcs Williams-
Hawkings (FW-H) analogy, see Section 2.3. For doing this, perme-
able surfaces are placed around the train model, as shown in
Fig. 1(d). The surfaces are carefully placed outside the turbulent
region to prevent artificial noise, generated by cutting off vortices
at the permeable surfaces. The back surface, behind the train’s tail,
is excluded from the far-field calculation to avoid the artificial
noise contribution of the turbulent wake. Therefore, only the side,
top and front surfaces around the train are taken into consideration
for the far-field noise calculation. This open-surface methodology
was successfully used in previous bluff body flow analysis
[18,21] showing the negative influence of a surface immersed in
a turbulent wake. More evidence of the small error introduced by
collecting wave pressure data on an open surface is shown in Refs.
[22,23]. In these works was found that the downstream closing
surface only gives a negligible contribution to the radiated sound
if two conditions apply: the main noise source lays within the
streamwise extension of the side surfaces and the line connecting
the receivers, and the noise source is sufficiently far from the open-
surface. These two conditions both apply in the present case.

Two different noise barrier configurations are chosen for the
study, as shown in Fig. 2. The first one, named barrier A, is formed
by a low, vertical wall placed at the two sides of the train model as
shown in Fig. 2(a). A’s height is chosen as low as possible, in order
to cover the noise generated by the turbulent structures formed
underneath the train, while affecting its aerodynamics to the min-
imum. The second configuration, barrier B, is inspired by so called
sonic crystals, positioned longitudinally along the train as shown in
Fig. 2(b). Citing [24], these screens ‘‘are formed by arrangements of
acoustic scatterers in air, and provide a new and different mecha-
nism in the fight against noise from those of the classical screens”.
The first sonic crystal screen was theorized by Kushwaha [25] and
a description of the first experimental prototype is reported in Ref.
[26]. Since then, this technology has evolved with different studies.
For example their distribution and size were investigated in Ref.
[27,28], and a possibility to adapt their lattice for different needs
was proposed in Ref. [29]. In contrast to barrier A, barrier B allows
the flow structures generated by the train’s pass-by to escape
between the cylinders. The escaping effect brings a very small
influence to the train’s aerodynamics and lowers the loads on the
screen structures. Moreover, the two configurations lead to signif-
icant differences in terms of acoustic response. The advantages and
disadvantages of the two barriers will be discussed in Section 3.

The sides, the inlet and the outlet boundaries are set to non-
reflective free-stream boundary conditions (BC) for which the
Size of the numerical domain.W is the width of the train. (b) Size of the one-car train
d) Position of the permeable surfaces around the model. (For interpretation of the
s article.)



Fig. 2. Visualization of two noise barrier configurations. (a) Low and solid barriers (barrier A). (b) Cylindrical barriers inspired by sonic crystals (barrier B).
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desired Mach numberM is specified for each simulation. An appro-
priate mesh coarsening procedure toward the boundary and the far
distance of the boundaries from the body effectively damps any
unwanted reflection of acoustic pressure waves. In this way, the
turbulent structures dissipate before they meet the boundaries.
In addition, a sponge zone is set 3H upstream the outlet. The
ground and the barriers are treated as moving walls, using the
same velocity set at the inlet. Three Re are chosen for this study:
153000;230000 and 307000. At these Reynolds numbers, the flow
is fully turbulent and the simulations are characterized by low
Mach numbers: 0.06, 0.09 and 0.12, respectively. Moreover, it is
reasonable to assume that the coefficients of aerodynamic forces
are Reynolds number independent after Re ¼ 250000, as reported
by the European committee for standardization [30]. For clarity,
Re is here calculated based on the incoming velocities
U1 ¼ ½20;30;40� m/s of the flow, the width of the train W and
the dynamic viscosity of the flow m ¼ 1:569� 10�5 m2=s, according
to the formula Re ¼ U1W=m.
2.2. Turbulence modelling and numerical scheme

The simulations are performed with the commercial software
STAR-CCM+, version 13.06.11 [31]. The hybrid IDDES [32] turbu-
lence model, based on the one-equation Spalart–Allmaras model
[33], is used to simulate the flow field around the train model.
Many studies have shown the fidelity of this methodology when
applied to similar HST related incompressible (e.g., [34–36]) and
mildly compressible [20] turbulent flows. Following up the work
described in [20], the same method is used for a low Mach case
defined within the compressible Navier–Stokes equations. Regard-
ing the numerical schemes, a second-order implicit scheme is used
for the time advancement, while a hybrid second-order-upwind/
bounded-central-differencing scheme is employed for the spatial
discretization. The blending factor r, defining the percentage of
use of the two schemes, is set to 0:15 allowing an 85% of the cen-
tral differencing scheme for a less dissipative resolution of the
flow. For further turbulence model related details, the reader is
referred to Ref. [32]. The chosen time step Dtm ¼ 7:5� 10�6 s
(Dt�m ¼ DtmU1=H ¼ 1:25� 10�3), further gives a convective
Courant-Friedrichs-Lewy (CFL) number well below unity. For the
highest Reynolds number, a lower time step Dtm ¼ 6:0� 10�6 is
chosen to preserve a CFL number lower than unity. The chosen
time step gives a Nyquist frequency which is one order of magni-
tude larger than the frequency range of interest. The choice of
the time step is documented in Ref. [20] where a time-
independence study was performed for a similar model simulated
at similar Re. Once the turbulent flow was fully developed, the flow
was averaged over 0:3 s, which corresponds to about 30 convection
cycles over the front part of the train model (4W from the tip nose
downwards). Concerning the meshing procedure, the built-in mesh
generation tool of STAR-CCM+ has been used. More specifically, a
trimmed unstructured mesh is used. The front part of the train
underbody is incorporated in a refinement box to ensure an uni-
form cell distribution. This is done in order to preserve the acoustic
information generated by pressure fluctuations and to accurately
resolve a wide range of turbulent flow structures. In particular,
the mesh guarantees a non-dimensional wall normal distance
nþ
max < 1 on the entire train surface, while the maximum normal-

ized resolution in spanwise direction Dsþmax and in streamwise
direction Dlþmax are lower than 75. The grid independence as well
as the time step independence study were performed in Ref. [20].
As a consequence, the previously selected mesh resolution is also
chosen for the present work.
2.3. Far-field acoustic

The formulation 1A by Farassatt [37], for a porous, stationary
integral surface, is used. The FW-H solver in STAR-CCM+ imple-
ments the advanced time approach for subsonic flows, to account
for the time delay between the emission time and reception time
at the receiver [38]. For the simulations presented in this work,
the sampling of the pressure, density and velocity fluctuations over
the permeable surfaces is performed over a 0:3 s period. Specifi-
cally, the variables are sampled every time step for a total of
40000 samples. The sound pressure level (SPL) plots were obtained
with the Hanning window function, with a window length of 4000
samples (19 analysis blocks) and a 50% overlap between blocks,
leading to a frequency resolution of 1 Hz. Noteworthy is to men-
tion that no energy or amplitude scaling [39] is performed on the
presented results for two main reasons. The first one is that the
model is scaled, therefore does not reproduce the real level of a full
scale geometry. Secondly, the results presented here are only used
in a comparative manner between the outcome of different cases.
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2.4. Modal analysis

Proper orthogonal decomposition (POD) is used for the modal
analysis of the underbody flow field. The POD provides an in-
depth understanding of flow structures in terms of both energy
contents and characteristic frequencies. The POD performed in this
work, is made using velocity components snapshots taken from the
plane shown in Fig. 1(c). As originally proposed in [40], and later
introduced with the method of snapshots in [41], this method is
based on the energy ranking of orthogonal structures computed
from a correlation matrix of the snapshots. A singular value
decomposition (SVD) approach is used to conduct the POD analysis
over 1000 snapshots. The time step between CFD snapshots is
Dts ¼ 7:5� 10�5 s. Thus, the highest frequency considered in the
modal analysis (the Nyquist frequency) is 6667 Hz. The lowest fre-
quency captured is limited by the snapshot total sampling time to
132 Hz (the snapshots are collected over 0:075 s and at least ten
periods should be captured for a reliable frequency evaluation).
These two frequencies, as divided by a factor of 25, give a reliable
POD real frequency range between 5.3–267 Hz. The present
method was successfully used in previously published work by
the same authors [42–44]. Here, the method is used to characterize
the dynamics of the velocity field and, based on their energy con-
tent, identify flow structures that contribute to far-field noise
peaks. In particular, the POD is applied with a zonal approach. In
this way, the frequency content of the considered field portion
can be extracted and isolated. After this, the frequency peaks of
the flow structures are compared to the far-field noise peaks in
order to find possible correlations.
3. Results

This section is divided into three parts. In the first one, the
aeroacoustic characterization of the noise barriers’ effect in the
far-field is reported. The noise signature of each barrier case at dif-
ferent Re is discussed by the use of spectral analysis, sound pres-
sure level (SPL) and overall sound pressure level (OASPL) graphs
to identify the main noise sources and their directivities. The sec-
ond part describes the cases from a global aerodynamic point of
view in terms of forces and flow structures. The last part of this
section aims to emphasise the description of the flow structures
arising in the underbody region, supposedly responsible for the
main tonal peak in the acoustic signal. Therefore, a modal analysis
is performed on both streamwise and spanwise velocity compo-
nents to better describe the flow and possibly associate the far-
field noise to the near-field flow structures.
3.1. Barriers and Reynolds number dependency. Noise characterization

A total of 54 receivers are distributed on three arches that sur-
round the train model along the streamwise direction, as displayed
in Fig. 3. For brevity, only half of the arches and only every third
receiver are depicted. The arches are located at
Fig. 3. Location of the receivers. Three arches are positioned along the streamw
x ¼ 0W; x ¼ 1:67W and x ¼ 3:33W , while the distance of the
receivers from the x axis r ¼ 3:33W . The SPL and OASPL values at
these receivers are calculated based on pressure data obtained
from the acoustic analogy based on the FW-H equation for a per-
meable surface described earlier. Note that this permeable surface
contains the barriers. Therefore, the computation of the far-field
noise takes into account the noise reduction brought by these solid
screens.

As discussed earlier, a scaling factor 25 is applied to every SPL
spectrum in order to visualize the frequencies in a full-scale con-
text. The SPL spectra in Figs. 4 and 5 are further scaled with the
A-weighting function. Each spectrum curve shown in the men-
tioned figures represents the averaged spectrum over all receivers,
for each simulation. Isolating the Re effect for all different cases, we
can notice a steady increase with the increasing velocity (or Mach
numbers), as shown in Fig. 4 and Table 1. In particular, considering
the non-barrier case, the averaged SPL increase (between the low
and high Re cases) is 24 dB, in line with the experimental value
reported in Ref. [15]. Considering the same quantity, a 15 dB over-
all noise increase for barrier A and 20 dB for barrier B are reported
in Table 1. The presence of the barriers somehow mitigates the
overall growth of noise with increasing flow speed. From the same
table, one can notice that barrier A only is beneficial at high Re,
when the full frequency range is considered. In contrast to that,
barrier B shows a consistent reduction of the overall noise level
for the range of the Reynolds numbers used. Analysing the spectra
in Fig. 4, one can notice the presence of a tonal peak at 135 Hz
across all cases and for all Re. As will be discussed later in Sec-
tion 3.2, this peak seems to be closely connected to the swirling
vortices generated in the underbody region. Increasing the speed,
one can also notice that superharmonics of this tonal component
start to occur in the spectra. Considering Fig. 4(b), the presence
of a broader acoustic peak at 48 Hz is observed. This peak remains
constant in frequency when increasing the inflow speed. This sug-
gests the presence of a standing acoustic wave, whose half wave-
length fits into the distance between the left and right screen
(1:13W in Fig. 1(a)) according to the formula f ¼ c=ð2LÞ, where c
is the speed of sound and L the barrier distance. Nevertheless, com-
pared to the overall SPL level, this peak decreases in amplitude
with increasing speed, being covered by a broader and more ener-
getic spectrum generated by a higher-Re turbulent flows.

In Fig. 5, the frequency domain has been divided into three
bands, B1; B2 and B3, each of which represents the bounds used
in the OASPL calculations. The frequency bands are chosen based
on the noise spectral characteristics. The B1 region contains the
lowest frequencies which are still relevant for building acoustic
propagation. B2 contains the tonal peak and the frequency range
which is most important for the acoustic propagation into build-
ings, while B3 collects the highest frequencies captured, which
are not critical for the acoustic propagation and which show a lim-
ited difference between different cases. One can notice that the A-
weighting filter acts principally on low frequencies, lowering the
perceived acoustic levels in region B1. Region B2 is the one with
the highest noise peak at 135 Hz, previously mentioned. Region
ise direction. For brevity, only half of the receiver arches are represented.



Table 1
Overall SPL levels measured between 25–600 Hz. Data taken from the A-weighted SPL
presented in Fig. 4.

Re No-bar. [dB] Bar. A [dB] Bar. B [dB]

Low 75 81 72
Medium 84 87 82
High 99 95 93

Fig. 4. A-weighted SPL spectra of the different configurations as a function of scaled frequencies, focusing on the Re effect. ( ) Non-barrier. ( ) Barrier A. ( ) Barrier B.

Fig. 5. A-weighted SPL spectra of different configurations at different Re as a function of scaled frequencies. (a) Re ¼ 153000. (b) Re ¼ 230000. (c) Re ¼ 307000. ( ) Non-
barrier. ( ) Barrier A. ( ) Barrier B. B1;B2 and B3 are three frequency bands analysed with directivity graphs in Fig. 6.
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B3 shows a steep drop of the spectra, thus, the low frequency
ranges become relevant even if A-weighted levels are taken into
consideration. As confirmed in [45,46], the importance of the noise
propagation at low frequencies (even lower than 20 Hz) is funda-
mental to guarantee and preserve health and comfort of neigh-
bouring inhabitants. Lowering the noise levels in these frequency
ranges would therefore be beneficial for the surroundings of a train
pass-by. Some further considerations can be made using the
Bragg’s law. The separation between cylinders is 0.25 W (Fig. 2
(b)), therefore, the central frequency of the band gap
f bg ¼ c=ð2� 0:25W � 25Þ ¼ 227 Hz (25 represents the scaling fac-
tor mentioned above). Thus, in a medium at rest one could expect
the lowest band gap of attenuation of acoustic waves in the range
100–300 Hz, which well corresponds with the results shown for
the low and medium Re. Concerning the high Re, an even lower fre-
quency attenuation is induced by barrier B, suggesting a possible
influence of the barriers on the flow field structures. This last con-
sideration need further investigations and goes beyond the scope
of this paper. Nevertheless, it is an important aspect to be con-
firmed with even higher Re simulations, in order to fully under-
stand the evolution of the SPL with an increasing speed.

Fig. 6 shows the OASPL of all cases considered here. Considering
Figs. 5 and 6 at the same time, it is clear how barrier B brings the



Fig. 6. Overall sound pressure level at different Re for different barrier configurations. (a) Re ¼ 153000. (b) Re ¼ 230000. (c) Re ¼ 307000. ( ) Non-barriers. ( ) Barrier A.
( ) Barrier B. Refer to Fig. 5 for the corresponding band widths B1; B2 and B3. The subfigures labelled with ‘Peak’ display the noise levels in the frequency band with a 50 Hz
bandwidth around the tone at 135 Hz. A circular gray line is drawn every fifth dB.
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overall best noise reduction. Only at low and medium Re
(Fig. 6(a-b)), barrier A shows better performance within the B3
bandwidth, while, for all other band widths, the cylindrical barriers
are consistently more effective. Noteworthy is the impressive
(10 dB) reduction observed in B2 by barrier B. This band is in fact
the most reduced by barrier B, consistently across the flow speeds.
The distribution of the cylinders, their dimensions and the dis-
tances between them, may influence the operational band of the
barrier. A parametric study of these variables would be an interest-
ing topic for a future continuation of this work.
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As a note to the reader, the presented aeroacoustic results are
significant, but they only give information on a limited range of
the Reynolds number and the slight asymmetry observed for some
of the OASPL in Fig. 6 is probably related to the limited sampling
time used. A longer sampling time would have resulted in an
unavailable computational cost. Nevertheless, trends and general
observation can be extracted but a more comprehensive study,
specifically on the topic, needs to be performed to understand
the presence (as it has been established for the behaviour of aero-
dynamic loads) of a threshold, after which the aeroacoustic
response stays unchanged.
3.2. Barriers and Reynolds number dependency. Aerodynamic loads
characterization

The aerodynamic characteristics and the aerodynamic influence
of the screens are reported in this section. Table 2 shows the evo-
lution of the force coefficients and their root mean square (r.m.s.)
values along with increasing Re. The force coefficients slowly settle
on a plateau at higher speeds, confirming the behaviour described
in Ref. [30]. On the other hand, the oscillation level reported by r.m.
s. values remains constant with increasing speed. It is more inter-
esting to look at the difference between different geometries. With
the help of Fig. 7, one can observe the different trends for the three
cases. The Barrier A case consistently shows a 20% higher drag
compared to the non-barrier case and a two times higher r.m.s.
(Cd), while barrier B shows only a mild drag increase and a very
similar r.m.s. level (see Table 2 for the r.m.s. values). Moreover,
the drag difference between barrier A and the non-barrier case
slightly increases with increasing Re (from 20 to 22%), while the
opposite trend is observed for barrier B where the Cd difference
decreases with increasing Re (from 5 to 3%). Concerning downforce
(negative lift), A shows a consistent higher value (in absolute
terms) compared to the other two cases. In particular for
Re ¼ 230000� 307000, barrier A produces a 170% higher down-
force while barrier B shows only a 16% increase. This higher down-
force is associated with a visibly higher uptrend characterizing the
evolution of the vortex core downstream in the wake.

Fig. 8 shows the typical counter-rotating wake vortices charac-
terizing a train wake. The vortex cores and the Cp value projected
on the train surface are shown in the picture. The non-barrier case
and barrier B present a fairly similar distribution of Cp and topology
of the wake cores. On the other hand, the Barrier A case shows a
different behavior. Its wake cores remain confined to the space
Table 2
Force values for different configurations.

Re ¼ 153000 No-bar. Bar. A Bar. B

CdðtotalÞ 0.350 0.421 0.366
CdðshearÞ 0.132 0.151 0.131
r.m.s. (CdðtotalÞÞ 0.006 0.010 0.007
ClðtotalÞ �0.088 �0.324 �0.115
r.m.s. (ClðtotalÞÞ 0.020 0.033 0.03

Re ¼ 230000 No-bar. Bar. A Bar. B
CdðtotalÞ 0.332 0.404 0.342
CdðshearÞ 0.130 0.148 0.130
r.m.s. (CdðtotalÞÞ 0.005 0.011 0.006
ClðtotalÞ �0.138 �0.373 �0.16
r.m.s. (ClðtotalÞÞ 0.021 0.033 0.023

Re ¼ 307000 No-bar. Bar. A Bar. B
CdðtotalÞ 0.319 0.396 0.330
CdðshearÞ 0.130 0.147 0.130
r.m.s. (CdðtotalÞÞ 0.005 0.009 0.005
ClðtotalÞ �0.156 �0.388 �0.190
r.m.s. (ClðtotalÞÞ 0.021 0.026 0.018
between the screens contributing to the uptrend discussed later.
Moreover, the presence of two strong side vortices, which increase
the shear drag by 15% (Table 2, CdðshearÞ), is observed. Looking in
particular at Fig. 9, one can observe the clear uptrend of the wake
vortex cores. From a previous study performed by the same
research group [10], this uptrend was found to be strongly associ-
ated with higher downforce. The same is found here, and the pres-
ence of this uptrend could possibly be associated with an increase
of the ballast flight phenomenon. Barrier B, on the other hand, does
not influence the flow in these terms, and no uptrend is observed
in the wake cores (see Fig. 9).
3.3. The underbody flow: near-field structures and far-field noise

To complete the visualization of the main flow features, the
underbody flow is presented in Figs. 10 and 11. Fig. 10 shows the
presence of a strong vortex originating at the nose tip and evolving
along the train underbody. All three cases share this feature. Fig. 11
emphasises the dominance of the vortices K in the underbody
region. In this last figure, it is observed that the instantaneous flow
structures (visualized by the second invariant of the velocity at the
magnitude of Q ¼ 4000) are distributed along and around the vor-
tex core, presented as a thick solid green line. Another aspect visu-
alized in Fig. 10 is the Cp distribution on the train’s nose. The right
half of the trains with screens (colored in gray scale) represents the
difference in Cp distribution compared to the non-barrier case as

jCp � CbarA=B
p j. This shows that the barrier B case presents a very sim-

ilar distribution to the non-barrier case, while a larger portion of
the frontal area of the barrier A case is characterized by a larger
pressure difference. This also contributes to the drag increase visu-
alized in Fig. 7 and Table 2.

Fig. 12 shows a 2D cut-plane of the swirling vortices forming at
the train’s pilot sides. The spanwise (the y direction) velocity is
investigated by a POD study performed on the plane defined in
Fig. 1(c). In Fig. 12, the left plot contains a snapshot of the stream-
wise velocity taken at Re ¼ 230000. The dashed gray rectangles
indicate the regions post-processed with POD, whose results are
shown in the centre frame. In the far right plots of the same pic-
ture, a power spectral density (PSD) plot of the first POD mode is
shown. Interestingly, the first (most energetic) mode shows struc-
tures moving with the same frequency, regardless of the barrier
type and the Reynolds number. This indicates a recursive flow
dynamics, possibly associated with the tonal peak shown in Figs. 4
and 5. As discussed in Section 3.1, a fixed peak was observed in the
far-field at 135 Hz, which corresponds to the double of the fre-
quency found in the PSD plot of the first POD mode shown in
Fig. 12. In order to relate these two frequencies to each other, note
that the Lighthill stress tensor Tij [47,48] is defined as:

Tij ¼ qu0
iu

0
j þ ðp0 � c20q

0Þdij � rij: ð1Þ
The spatial derivatives in Tij represent quadrupole noise

sources. Note that Tij at low-Mach numbers mainly depends on
the product between velocity perturbations, the first term on the
right hand side of the equation above, assuming that the flow is
isentropic and that the viscous effect is small. Therefore, the fluc-
tuations of the streamwise velocity field at a specific frequency
would generate noise (visible in the far-field spectrum) at the dou-
ble of this frequency. Having said this, the present authors specu-
late that the first mode, individuated by the POD analysis, is
strongly connected with the tonal peak observed in the far-field
noise results. This would partly explain the previous experimental
results, nicely reported in Ref. [15], where the authors found con-
stant tonal peaks (with increasing Re) attributable to the front
lower part of a similar train model.



Fig. 7. Trend of the forces with increasing Re. ( ) Non-barrier. ( ) Barrier A. ( ) Barrier B.

Fig. 8. The wake structures and vortex cores for the three barrier cases. The vortex cores are colored in gray and a zoom of the underbody vortex is provided. The left half of
the train surface is colored by the coefficient of pressure Cp . The right half of the train surface cases (bar A and B) show the Cp differences compared to the non-barrier case.
Re ¼ 230000.

Fig. 9. The wake vortex core trend for the three barrier cases. The vortex cores are colored in green. Re ¼ 230000.

Fig. 10. The underbody pair of vortices K and vortex cores for the three barrier cases. The vortex cores are colored in gray. The train surface is colored by the coefficient of
pressure Cp . Re ¼ 230000.
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The same procedure is applied to the streamwise component (in
the x direction) of the flow velocity. Fig. 13 clearly shows a depen-
dency of this component with the Reynolds number. In particular,
the frequency peaks of the POD temporal coefficient, which are
associated with the most energetic mode, shift to higher frequen-
cies with increasing Re, keeping the non-dimensional frequency



Fig. 11. Flow structures at the underbody for the three cases. The side swirling vortices are named K. The structures are visualized by the second invariant of the velocity at
the magnitude of Q ¼ 4000. The structures are colored by the averaged normalized streamwise velocity. The vortex cores are colored in green. Re ¼ 230000.

Fig. 12. The most energetic mode extracted by a zonal proper orthogonal
decomposition (POD) for the spanwise (the y direction) component of the velocity
field. Left, a snapshot of the sampling plane lying at z ¼ 0 (see Fig. 1(c) for the plane
location). Centre, the first POD mode extracted from the dashed area. Right, power
spectral density (PSD) of the temporal coefficient associated with each respective
POD mode. (a) Non-barrier case. (b) Barrier A case. (c) Barrier B case.
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Fþ ¼ fW=U1 constant. All three cases present a similar behaviour,
showing a pair of swirling vortices which are characterized by a
Re-independent spanwise velocity component and a Re-
dependent streamwise component, the former being connected
to the tonal peak observed in the far-field.

The relatively insensitive dependency of the spanwise velocity
component on the streamwise inflow speed is supported by
Fig. 14, which shows how the non-normalized velocity component
changes with increasing Re. The field of the spanwise velocity com-
ponent V shows a very slight dependency on Re. This effect is
reconnected to the reasons and results shown above. On the other
hand, the streamwise component of the underbody velocity drasti-
cally changes with the increasing inflow speed, supporting the
visualization of Figs. 12 and 13.

To further confirm the presence of the fixed-frequency vortex
dynamics in the near field, the impermeable ground surface is
analysed in Fig. 15. This figure shows the acoustic response of
the ground surface and the spatial distribution of the peak fre-
quency at 135 Hz at Re ¼ 153000; 230000 and 307000. Two
streaks (colored in orange) are observed, corresponding to the
shape and position of the swirling vortices K visualized in Fig. 10
and 11. They extend on both sides of the train underbody from
the nose tip downwards. The higher Re leads to a more prominent
trace on the ground surface, although at all Re the marks are clearly
visible.

To summarize this last section, the lateral component of the
underbody swirling vortices is given by the sharp curved frontal
edge, while the streamwise component is dominated by the
high-speed flow generated in the gap between the train and
ground. Thus, the streamsise component of the vorticies K is
mostly influenced by the inflow speed, while the spanwise compo-
nent remains possibly defined by the geometrical shape of the
frontal edge. In the present work, it is identified that the particular
curvature triggers the spanwise motion that does not change with
the inflow (streamwise) velocity. The spanwise motion develops
the same type of flow structures, which are supposedly connected
to the far-field noise peak. For clarity, the authors only investigated
this particular model. In the future work, a specifically designed
geometry shall be used to parameterize the sharp frontal curvature
and study its influence on the far-field noise.
4. Conclusions

The impacts of different noise barriers on the aeroacoustic sig-
nature of high-speed trains is studied in this work. To explore the
details of the noise generation and propagation affected by the bar-
riers, a compressible improved-detached-delayed eddy (IDDES)
method based on the Spalart–Allmaras turbulence model is used
to simulate the flows induced by the train and barriers at a range
of Reynolds numbers. The train model is a simplified ICE3 model
with a single car. The car is symmetric with respect to the centre.
Complex details of the geometry have been removed, and the bogie
cavities have been filled, in order to save computational resources
but also to reproduce a modern streamlined train model. In partic-



Fig. 13. The most energetic mode extracted by a zonal proper orthogonal decomposition (POD) for the streamwise (in the x direction) component of the velocity field. Left, a
snapshot of the sampling plane lying at z ¼ 0 (see Fig. 1(c) for the plane location). Centre, the first POD mode extracted from the dashed area. Right, power spectral density
(PSD) of the temporal coefficient associated with each respective POD mode. (a) Non-barrier case. (b) Barrier A case. (c) Barrier B case.

Fig. 14. Snapshots of non-normalized velocity components at different Re for the non-barrier case. Left, streamwise (x direction) velocity component. Right, spanwise (y
direction) velocity component.

10 G. Minelli et al. / Applied Acoustics 172 (2021) 107597
ular, three general noise barrier configurations are constructed and
investigated: non-barrier, vertical closed at the ground barrier
(barrier A) and sonic-crystal-inspired barrier (barrier B). All cases
have been studied at Re ¼ 153000; 230000 and 307000.

The results can be divided into three main parts. (i) The aeroa-
coustic signature of the train model under three different scenarios
corresponding to the non-barrier and two different noise barrier
cases is shown. (ii) The influences of the noise barriers on the glo-
bal aerodynamic forces is analysed. (iii) An attempt to explore the
connection between the near-field turbulent flow structures and
the far-field noise peaks is described. More in detail, (i) the B bar-
rier case shows the overall best efficiency in terms of the noise
reduction. (ii) In addition, barrier B does not critically affect the
aerodynamic performance of the train model. On the other hand,
barrier A not only performs worse with increasing Re but also sig-
nificantly affects the train aerodynamics with an unacceptable 20%
drag increase. (iii) A tonal peak at 135 Hz (in the real scale) is con-
sistently observed in the far-field acoustic spectra, across different
Re and different barrier configurations. A modal analysis based on
proper orthogonal decomposition (POD) suggests as a viable
explanation that the acoustic phenomenon is brought by the swir-
ling vortex pair detaching from the bottom sharp edge of the train.
The roll-up of the vortices gives rise to distinct and constant span-
wise velocity fluctuations, which are defined by half of the fre-
quency of the previously mentioned far-field peak. Based on the
analysis of the Lighthill stress tensor, one can attribute the flow
velocity fluctuations to the acoustic pressure fluctuations and
hypothesise a possible connection between them.

This study is the first work, to the knowledge of the authors,
that numerically analyses the aeroacoustic signature of an entire
train car at significantly high Reynolds numbers. As a future work,
the dimension and distribution of the sonic crystals can be opti-
mized to exploit their features. A fundamental study of a simplified
geometry characterized by a curved sharp leading edge will possi-
bly confirm and explain in a more detailed way about the connec-
tion between the far-field spectral peak and the shear swirling
vortices that are present in the underbody flow. From a more
industrial and practical point of view, the presence of a threshold
Re, after which the aeroacoustic response could stay unchanged,
should be also investigated.



Fig. 15. Energy distribution of a specific frequency on the ground under the train model. Left, A-weighted sound pressure level of the emitted noise by the ground solid
surface. Right, the energy distribution of the peak at 135 Hz. (a) Re ¼ 153000, (b) Re ¼ 230000, (c) Re ¼ 307000.
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