
Thesis for the Degree of Doctor of Philosophy

Fast Microwave Tomography Algorithm
for Breast Cancer Imaging

Samar Hosseinzadegan

Department of Electrical Engineering
Chalmers University of Technology

Göteborg, Sweden 2021



Fast Microwave Tomography Algorithm for Breast Cancer Imaging
Samar Hosseinzadegan
ISBN 978-91-7905-449-6

© Samar Hosseinzadegan, 2021.

Doktorsavhandlingar vid Chalmers tekniska högskola
Ny serie nr 4916
ISSN 0346-718X

Department of Electrical Engineering
Chalmers University of Technology
SE–412 96 Göteborg
Sweden
Telephone: +46 (0)31 – 772 1000
Email: samarh@chalmers.se

Front Cover: The figures on the front cover show the reconstructed relative permit-
tivity (left) and conductivity (right) images obtained for a cylindrical phantom with
the newly developed tomographic algorithm based on the two-dimensional discrete
dipole approximation.

Typeset by the author using LATEX.

Chalmers Reproservice
Göteborg, Sweden 2021



To my family





Abstract
Microwave tomography has shown promise for breast cancer imaging. The mi-
crowaves are harmless to body tissues, which makes microwave tomography a safe
adjuvant screening to mammography. Although many clinical studies have shown the
effectiveness of regular screening for the detection of breast cancer, the anatomy of the
breast and its critical tissues challenge the identification and diagnosis of tumors in
this region. Detection of tumors in the breast is more challenging in heterogeneously
dense and extremely dense breasts, and microwave tomography has the potential to
be effective in such cases. The sensitivity of microwaves to various breast tissues and
the comfort and safety of the screening method have made microwave tomography
an attractive imaging technique.

Despite the need for an alternative screening technique, microwave tomography
has not yet been introduced as a screening modality in regular health care, and is
still subject to research. The main obstacles are imperfect hardware systems and
inefficient imaging algorithms. The immense computational costs for the image re-
construction algorithm present a crucial challenge. 2D imaging algorithms are pro-
posed to reduce the amount of hardware resources required and the imaging time.
Although 2D microwave tomography algorithms are computationally less expensive,
few imaging groups have been successful in integrating the acquired 3D data into the
2D tomography algorithms for clinical applications.

The microwave tomography algorithms include two main computation problems:
the forward problem and the inverse problem. The first part of this thesis focuses
on a new fast forward solver, the 2D discrete dipole approximation (DDA), which
is formulated and modeled. The effect of frequency, sampling number, target size,
and contrast on the accuracy of the solver are studied. Additionally, the 2D DDA
time efficiency and computation time as a single forward solver are investigated. The
second part of this thesis focuses on the inverse problem. This portion of the algo-
rithm is based on a log-magnitude and phase transformation optimization problem
and is formulated as the Gauss-Newton iterative algorithm. The synthetic data from
a finite-element-based solver (COMSOL Multiphysics) and the experimental data
acquired from the breast imaging system at Chalmers University of Technology are
used to evaluate the DDA-based image reconstruction algorithm. The investigations
of modeling and computational complexity show that the 2D DDA is a fast and ac-
curate forward solver that can be embedded in tomography algorithms to produce
images in seconds. The successful development and implementation in this thesis of
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2D tomographic breast imaging with acceptable accuracy and high computational
cost efficiency has provided significant savings in time and in-use memory and is a
dramatic improvement over previous implementations.

Keywords: breast cancer, microwave tomography, discrete dipole approximation,
forward solver, Jacobian matrix, inverse problem, computational cost.
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Chapter 1
Introduction

1.1 Problem description and motivation

Cancer is recognized as a dominant cause of fatalities worldwide, accounting for an
estimated 9.6 million deaths in 2018 [1]. The World Health Organization (WHO) has
reported breast cancer as the most common cancer in women. WHO has also recently
noted a growth in breast cancer cases due to contemporary lifestyles. Implementation
of prevention policies together with early detection has been found highly effective
in reducing the cancer burden [1]. Many cancers are curable if they are diagnosed in
the early stages and treated while the tumors are small [1]. The key to increasing
the chance of survival in breast cancer is regular monitoring [2, 3].

Conventional imaging technologies suffer from several drawbacks, and improv-
ing state-of-the-art imaging techniques or introducing new screening technologies is
needed for more exact detection. X-ray mammography is the golden standard for
breast screening, but it suffers from a relatively high rate of false negatives; i.e., tu-
mors are present in the breasts but not detected. The rate of false positives is also
high [4, 5]. Moreover, the use of ionizing X-rays constitutes a small potential risk of
inducing cancer.

In today’s care, breast imaging is usually performed for detection, diagnosis, and
progression monitoring. For breast cancer imaging applications, the devices should
be designed to be portable, cost effective, sensitive to various tissue types, user-
friendly, harmless and comfortable for patients [6]. Microwave technology has a great
potential to meet these requirements, but it is still being developed, and has not yet
been fully translated to the clinical setting. The benefit of a non-ionizing technique
that does not require breast compression is particularly appealing for patient safety
and comfort. Besides, microwaves show a high level of sensitivity to even small tumors
and have demonstrated a good ability to distinguish malignant and benign tumors
[7, 8]. Compared to the other methods such as magnetic resonance imaging (MRI)
and nuclear medicine, microwave imaging is a low-cost alternative [6]. Despite the
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Chapter 1. Introduction

potential held by microwave imaging, there are still no convenient and fast imaging
devices available at clinics. Developing such imaging devices will require developing
a fast and accurate electromagnetic solver.

Breast imaging with microwaves can be done in two different ways: either imaging
of patterns and shapes (qualitative imaging) or imaging of dielectric properties and
their spatial distribution (quantitative imaging). The qualitative imaging methods
are usually less complex in terms of modeling and computations, but they are not as
informative as quantitative images. In breast imaging, shape and position as well as
the physical properties of tumors are of interest since all three contain information
that is useful for discrimination between malignant and healthy regions.

Microwave tomographic imaging is categorized as quantitative imaging. The in-
ternal structure of the breast is imaged in the form of spatial maps of permittivity and
conductivity values. A major challenge for microwave tomography is inherited from
the physics of the electromagnetic scattering problem. First, the inverse problem
(recovering the unknown parameters from the data) is ill-posed and requires a regu-
larization procedure [9]. Second, due to the high contrast variations of the dielectric
properties of breast, tumors, and the surroundings, multiple scattering phenomena
occur, resulting in a non-linear problem [10]. Non-linear reconstruction algorithms re-
quire large computational resources and increase the computational cost significantly,
particularly for three-dimensional (3D) imaging. Consequently, two-dimensional (2D)
models and reconstruction algorithms become more attractive. In general, a priori
information can be used to encourage global convergence, but the absence of such
information in breast imaging presents a third challenge [11].

These well-known obstacles associated with tomographic imaging systems and
algorithms have delayed adoption of this new imaging modality. Accomplishing this
goal will require a continued and substantial attention to both hardware and software
components of microwave imaging technology.

1.2 Breast cancer overview

Cancer is a group of diseases caused by an uncontrolled cell-growth of normal body
cells due to mutations (changes to a cell’s DNA) in genes. These mutations interfere
with regulation in the cell and cause irregular and chaotic cell division. The result is
a massive growth of cells which eventually transforms into a tumor.

Female breasts are made of fatty, fibrous, and glandular tissue. The anatomy of
a healthy breast is shown in Figure 1.1.a . Breast cancer tumors form mainly in the
fibroglandular tissue, including the lobules and the ducts. In addition, fatty tissue
(adipose) within the breast can also be involved [12,13]. Figures 1.1.b-c and 1.2 show
cancer formed in various parts of the breast. Although it’s rare, men can also be
diagnosed with breast cancer.
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1.2. Breast cancer overview

(a) Anatomy of a healthy breast

(b) Normal breast with non-invasive
ductal carcinoma in situ (DCIS) in
an enlarged cross-section of the duct.

(c) Normal breast with lobular car-
cinoma in situ (LCIS) in an enlarged
cross-section of the lobule.

Figure 1.1: Used with permission from Breastcancer.org [14]
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(a) Normal breast with invasive duc-
tal carcinoma (IDC) in an enlarged
cross-section of the duct.

(b) Normal breast with invasive lob-
ular carcinoma (ILC) in an enlarged
cross-section of the lobule.

Figure 1.2: Used with permission from Breastcancer.org [14]
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1.2. Breast cancer overview

1.2.1 Classification

Breast cancer types are mainly categorized according to their growth patterns and
location. They are categorized as either invasive or non-invasive (in situ). These
two main categories are divided into subcategories based on the location within the
breast as [15]:

• Ductal carcinoma in situ (DCIS)

• Lobular carcinoma in situ (LCIS)

• Invasive ductal carcinoma (IDC)

• Invasive lobular carcinoma (ILC)

Figures 1.1 and 1.2 show the four most common breast cancer types together with
the anatomy of a healthy breast. Among these types, the most common type is the
invasive ductal carcinoma (IDC), which initially forms in ducts and in later stages
invades the surrounding tissues, shown in Figure 1.2.a. Furthermore, breast cancer
is staged based on the spread of the tumor from 0 to 4, where stage 0 refers to non-
invasive, in situ, i.e., a tumor that is localized to its original location. In stage 4,
the tumor has metastasized to nearby tissues as well as possibly to distant organs
including lungs, brain, liver, or bones [16].

1.2.2 Risk factors

The incidence and mortality patterns are an indication of risk factors. According
to the study performed by P. Maisonneuve [17, 18], breast cancer risk factors can
be divided into three main groups: 1) demographic, lifestyle, and environmental, 2)
reproductive and hormonal, and 3) genetic.

The two main factors in the first group are age and race/ethnic group. Breast
cancer is common in women over the age of 50 and its incidence increases until age
70 and then decreases [17, 18]. Breast cancer rates are also higher among White
women compared to Black women. Moreover, the incidence is lower among those of
Asian and Pacific Islander origin [17, 18]. In addition to age and race/ethnic group,
other demographic and lifestyle factors such as obesity, diet, and physical activity can
also affect breast cancer risk. One illustrative case is presented in Figure 1.3, which
shows that a non-negligible number of cases of postmenopausal breast cancer could
have been prevented if the body mass of women, at the population level, remained
constant throughout their life time. Breast cancer risk is also related to reproductive
and hormonal changes, such as menarche, pregnancy, breastfeeding, etc., and the age
at which these take place. These changes stimulate cell growth and consequently
affect the risk of breast cancer. Women with a parent, sibling or off-spring diagnosed
with breast cancer are more likely to develop breast cancer [17, 18].
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North America
11,000
40%

Latin America and the Caribbean
4,400
16%

East Asia
2,700
10%

Northern Europe
2,400
9%

Middle East & North Africa
2,000 (7%)

Western Europe
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Other
3100
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Figure 1.3: The postmenopausal breast cancer cases among women in 2012 that could
have been prevented if mean population-level body mass index values had remained
constant since 1982 by region and percentages of all such preventable postmenopausal
breast cancer cases. Image generated from data available at GLOBOCAN 2018,
IARC.

1.2.3 Statistics

Global breast cancer statistics are reported by the Global Cancer Observatory (GCO)
[19] through the platform GLOBOCAN maintained by the International Agency for
Research on Cancer (IARC) [20]. Breast cancer is the most common type of cancer
among women; with a 24% share of all cases, see Figure 1.4a. This disease also
kills more women than any other cancer, constituting about 15% of all cancer deaths
among women per year, see Figure 1.4b. Furthermore, the breast cancer incidence is
expected to increase by about 46 % over 20 years [19]. This implies that the number
of new cases and deaths will grow rapidly in the near future and emphasizes the need
for prevention strategies and early detection.

Figures 1.5 and 1.6 present the comparison of the breast cancer incidence and
mortality rates for women worldwide. In these figures, the darker colors correspond to
higher incidence/mortality rates. It is notable that even though the highest incidence
rates occur in the industrialized world including North America, Australia, Northern
and Southern Europe, the highest mortality rates are found in developing regions such
as Africa. These data illustrate that mortality rates could be reduced with improved
economic development and a corresponding expansion of welfare and health care
sectors. However, lack of public healthcare in some of the developing regions might
be a reason why cancers can remain undetected and therefore not appear in any
statistics. Data from these countries are therefore prone to high uncertainties. Other
factors such as genetics can also impact the incidence and mortality rates.
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Figure 1.4: Estimated number of a) new cancer cases and b) cancer deaths worldwide
for females in 2018. Images generated from data available at GLOBOCAN 2018,
IARC.
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Figure 1.5: Estimated age-standardized incidence rates for 2018 worldwide for female
breast cancer in all ages. Image reprinted from GLOBOCAN 2018, IARC.
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Figure 1.6: Estimated age-standardized mortality rates for 2018 worldwide for female
breast cancer in all ages. Image reprinted from GLOBOCAN 2018, IARC.

1.3 Technologies for breast imaging

Early detection of breast cancer is the key to increasing the chance of survival [21–25].
Two major studies regarding the impact of regular breast monitoring were done in
Sweden in 1985 [22] and 1993 [26], followed by more recent studies [23,24]. In Tabár
et al. [22], a randomized controlled trial was done on 162, 981 women ages 40 and
above for about 8 years. The objective was to investigate if mass screening with
mammography reduces the mortality due to breast cancer. The enrolled population
was divided in two randomized groups: study and control. The women in the study
group were offered screening every 2 or 3 years, depending on age. Women in the
control group were not offered screening. In this study, they concluded that there was
a 31% reduction in mortality from breast cancer. In addition, the rate of advanced
breast cancers in the study group was reduced by 25%. Nyström et al. [26] also
proved the effect of regular mammography in reducing mortality. This study explored
the impact of screening on breast cancer mortality for all age groups. The largest
reduction of breast cancer mortality (29%) was observed among women ages 50-69;
other age groups were also found to benefit from regular screening but to a lesser
extent.

Breast imaging is usually performed for detection, diagnosis (after the clinician
has seen an abnormality in a mammogram), and tumor progression monitoring dur-
ing treatment. Conventional imaging techniques include X-ray-based mammography
screening, computed tomography (CT scan), MRI, and positron emission tomography
(PET scan). In addition, newer techniques such as digital breast tomosynthesis, con-
trast mammography, and contrast-enhanced MRI can be used in both screening and
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Figure 1.7: Imaging system for mammography. Image reprinted from [28].

diagnosis [18,27]. Currently, the primary method for routine breast cancer screening
is X-ray mammography.

1.3.1 Mammography

In mammography, the patient stands in front of the equipment such that her breast
is placed on a flat plate and another plate compresses the breast, as shown in Figure
1.7. During the examination, X-rays are radiated through the breast and captured by
a detector located on the opposite side. The operating principle for mammography
is based on imaging of the contrast between various tissue types within the breast as
a grey-scale image, i .e., low-density tissue such as fat appears darker on the image
and higher density tissue such as tumor produces a lighter region in the image. This
type of image is called a mammogram. A standard mammogram constitutes two-
dimensional projections of the breast from two different angles, craniocaudal (CC:
top-bottom view) and mediolateral oblique (MLO: side view at a specific angle).
Additional CC views or spot compression can be performed in cases where an ab-
normality is identified. This technique requires firm and even compression to ensure
optimal exposure and maximize image resolution and contrast. Unfortunately, many
patients consider mammography uncomfortable and painful.

Rosenberg et al. [29] investigated mammography sensitivity (the true positive
rate, i.e., the number of true positives divided by the sum of true positives and false
negatives) based on a database of 183, 134 screening mammograms. The authors
concluded that sensitivity varies significantly with ethnicity, use of estrogen replace-
ment therapy, mammographic breast density, and age. Specifically, sensitivity was
most notably reduced in women younger than 40 years with dense breasts. Another
study, performed by Berg et al. [30], showed that mammography had an accuracy
(the sum of the true positives and true negatives divided by the study population) of
about 70.2%, with 67.8% in sensitivity (i.e., true positive rate) and 75% in specificity
(i.e. true negative rate), respectively [30]. Distracting lesions and breast density
are primary confounding features for missing a breast tumor. Moreover, due to the
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Figure 1.8: MRI device. Image reprinted from [32].

radiation exposure, young women are sometimes not screened regularly because of
the risk/benefit trade-off.

1.3.2 Magnetic resonance imaging (MRI)

In MRI, the patient is positioned inside a large magnetic tunnel and exposed to
magnetic fields, see Figure 1.8. MRI utilizes the fact that the human body is mainly
composed of water (H2O) and fat, which both contain hydrogen atoms (protons). The
protons spin around their axes randomly in nature, but when they are exposed to a
magnetic field they align with it. After alignment, an RF-coil emits radio frequency
pulses which cause proton spins to flip. When the radio pulse is turned off, proton
spins relax and re-align with the magnetic field. The relaxation rates as well as the
amount of released energy provide information about the tissue types [31].

MRI is an option for breast imaging and is mostly used as a complement to
mammography for further evaluation of suspicious findings. One of the advantages
of MRI over X-ray mammography is that it is insensitive to normal dense breast
tissue [33]. However, it is used with a gadolinium contrast agent which can be toxic to
women with compromised kidneys [34]. The contrast agent accelerates the relaxation
process and results in an image where the lesions are easier to identify. This technique
is frequently used for screening and diagnosing young women. MRI is, however,
significantly more expensive than other imaging methods and is therefore not suitable
for use in mass screening. Another problem is a high rate of false positives, which
leads to over diagnosis in screening [33,35,36].

1.3.3 Ultrasound

During an ultrasound examination, the patient is in the supine position. A small
probe called a transducer is placed directly on the skin and is used to produce the
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images. The probe sends high-frequency sound waves into the breast, and it also
records the reflected echoes for further processing and image generation [37]. Ul-
trasound screening can be used as a complement to both X-ray mammography and
MRI. One caveat about ultrasound screening is that its precision is highly operator-
dependent, which introduces considerable risk of errors in the diagnosis. It is also
known to have a high number of false positives. Berg et al. [38] investigated the
impact of combined screening with ultrasound and X-ray mammography, compared
to X-ray mammography alone. In that study, they concluded that while ultrasound
may reveal small and node-negative breast cancers not visible in mammography, the
increased number of false positives is significant [38].

1.3.4 Computed tomography (CT)

During breast CT scanning, the patient lies in the prone position as a scanner rotates
around the breast. A CT scanner encircles the body and creates an image from
measured X-ray projections at a large number of angles. The measured projections
are processed to create cross-sectional images of the body and produce gray-scale
images [39]. CT scanning is usually not used for screening, but for investigations of
patients who have already been diagnosed, for example in order to detect metastasis
in nearby tissues, such as the chest [39]. The main reason for not using CT in
screening is to avoid unnecessarily high doses of X-ray exposure.

1.3.5 Positron emission tomography (PET)

PET scanning reveals tissue function by showing metabolic activity. In this method,
a radioactive sugar is injected into the patient. Its decay produces radioactivity
that is measured outside the body with detectors encircling the body. This imag-
ing technique is mostly used during treatment planning since the metabolic activity
frequently reveals changes during treatment before morphological changes such as
tumor size can be seen [18, 40–42]. PET imaging is usually combined with other
imaging modalities to be more informative. Similar to X-ray CT, PET scanning is
also not completely harmless and not recommended for regular screening.

The aforementioned drawbacks in conventional imaging techniques illustrate the
need and room for developing new image acquisition techniques to further improve
diagnosis. Microwave imaging appears to be a promising technique for this situ-
ation. The technology is harmless, non-invasive, cost-effective, convenient for the
patient, and sensitive enough to various tissue types. These characteristics make it
an intriguing candidate to complement or replace other modalities.
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1.4 Microwave imaging: status and challenges

Microwave imaging uncovers information about an invisible object. The information
could be just position, shape, and size, or also include dielectric properties. The
recovered information about an object varies by application. The interests range
from detection and localization of the object to its full reconstruction, which usually
engages its physical properties. The operating principle is based on transmitting
electromagnetic waves through the object and then measuring and processing the
forward and scattered waves at limited observation points. For biomedical purposes,
the most common interest is to completely image the electromagnetic parameter
distributions (i.e., dielectric permittivity, electric conductivity) of the tested objects
[43].

Microwave imaging has been studied for multiple applications over recent decades.
These applications range from medical diagnosis, e.g., breast imaging [44–46], brain
imaging [47–49], kidney imaging [50], cardiac imaging [51], and bone density mea-
surements [52] to other fields including geophysical monitoring [53], civil engineer-
ing [54], and industrial engineering [55]. Microwave imaging for medical applications
has been investigated since the 1970s. One of the earliest medical microwave imag-
ing systems was introduced by Larsen and Jacobi, who used microwave signals to
image canine kidneys [50, 56]. From the 1970s until now, multiple imaging systems
have been built, and their drawbacks and limitations have been investigated exten-
sively. Although several clinical trials have been conducted, this imaging technique
has not yet been widely transferred to clinical practice or deployed for regular use
in healthcare. Microwave imaging systems used for biological tissues suffer from sig-
nal power loss, limited penetration depth, low resolution, and a need for enormous
computational resources [57]. Additionally, the physics of the inverse scattering in-
volves the non-linearity and ill-posedness of Maxwell’s equations. Aside from these
known challenges, medical microwave imaging has been introduced as an alternative
or complement to conventional imaging systems such as mammography.

As mentioned, microwave imaging methods can be divided into at least two cate-
gories, qualitative and quantitative, based on the recovered information and content
of the output image. In qualitative imaging methods, the reconstructed informa-
tion is restricted to location, size, and shape of the object. One advantage of these
methods is their computational efficiency and short reconstruction time. A disadvan-
tage is that they require broad band measurements [58,59]. This could lead to longer
measurement times depending on the techniques used. Conversely, quantitative imag-
ing methods aim at reconstructions of dielectric maps of the tested object. These
methods are known to be computationally demanding and in many implementations
restricted to cases where a priori information about the object is available (see Chap-
ter 5 in [43]). Qualitative methods that have been researched include holography and
radar-based imaging. Quantitative methods are usually refered as tomography.
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Multiple radar-based systems have been developed and tested in both experi-
ments and clinical settings, and their fundamental operating principle is based on
the differences between dielectric properties of healthy and malignant tissues over
the microwave frequency range. In active radar-based imaging, the target is illumi-
nated by signals transmitted and received by an array of antennas. Data are also
acquired in multiple planes and are simultaneously processed to produce the whole
3D image via a reconstruction algorithm [57]. The operating principle is based on
transmission and reception of pulses. Short high-energy pulses are transmitted and
the returning echoes are recorded. The more recently developed radar-based imaging
systems include the Tissue Sensing Adaptive Radar (TSAR) at the University of Cal-
gary [46], the MARIA system [60] at the University of Bristol, the McGill University
system [61], and the Wavelia system by MVG industries [62].

Another microwave-based imaging technique, microwave holography, has also
been used to image dielectric targets [63]. This technique is relatively new in the field
of medical imaging but has been employed to detect concealed weapons and contra-
band at airports and other secure locations [64]. In modern microwave holography,
coherent back-scattered signals are acquired on a surface, and the reconstruction is
performed through multiple direct and inverse Fourier transformations. Unlike in
tomography, the reconstructions are not typically done in 2D slices. The measured
data from the surface is processed into a 3D distribution of the target [63, 65]. The
system developed at McMaster University belongs to this category [63].

Microwave tomography utilizes scattered electric field data from an object to re-
construct quantitative maps of the property distributions, usually permittivty and
conductivity. For breast cancer detection, this technology aims at imaging the differ-
ences in properties between healthy and malignant tissues. Systems typically operate
in the frequency range of 500 MHz - 3 GHz. Microwave tomography is under devel-
opment and has reached the stage of clinical trials in some cases [44,52]. Historically,
the large contrast in the properties of different biological tissues has been a major
barrier in microwave tomography [66, 67]. A number of methods and algorithms
have been investigated by multiple research groups since the possibility of employ-
ing microwave signals for medical imaging was first studied [44, 68–70]. Despite the
focus on these algorithms, they have scarcely been translated into the real world.
This is principally due to the low efficiency of various numerical methods and the
presence of a high contrast among different tissue types [71,72]. Imaging-system de-
sign and improvements in measurement accuracy can contribute to future success or
usefulness of microwave tomography. Moreover, in medical imaging, high sensitivity
and specificity are desirable, and these characteristics generally narrow the choice of
algorithm.

Computation times and imaging costs present a challenge in microwave tomog-
raphy. Multiple research groups have worked on reducing the cost while producing
acceptable imaging; their attempts include research on the hardware part of the
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imaging system, i.e., contributions in system design and also in developing efficient
algorithms, i.e., in the mathematical formulation of the forward and inverse problems.
The choice of 2D or 3D algorithms impacts the computational cost and whether the
tomographic imaging is feasible in real time. Previously, Grzegorczyk at al. [73]
successfully employed the 3D discrete dipole approximation (DDA) for fast breast
imaging in under 20 minutes. This has inspired our further studies using the 2D
DDA to enable additional reductions in reconstruction times. The imaging system
used in this thesis has previously been shown to work particularly well with 2D imag-
ing algorithms. Although a majority of studies presently focus on 3D imaging, in this
thesis, we show that 2D imaging based on the DDA is a good solution to further de-
crease the computational burden without sacrificing accuracy. More details justifying
the choice of 2D imaging will be given in the following chapters.

1.5 Image reconstruction in microwave tomogra-
phy

The microwave tomographic reconstruction algorithms include two problems, the
forward and inverse. The forward problem is to find the electromagnetic field distri-
butions when the dielectric properties in the domain are known. The inverse problem
is to recover a hidden object with respect to its position, shape, and dielectric proper-
ties in the domain when limited observations at the boundary of the domain are made
through forward solutions. The inverse problem is, in the general case, an iterative
process and therefore requires calculation of forward solutions at each iteration. In
this way, the forward solver and its computational complexity has a significant impact
on the overall computational burden of the inverse solver and should be addressed.
Additionally, the inverse problem is ill-posed due to the large property contrasts
among tissues and is also non-linear. Therefore, computationally expensive iterative
optimization algorithms are required. The forward and inverse problems are further
discussed in the next chapters.

1.6 Properties of breast tissue in microwave region

In the context of breast imaging, breast tissues are typically categorized as normal
or tumorous. Normal tissue comprises adipose (mostly consisting of fat) and fibrog-
landular tissue. Tumorous tissue is further classified as benign or malignant. The
dielectric properties of these tissues vary in the microwave frequency region and create
a contrast between tissues that enables imaging of the breast.

Multiple studies have been conducted to determine the dielectric properties of
normal and tumorous breast tissues. One early study by Chaudhary et al. in 1984
investigated the dielectric properties of normal and malignant tissues for 15 patients
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in the frequency range of 3 MHz to 3 GHz [71]. In the same decade, Surowiec et
al. [74] studied the dielectric properties of normal and malignant tissues for 7 patients
in the frequency range of 20 kHz to 100 MHz. Later, other research groups conducted
small studies of these tissues in various frequency ranges [75–77]. In 2007, Lazebnik
et al. [7] performed ex vivo studies of the dielectric properties of adipose, glandular,
and malignant tissues in 196 patients in a broad frequency range of 500 MHz to 20
GHz. Martellosio et al. [78, 79] and Sugitani et al. [80] have also reported on these
properties. More recently, Cheng et al. [8] reported on the properties for a large
number of samples. To the best of our knowledge, the latest study is that by Hussein
et al. in 2019 [81].

Figure 1.9 shows a summary of various research groups’ reports on the dielec-
tric properties of breast tissues. We note that Rydholm [82] re-produced the figure
based on the fact that, since different breast densities are reported in [7,79], the low
densities have been grouped together with adipose tissue of other studies and the
high densities are grouped together with the fibroglandular tissue [82], and normal
tissue studied by Cheng et al. [8] contain both adipose and fibroglandular tissue. The
reported properties differ from each other. Even if the exact numbers vary among
the studies, the general conclusion is that the dielectric properties of breast tissues
vary significantly and that this contrast can be used to map the dielectric properties
of this region.

1.7 Aim of the thesis

The thesis focuses on the microwave tomography technique for breast cancer detec-
tion. It is devoted to investigating the computational aspects and to addressing the
heavy computational burden of microwave tomographic reconstruction algorithms.
The thesis investigates a new forward solver, i.e., the 2D discrete dipole approxi-
mation (DDA). A mathematical formulation is developed and adapted for modeling
the imaging systems at Chalmers University of Technology in Sweden and Dart-
mouth College in the U.S. More specifically, the 2D DDA is developed and studied
for inhomogeneous and lossy media. In particular, the accuracy and computational
complexity have been studied and optimized. The thesis also investigates an inverse
solver and image reconstruction. A 2D reconstruction algorithm is developed based
on the DDA forward solver and a log-magnitude and phase formulation of the opti-
mization problem. The tomographic algorithm is tested and validated with data from
several simulation studies and phantom experiments. In order to obtain the greatest
possible increase in the speed of the reconstruction algorithm, both the forward solver
and the Jacobian matrix computation are optimized to minimize the computational
burden. As a result, the overall computational complexity of the reconstruction al-
gorithm is significantly reduced, and a substantial speed-up is obtained. The thesis
concludes that the tomographic microwave images with a high level of accuracy can
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Figure 1.9: Dielectric properties as reported in different studies:(a) relative permit-
tivity and (b) conductivity. Figure reprinted with permission from [82].
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be obtained in real-time when accurate and effective solvers are combined with our
imaging systems.

1.8 Thesis outline

The thesis contains two parts. Part I introduces the problem, provides the back-
ground, discusses the research area, and presents the overall results. Part II contains
the main contributions by the author in the form of appended papers.

Part I has 6 chapters. Chapter 1 focuses on the problem, provides background
for a better understanding, states the aim of thesis, and highlights the contributions
of the author. Chapter 2 gives an overview of the forward problem, specifically the
2D DDA numerical solver for the breast microwave tomography system. Chapter
3 presents an overview of the inverse problem and discusses the log-magnitude and
phase reconstruction algorithm as well as the Jacobian matrix employed in the image
reconstruction algorithms. Chapter 4 discusses the general challenges facing mi-
crowave breast imaging systems and describes the microwave breast imaging systems
available at Chalmers University of Technology and at Dartmouth College. Chapter
5 gives a summary of the appended papers in Part II. Chapter 6 concludes the thesis
and discusses possible directions for future work.

1.9 Contributions of the author

This section states the contributions of the author to the appended papers.

• Paper A: The author developed the 2D DDA method, implemented 2D DDA,
performed the simulations and measurements, and took the main responsibility
as a lead author in writing the paper.

• Paper B: The author formulated the 2D DDA combined with the fast Fourier
transform (FFT), implemented 2D DDA-FFT, did the analysis and simulations,
and took the main responsibility as a lead author in writing the paper.

• Paper C: The author implemented the Jacobian matrix for the 2D DDA and
performed the simulations related to the 2D DDA method. The first and last
authors of the paper contributed equally in writing the paper.

• Paper D: The author implemented the 2D DDA-based image reconstruction
algorithm, performed the simulations and measurements, and took the main
responsibility as a lead author in writing the paper.
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Chapter 2
Forward Problem

Solving the forward problem in electromagnetics requires a thorough understanding
of the subject. This chapter reviews theories used in the modeling and formulation
of the forward problem in the microwave tomographic algorithms.

2.1 Overview

The forward problem models the electromagnetic field in a specific domain with
known dielectric parameters and initial and boundary conditions. For image recon-
struction, the forward solution has to be recalculated at each iteration. The bulk
of the computational need is therefore due to the forward problem. Accordingly,
the formulation of the forward problem and its computational complexity constitute
a notable degree of importance for actual medical imaging applications. One com-
putational challenge in image reconstruction is the accurate modeling of the field
distributions for the dielectric property distributions within reasonable computation
times. The amount of computational resources required for a 3D reconstruction al-
gorithm is exceptionally great in comparison to 2D algorithms. Consequently, some
medical microwave tomography research groups have concentrated on 2D tomogra-
phy, and 3D modeling has largely only been used in simulations, with a few clinical
applications. In this thesis, a 2D microwave tomographic algorithm is implemented,
and this chapter is devoted to the first important part of a tomographic algorithm,
i.e., the forward solver.

2.2 Electromagnetic field theory

Maxwell’s equations characterize the physical interactions among fields, fluxes, and
material properties in an environment. The complex form of these equations in the
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frequency domain is written as

∇× E = −jωB (2.1)
∇×H = J + jωD (2.2)
∇ ·D = ρ (2.3)
∇ ·B = 0 (2.4)

where ∇ is curl of a vector field, E is the electric field, B is the magnetic flux density,
H is the magnetic field, D is the displacement field, J is the current density, ρ is
the electric charge density, ω is angular frequency, and j is the imaginary unit. The
following constitutive relationships can be used to replace fields and fluxes:

J = σE (2.5)
B = µH (2.6)
D = εE (2.7)

where σ is the electrical conductivity, ε = ε0εr is the permittivity, which can also
have a complex value in the form ε = ε0εr + σ

ωj
, and µ = µ0µr is the permeability;

ε0 and µ0 denote free-space permittivity and permeability, respectively. εr and µr
denote relative permittivity and permeability of the material, respectively.

In the absence of free charge or current, inserting (2.5)-(2.7) into (2.1)-(2.4) gives:

∇× E = −jωµH (2.8)
∇×H = jωεE (2.9)
∇ · (µH) = 0 (2.10)
∇ · (εE) = 0 (2.11)

Taking the curl of (2.8) and inserting (2.9) into it gives:

∇× (∇× E) = ω2µεE (2.12)

Rearranging this equation results in

∇(∇ · E)−∇2E = k2E (2.13)

where k2 = ω2µε is the squared wavenumber. The wavenumber can be a real constant
for non lossy media or a complex number for lossy media. For a nonmagnetic material
(i.e., µr = 1) with a complex permittivty ε, the squared wavenumber takes the form
of

k2 = ω2µ0ε0εr − jωµ0σ (2.14)
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In regions where ρ = 0, ∇ · E = 0, yielding Helmholtz equation

∇2E + k2E = 0 (2.15)

Solutions to this equation in inhomogeneous media are needed in order to solve the
forward problem in microwave tomography. Analytic solutions are typically known
for simple geometries such as spheres and infinite cylinders. For more realistic cases,
numerical methods have been developed. Some of these numerical solvers will be
discussed in Section 2.3.

2.2.1 Scattering problem formulation

The scattering problem refers to calculating the scattered field in the region outside
the scattering obstacle, i.e., Rd \ D, where D = D

⋃
∂D and d = 2, 3, as shown in

Figure 2.1. The modeling involves the Helmholtz equation, a boundary condition
on the boundary ∂D, and Sommerfeld’s radiation condition. To clarify, general nu-
merical schemes do not specify boundary conditions. Consequently, reflections from
the boundaries of the numerical grid occur. One option for modeling open space is
to sufficiently enlarge the computational domain so that reflections from the edges
of the numerical grid never interfere with the field pattern in the region of interest.
An alternative is to employ Sommerfeld’s radiation condition or absorbing boundary
conditions. For a lossy media, Sommerfeld’s radiation condition is satisfied since in
this case the fields are sufficiently well attenuated so as not to be reflected at the
boundaries of the numerical grid.

The Helmholtz equation can be separated into incident and scattered fields:

Etot = Einc + Escat (2.16)

The total electric field Etot satisfies (2.15) in Rd\D as well as the boundary conditions
on ∂D. With a given incident field Einc and dielectric properties of the background,
the problem is to solve for the unknown scattered field Escat.

2.3 Numerical methods

Different numerical methods have been employed to solve the electromagnetic equa-
tions involved in microwave scattering problems. The most popular schemes are
the finite-difference (FD), finite-difference time-domain (FDTD), finite element (FE)
methods, and method of moments (MoM). Among these numerical methods, the
FDTD and FEM methods have been employed as the forward solver for the mi-
crowave imaging systems at Chalmers and Dartmouth. A brief overview of these
methods is given in Sections 2.3.1 and 2.3.2.
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Figure 2.1: Investigation domain.

2.3.1 Finite-difference time-domain method

The FDTD method is one of the numerical solvers most commonly applied to mi-
crowave problems. Its popularity is due to it being efficient and straightforward to
implement. With the FDTD method, the problem is solved on a structured Cartesian
grid, and the equations are formulated in the time domain [83]. The entire solution
domain is discretized, and the spacing discretization must be sufficiently small to re-
solve the object and provide enough resolution over a wavelength. This is necessary
both for handling the small electromagnetic wavelengths and the small tumors in the
breast. This format yields a very dense computational domain. The computation
time scales up rapidly for larger problems. Moreover, modeling some components
such as antennas is difficult in FDTD because of their complex geometry requir-
ing even denser meshes than usual, which subsequently adds to the computational
complexity.

A related drawback of this method in imaging is its inflexibility in handling geome-
tries of arbitrary shape. Moreover, the boundary conditions are not explicitly consid-
ered in the original FDTD scheme. An open space for the electric field calculations
is usually needed for imaging purposes, which entails enlarging the computational
domain, typically increasing the computational complexity [84].

The FDTD scheme developed for the Chalmers microwave imaging system has
been implemented and tested [84], and a complete description of the implementation
of this method is given in [84]. Other microwave imaging research groups have also
employed the FDTD method [85–91].

2.3.2 Finite element method

The FE method has been used widely as a numerical solver for the forward prob-
lem. In this method, the imaging domain is subdivided into small domains of simple
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shapes such as tetrahedra (3D) or triangles (2D) [92]. The resulting sub-domains
comprise a complete mesh in this scheme. The unstructured sub-elements have made
the FE method a powerful tool in dealing with complex geometries, especially those
with an arbitrary form. For example, in a situation where an object with a complex
shape resides in a relatively uniform medium, the shape and the area immediately
surrounding it can be finely discretized, while the more homogeneous zones can be
more coarsely sampled without loss of accuracy. The electric field within the imaging
domain is expressed with the help of a linear polynomial on each of these meshes.
For an accurate approximation to the electric field distributions, a minimal size of
elements is necessary, and the finer meshes result in a massive system of equations
with a huge number of unknowns. Consequently, the computational complexity in-
creases in this case, and producing an image takes many hours. However, these costs
are largely mitigated by the fact that the resulting matrices are banded for which
there are numerous efficient computation methods. Another drawback is that the
method also uses large computer resources. The FE method usually requires more
CPU time and memory compared to FDTD for the 3D setting but are comparable
in 2D problems for similar resolution.

The Dartmouth imaging research group has used the FE scheme for calculating
the electric field of the clinical imaging system. They implemented the dual mesh
approach [93] to image tissue properties. First, a uniform, dense mesh is used to
calculate the electric field distributions over the entire domain, and then a less dense
mesh is used to represent the dielectric property distributions in the imaging domain.
In this way, they have successfully obtained images in near real time. The FE method
has also been used by other microwave imaging research groups [94–96].

2.3.3 Other numerical methods

There are other numerical solvers in addition to the finite difference and finite element
methods; these are usually some format of integral equations. The integral equations
are typically converted into a linear system of equations, which are solved to obtain
the electric field in the domain. The MoM and the DDA belong to this category.

2.4 Discrete dipole approximation

This section provides an overview of the discrete dipole approximation (DDA) and
describes the underlying principles and possible applications and implementations.

2.4.1 Introduction to the DDA

The idea of the discrete dipole approximation was first introduced in 1964 to study the
optical properties of monomer units, such as molecular aggregates, molecular crystals,
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Figure 2.2: The discretized forward model zone. Each circle represents a centre point
of a dipole.

or polymers [97]. In 1973, this method was proposed by Purcell and Pennypacker [98]
to calculate absorption and scattering for dielectric grains of arbitrary shapes using
a set of point dipoles, but they did not use the current terms, the discrete dipole
approximation or coupled dipole approximation. Later, Draine and his colleagues
also explored this method [99–102]. They implemented the DDA and made it publicly
available as a computer code named DDSCAT [101,103]. The more theoretical aspects
of the convergence and accuracy of the DDA and comparisons of available open
source codes for the DDA were studied in further detail by Yurkin and his colleagues
[104–106], who also developed another open source code, ADDA [107], with additional
improvements in computational efficiency. One good comprehensive review of the
development of the DDA is given in [108]. To the best of our knowledge, a more
recent comprehensive review paper on the DDA does not exist.

The DDA, sometimes referred to as the coupled dipole method or approximation,
is used to calculate the light scattering properties of an object with an arbitrary
geometry. The principle behind the DDA is the idea of replacing the object with an
array of dipoles (Figure 2.2).

The DDA can be formulated and developed in different ways [109]. Although other
derivations deviate from the original implementation by Purcell and Pennypacker,
and have typically not been referred to as DDA, their equivalence has been proven
[110,111], and Yurkin [109] has explained and compared these derivations briefly.

2.4.2 DDA and the 2D forward problem

The forward problem in microwave tomography requires solving the scattering prob-
lem in a domain comprising a coupling medium, a scatterer, and set of antennas
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enclosing a scatterer. The electric field is formulated and solved as a sum of the
incident and scattered electric fields according to (2.16). In this thesis, the 2D DDA
method is used to calculate the scattered electric fields, instead of the more conven-
tional FDTD or FE schemes.

In the DDA, the forward model zone is replaced with arrays of dipoles equally
spaced in N small cells such that

D = lim
N→∞

N⋃

i=1

Di (2.17)

where D and Di represent the forward model zone and cells, respectively. The two-
dimensional incident electric field from a transmitting antenna is caused by a vertical
electrical line source (ELS) and is described as [112]

Einc(ri) =
I0ωµ0

4
H

(2)
0 (kbRi) (2.18)

where Einc(ri) denotes the incident electric field at any dipole location ri. I0, ω,
and µ0 are the current amplitude, operating angular frequency, and free-space per-
meability, respectively. H(2)

0 is the zero-order Hankel function of the second kind, kb
is the background wavenumber, and Ri are the dipole distances from the transmit-
ting antenna. Moreover, the scattered electric field at a particular location can be
formulated as the joint responses from all other dipoles such that:

Escat(ri) =
N∑

j=1
j 6=i

GijPj (2.19)

The operator G contains the information about all dipole interactions (i.e., Gij are
the elements of the interaction matrix for all i and j), and the term Pj is the polar-
ization at each dipole location. Its value represents the material properties, which
are assumed to be constant inside each of these cells. Using (2.16), (2.17), and (2.19)
produces the total electric field at any dipole location ri [101]:

Etot(ri) = Einc(ri) +
N∑

j=1
j 6=i

GijPj (2.20)

The Gij term from the Green’s function for the 2D Helmholtz equation [43, 113]
describes the interactions between two dipoles located at ri and rj and is written as

Gij =
−j
4
H

(2)
0 (kbrij) (2.21)

where rij is the distance between nodes i and j. Moreover, at the macroscopic level,
the total electric field is proportional to the polarization P via
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P = ε0χEtot (2.22)

where χ is electric susceptibility. The vector P and the total electric field in the
microscopic analysis are also related to each other via

P = Nε0αEloc (2.23)

where N is the number of molecules per unit volume and α is the polarizability term,
see the next section. Eloc is the microscopic electric field sensed by each molecule
and is also the field that polarizes them to exhibit dipole moment p. In this format,
using (2.22) and (2.23), (2.20) converts in SI units to:

ε0Einc(ri) =
Pi
αi
−

N∑

j=1
j 6=i

Gij Pj (2.24)

It is worth noting that there is an ambiguity in the definition of molecular polariz-
ability following previous studies [114]. Depending on the author, ε0 is sometimes
included in the definition of α. Knowing this ambiguity, the term α can have a unit
of m3 or C ·m2/V depending on the definition. In (2.23) and (2.24), the scalar α has
a unit of C ·m2/V . CGS units are also used in many articles on the DDA method,
and (2.24) converts to:

Einc(ri) =
Pi
αi
−

N∑

j=1
j 6=i

Gij Pj (2.25)

This equation is based on the definition, P = NαEloc, corresponding to (2.23). The
system of equations (2.24) is solved for vector P , and then (2.20) is used to calculate
the total electric field in the forward model zone.

The solution to the linear system of equations can be obtained via direct or inverse
solvers. Such solvers are discussed further in Section 2.4.4.

2.4.3 Dipole polarizability: possibilities and challenges

The term α expresses the relationship between the susceptibility as a macroscopic
parameter and the molecular polarizability as a microscopic parameter. The po-
larizability term α is commonly modeled via the Clausius-Mossotti relation (CM)
and relates the relative permittivity εr of a dielectric to the polarizability α of the
molecules constituting the dielectric property. For a spherical inclusion located in
free space, the dipole polarizability is [100,115]

αCM = 3v
εr − 1

εr + 2
(2.26)
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Here εr and v are the relative permittivity and the volume of the sphere. In [73], this
equation is generalized to an arbitrary background as

αCM,3D = 3v
εt − εb
εt + 2εb

(2.27)

where εb and εt are the complex permittivities of the background and target, respec-
tively. The applicability of this formulation to the 3D case has been tested in [73].
The challenge associated with the CM relation is that it is only exact for static fields
and for studies with finite frequencies. For microwave tomography, for instance, a
correction to the CM relation is necessary. In such a case, the CM relation is a good
initial value but not very accurate [116]. The accuracy of the forward solution from
the DDA impacts the electric field distribution and especially perturbations around
the scatterers; consequently, the recovered images of electrical properties (i.e., dielec-
tric permitivity and conductivity). To ensure that the optical theorem is satisfied,
Draine improved the CM relation by including the "radiative reaction (RR)" term,
which converts the general CM relation to

αRR =
αCM

1− (2
3
)jk3αCM

(2.28)

where k is the wavenumber and j is the imaginary unit [100]. This formulation is
known as the CM plus radiative reaction [100].

In addition to the CM relation or one of its modified versions, the Maxwell-Garnett
mixing formula [117] can also be used to model the polarizability for a microwave
tomography system. The main reason is that the breast imaging system contains
an imaging tank that is filled with a coupling medium, a mixture of glycerin and
water, as shown in Figure 2.3. The scatterers also have different complex dielectric
coefficients, and such cases can be treated according to the mixing rules for multiple
complex dielectrics. Sihvola [118] proposed multiple approaches for modeling such
scenarios, including the Maxwell-Garnett relation. The most common version of the
Maxwell-Garnett mixing rules suggests that

αMG,3D = f
εt,i − εb,i
εt,i + 2εb,i

(2.29)

where f is the volume fraction of the scatterer in the mixture. This formula is
called the Rayleigh mixing formula [118]. The formula is typically satisfactory if
the scattering phenomena can be ignored. For breast imaging, the situation is more
complicated given the strong dielectric contrast between healthy tissue and tumours
and also having heterogeneously dense breasts. In this case, a more generalized
version of (2.29) is proposed to deal with the heterogeneities [118].

εmix − εb
εmix + 2εb

=
K∑

k=1

ck
εk − εb
εk + 2εb

(2.30)

27



Chapter 2. Forward Problem

Figure 2.3: The measurement set-up including the tank, antennas, and the simplistic
phantom. The image is from Paper B.

In (2.30), εmix denotes the composite medium consisting of K media with permittiv-
ities, εk. The coefficients, ck, defined as m

MrV
where V , m, Mr are volume, mass, and

the molecular weight of the inclusion, respectively.
The other challenge in modeling the polarizability for our tomographic algorithm

lies in deducing the 2D model from the existing 3D models. To achieve a fast imaging
process, a 2D reconstruction algorithm is superior to 3D imaging, while the polariz-
ability and the corresponding formulas from a 3D algorithm are expected to be valid
with respect to their physical theories. One study on reducing the 3D models to 2D
suggests a general formula for the dimensionless α in d dimensions as [119]

α = d
εt − εb

εt + (d− 1)εb
(2.31)

Combining this study with the CM imaging relation, we have that the polarizability
of a circle can be calculated via

αCM,2D = 2
εt,i − εb,i
εt,i + εb,i

(2.32)

The main deviation from the other formulas is that this relation considers normalized
polarizability [119] (i.e., the scaling coefficient in the CM relation is discarded). Based
on (2.30) and (2.31), the two dimensional α in the form of the Maxwell-Garnett
formula is expressed as:

α2D :=
εmix − εb
εmix + εb

=
K∑

k=1

ck
εk − εb
εk + εb

(2.33)
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The concentration coefficients ck are modified based on the area of the inclusion for
the 2D case.

In addition to the mentioned approaches, based on the study performed by Steffan
and Richter [120], it appears realistic to propose computation of the polarizability
term via

α2D,imaging =
π

6

(εr,t − εr,b
εr,t + εr,b

+ j
σt − σb
σt + σb

)
(2.34)

where εr,t, εr,b, σt, and σb are the relative permittivities and conductivities of the
target and background, respectively. For all of these formulations, it is notable that
for the purpose of imaging where the actual properties are unknown, the properties
of the target are replaced with those computed iteratively on the parameter mesh.

2.4.4 Overview of direct and iterative solvers

In general, a system of equations is represented in the form of

Ax = b (2.35)

where A is the given coefficient matrix, x is the unknown vector, and b is also known.
A linear system of equations can be solved via direct or iterative solvers. The direct
solver refers to methods such that the solutions are obtained in one step. One way
to obtain x is to invert the matrix A and multiply the right hand side, b, by it. This
approach is problematic in certain conditions including:

• matrix A is not invertible;

• matrix A is not square;

• matrix A is singular or close to singular.

Even if A is invertible, calculation of its inversion matrix, A−1, is usually very
expensive, especially for large numbers of unknowns. In such cases, other direct
solvers are used. Common methods to directly calculate the solution include Gaus-
sian elimination, LU decomposition, Cholesky, and QR decomposition, see [121] for
details. Direct solvers are not practical if the matrix size is large. For example, if
the matrix is of size n, Gaussian elimination has complexity of O(n3). For systems
with many unknowns, iterative solutions are often favored instead. Iterative solutions
start by assuming an approximate solution for the unknown x and require multiple
intermediate steps to determine the exact solution for the system. Due to their com-
putational efficiency, Krylov subspace-based methods, such as the conjugate gradient
(CG) algorithm and its variants, are popular for solving linear systems of equations.

If the matrix A in (2.35) is positive definite, the system of equations can be solved
with the CG method. For the cases where these properties are not satisfied, other
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CG-type methods are typically used. The body of iterative algorithms consists of
three main parts: initialization, inside loop, and iteration check. The inside loop
reveals that the matrix-vector multiplication is the most computationally expensive
operation in an iterative method. Therefore, substantial attention needs to be de-
voted to it in order to limit the computation time.

2.4.5 The 2D DDA as a system of equations

The following system of equations is used to calculate the polarization P [99]:

Einc(ri) =
Pi
αi
−

N∑

j=1
j 6=i

Gij Pj (2.36)

The system of equations (2.36) can be reduced to the following master relationship
[73]:

αiEinc(ri) = Pi − αi
∑

j 6=i

GijPj (2.37)

This can be rearranged in matrix format to produce:



1 −α1G12 −α1G13 . . . −α1G1N

−α2G21 1 −α2G23 . . . −α2G2N

−α3G31 −α3G32 1 . . . −α3G3N

...
...

... . . . ...
−αNGN1 −αNGN2 −αNGN3 . . . 1







P1

P2

P3

...
PN




=




α1Einc(r1)

α2Einc(r2)

α3Einc(r3)
...

αNEinc(rN)




(2.38)

Here ri is the spatial location of each dipole. This is a general square matrix that can
be solved with any direct or iterative solver. In this form, the computation time is
not substantially less than for other numerical solvers such as FDTD or FE schemes.
However, iterative solvers are known to be more time efficient compared to direct
solvers. The set of equations in (2.36) can also be rearranged in matrix format as




1
α1

−G12 −G13 . . . −G1N

−G21
1
α2

−G23 . . . −G2N

−G31 −G32
1
α3

. . . −G3N

...
...

... . . . ...
−GN1 −GN2 −GN3 . . . 1

αN




︸ ︷︷ ︸
Aij




P1

P2

P3

...
PN




=




Einc(r1)

Einc(r2)

Einc(r3)
...

Einc(rN)




(2.39)
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where A = (diag( 1
α

)−G). As mentioned, the matrix-vector multiplication is the most
computationally expensive operation in inside loop calculations for iterative solvers.
This multiplication is typically performed repeatedly until a converged solution is
obtained. To increase the computational efficiency, the matrix Aij is broken into two
parts—the diagonal and off-diagonal terms, respectively—such that:

AijPj =




1
α1

0 0 . . . 0

0 1
α2

0 . . . 0

0 0 1
α3

. . . 0
...

...
... . . . ...

0 0 0 . . . 1
αN







P1

P2

P3

...
PN




+




0 −G12 −G13 . . . −G1N

−G21 0 −G23 . . . −G2N

−G31 −G32 0 . . . −G3N

...
...

... . . . ...
−GN1 −GN2 −GN3 . . . 0







P1

P2

P3

...
PN




(2.40)

The first matrix-vector operation on the right-hand side can be performed pointwise
as a vector-vector multiplication. The second matrix-vector operation on the right-
hand side is the dominant operation in computation time for the iterative CG-type
algorithms. The key to handling this matrix-vector operation efficiently lies in the
properties of the complex and symmetric matrix G; the next section provides more
detail on formulations and implementations.

2.4.6 Krylov subspace methods for the DDA

Krylov subspace algorithms are used to solve large systems of equations iteratively.
They have been used for solving linear systems of equations in various applications,
including in electromagnetics [122–124]. These methods are most effective for sparse
matrices (meaning most elements are zero), which often have narrow bandwidth. The
bandwidth of a matrix is determined by the number of non-zero diagonals above and
below the main diagonal, where the rest of the elements are zero. Thus a narrow
bandwidth matrix only has a few non-zero diagonals. In particular, discretization of
partial differential equations (PDEs) with the FE method or FD methods leads to
these conditions. These methods are usually referred to as conjugate gradient-based
algorithms, where the most commonly used method is the well-known conjugate
gradient (CG) algorithm. The iterative CG algorithm is employed for real symmetric
positive definite systems, for which ATyA > 0 for an arbitrary vector y. Here AT

indicates the transpose of A. The idea behind iterative CG-type algorithms is to
form a (orthogonal) basis for the Krylov subspace.

When solving the forward problem with the DDA method, it is necessary to solve
a system of linear equations (2.39), expressed in compact form as

Ax = b, A = (aij) ∈ Cn×n, x, b ∈ Cn (2.41)

where A is complex symmetric (non-Hermitian), i.e., A = AT 6= AH . For such a
system of equations, there are different iterative solvers such as the quasi-minimal
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residual (QMR) [125], the BiCG-type methods such as the symmetric complex BiCG
(SCBiCG) method [122], the conjugate orthogonal conjugate gradient (COCG) [123],
and the conjugate orthogonal conjugate residual (COCR) [124]. The COCG and
COCR algorithms are preferred over other types in terms of computational efficiency,
since they require only one matrix-vector multiplication per iteration. The princi-
ples of these algorithms are similar to those of the regular CG algorithm. The main
difference is how the basis of the d-dimensional Krylov subspace Kd(A; r0) is con-
structed. For a linear system, r0 = b−Ax0 is the initial residual for the initial guess,
x0. Details in the COCG and COCR methods are reproduced in Algorithms 1 and 2
from [123,124].

x← x0;
r ← b− Ax0;
ρ← (r, rt);
p← rt;
while ‖r‖ > TOL do

q ← Ap;
µ← (p, qt);
if µ = 0 then

Quit (failure)
end
α← ρ

µ
;

x← x+ αp;
r ← r − αq;
if x is accurate enough then

Quit (Convergence);
else

β ← ρ;
ρ← (r, rt);
β ← ρ

β
;

p = rt + βp;
end
return x

end

Algorithm 1: The COCG algorithm

x← x0;
r ← b− Ax0;
ρ← (r, rt);
p← rt;
q ← Ap;
while ‖r‖ > TOL do

µ← (q, qt);
if µ = 0 then

Quit (failure)
end
α← ρ

µ
;

x← x+ αp;
r ← r − αq;
rt ← rt − αqt;
t← Art;
if x is accurate enough then

Quit (Convergence);
else

β ← ρ;
ρ← (r, rt);
β ← ρ

β
;

p = rt + βp;
q = t+ βq;

end
return x

end

Algorithm 2: The COCR algorithm

In Algorithms 1 and 2, the most prominent operations regarding computational
aspects are matrix-vector multiplications A × p and A × rt, respectively. These
operations can be performed in the form of (2.40). Generally, the operator G × P
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(matrix-vector multiplication) in (2.36) has a computational cost of order O(N2). The
matrix-vector multiplications can be done efficiently under specific circumstances.
One approach is to employ the FFT. Details on this topic are given in following
section.

2.4.7 Krylov subspace methods and preconditioning

Although the Krylov subspace methods are usually found to be very efficient iterative
solvers with low computational cost, they do not always converge quickly, depending
on the coefficient matrix, A in (2.41) [126]. If the coefficient matrix is not well-
conditioned and definite, the convergence rate of these methods can be extremely
slow. In such cases, these methods need to be used with a preconditioner. The
principle of the preconditioning is to reformulate the linear system of equations such
that its solution is unchanged, but the condition number of the coefficient matrix is
lowered. The mathematical formulation of the preconditioned linear system is given
by

M−1Ax = M−1b (2.42)

where M is non-singular preconditioner matrix. In this example, preconditioning is
applied from the left, but preconditioning from the right is also common. Benzi [127]
summarized the preconditioning approach and stated that a good preconditioner
should satisfy the following criteria [127]:

1. the preconditioned system should be easy to solve;

2. the preconditioner should be cheap to construct and apply.

Criterion 1 assures an acceptable convergence rate, and criterion 2 assures it comes at
a moderate computational cost for the iterative solver. The most convenient choice
for M−1 is the inverse of the coefficient matrix A. However, the computational cost
for computing the inverse of A is very high, which makes the preconditioner A−1

impractical.
There is no rule of thumb for choosing an appropriate and efficient preconditioner.

However, there are many alternatives for selecting the preconditioning matrix. The
linear system of equations in (2.41) is complex symmetric and indefinite. For such
a system, an option for the preconditioning matrix is the symmetric successive over-
relaxation (SSOR) [126, 128]. The SSOR only adds a moderate computational cost
to the original problem. Another well-known preconditioner is the incomplete LU
factorization, ILU, which attempts to approximate the LU factorization of a matrix
in a sparse format [126]. The ILU is usually applicable to symmetric and positive
definite matrices. Additionally, the format of coefficient matrices in (2.40) is such
that only the diagonal terms ( 1

α
) contribute to the ill-conditioned part of the system,

and the matrix G does not change. In this way, employing the ILU preconditioning
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on the complete coefficient matrix A adds to the computational cost of the iterative
solver and diminishes the advantage of the DDA as a fast forward solver. Since the
diagonal terms ( 1

α
) have large magnitudes and these values are dominant compared

to the elements of the G matrix, the Jacobi preconditioner [126] can be employed
without adding to the computational cost of the solver. In the Jacobi preconditioner,
the diagonal of the matrix is chosen as the preconditioner, i.e., M = diag( 1

α
). The

preconditioned COCG algorithm is given in Algorithm 3.

x← x0;
r ← b− Ax0;
ρ← (r, rt);
p←M−1r;
while ‖r‖ > TOL do

q ← Ap;
µ← (p, qt);
if µ = 0 then

Quit (failure)
end
α← ρ

µ
;

x← x+ αp;
r ← r − αq;
M−1r ← rt;
if x is accurate enough then

Quit (Convergence);
else

β ← ρ;
ρ← (r, rt);
β ← ρ

β
;

p = rt + βp;
end
return x

end

Algorithm 3: The Jacobi preconditioned COCG algorithm

2.4.8 Matrix-vector multiplication using the FFT

The matrix-vector multiplication can be fast for some structured matrices such as
Toeplitz and circulant matrices [129]. These matrices can be multiplied by vectors
with a O(n log n) computational cost, instead of O(n2). A Toeplitz matrix T has a
regular repetition of the individual coefficients, but it is not necessarily symmetric:
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T =




a b c d e

f a b c d

g f a b c

h g f a b

i h g f a




(2.43)

A circulant matrix C is a special case of the Toeplitz matrix of the form

C =




a b c d e

e a b c d

d e a b c

c d e a b

b c d e a




(2.44)

The unique property of a circulant matrix is that it can be represented by the values in
a single row. With respect to computational efficiency, there is a substantial savings
in terms of memory requirements. Matrix G in (2.40) is a symmetric block Toeplitz
matrix, which means that each of the N portions of size n×n (where n =

√
N )of the

matrix G are themselves Toeplitz matrices (Figure 2.4). The Toeplitz submatrices are
symmetric and can be converted to circulant matrices. To accomplish this, columns
and rows for the Toeplitz submatrices are padded appropriately to produce circulant
matrices in the form of

C1 =

g1 g2 . . . gn−1 gn gn−1 . . . g2

g2 g1 g2
. . . gn−1 gn . . . g3

... g2 g1
. . . ... gn−1

. . . ...

gn−1
. . . g2 g1 g2

. . . gn−1 gn

gn gn−1
. . . g2 g1 g2

. . . gn−1

gn−1 gn gn−1
. . . g2 g1 g2

. . .
... gn−1 gn gn−1

. . . g2 g1 g2

g2
. . . gn−1 gn gn−1

. . . g2 g1







The remaining circulant matrices Ci, where 2 ≤ i ≤ N are calculated in a similar
way. Consequently, the system of equations with coefficient matrix G is converted to
a large circulant linear system.
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Figure 2.4: Block Toeplitz matrix G. The image is from Paper B.
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Multiplication of a vector solution x = (x0, x1, . . . , xn) by circulant matrices C, is
equivalent to an operation called a circular convolution. According to the convolution
theorem, this convolution is performed using the n-point Fourier transformation,
which means that the Fourier transform of a convolution is the pointwise product
of Fourier transforms. This indicates that we can multiply C × x for any circulant
matrix C in O(n log n) operations. This implies that to multiply C ×x, we just need
to:

• calculate the fast Fourier transform (FFT) of the first column of the matrix
and the vector;

• multiply the two vectors pointwise; and

• take the inverse FFT to recover the result.

In this manner, the matrix-vector multiplication with O(N2) computational complex-
ity is reduced to an O(N logN) operation. With this formulation, the computation
time is reduced dramatically, and it significantly improves overall efficiency in terms
of computation time.

2.4.9 Electric field distributions and computation times

Samples of the results from the proposed 2D DDA are presented here. The 2D
DDA solver is employed to calculate the electric field distributions in the forward
model zone. To accomplish this, an array of dipoles is utilized to model the physical
geometry of our imaging system. Figure 2.5 presents a 2D geometry of a uniform
grid with different numbers of dipoles. COMSOL Multiphysics, a finite-element-
based solver is also used for the baseline results to benchmark the 2D DDA forward
solutions.

In the forward model, an extended square modeling zone with side of 40 cm is
considered. Two circular inclusions are assumed within the imaging domain. An
inclusion (target #1) of diameter 6 cm is at x = 4 and y = −2, and another inclusion
(target #2) of diameter 3 cm is located at x = −3 and y = 4. The transmitting
antenna is located at x = −7.62 cm. The 2D DDA forward solutions are investigated
with respect to multiple parameters:

• number of dipoles for representing the geometry;

• target size; and

• property contrast.

A comprehensive study of these parameters and their impacts is provided in Paper
A. Here, some cases of electric field distributions are presented.
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In these simulations, accuracy is tested for either 900 or 3600 dipoles. For two
circular inclusions, two cases with different relative permittivities are investigated:

1. relative permittivities of targets #1 and #2 are set to 25 and 45, respectively;

2. relative permittivities of targets #1 and #2 are set to 45 and 25, respectively.

Figures 2.6 and 2.7 show the magnitude and phase distributions for the 900- and
3600-dipole cases along with the COMSOL solution. Our observations show that the
900-dipole case does not capture the perturbation around the objects, while the case
with 3600 dipoles does. Additionally, when using adequate numbers of dipoles within
the forward model zone, the 2D DDA and COMSOL results are comparable.

The computational aspects of the 2D DDA are studied in Paper B. Here, we
present some samples for the computation times. The computation times for the di-
rect and iterative solvers are summarized in Table 2.1. For comparison, computation
times for implementations in both MATLAB, as an interpretive language, and C++,
a classic compiler-based code, are investigated. The results indicate that it is useful
to compare performances of forward solvers with both MATLAB and C++ code.
While the interpretive codes struggle in terms of computation time with constructs
such as loops, they contain highly optimized matrix operations that can often over-
come such disadvantages. These investigations show that the computation time for
the 2D DDA is significantly decreased in the iterative approach combined with FFT.
The best performance is achieved in C++ using an open source C++ package for
fast Fourier transform calculations, denoted FFTW packages [130].
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2.4. Discrete dipole approximation

Figure 2.5: Diagrams of the 2D forward model zone utilizing (top) 900, and (bottom)
3600 dipoles, respectively.

39



Chapter 2. Forward Problem

# Dipoles: 900 # Dipoles: 3600 FEM

Figure 2.6: Plots of magnitude (top) and phase (bottom) distributions for f =1.0
GHz, σ = 1, εr,b = 22, εr,t1 = 25, εr,t2 = 45, d1 = 3 (cm), and d2 = 6 (cm).

# Dipoles: 900 # Dipoles: 3600 FEM

Figure 2.7: Plots of magnitude (top) and phase (bottom) distributions for f =1.0
GHz, σ = 1, εr,b = 22, εr,t1 = 45, εr,t2 = 25, d1 = 3 (cm), and d2 = 6 (cm).
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2.4. Discrete dipole approximation

Table 2.1: Computation time (s)

code language/Library
Method #dipoles

MATLAB C++ (Armadillo) C++ (FFTW)

900 0.0255 0.3780 n/a

3600 0.9378 22.9960 n/aDirect

4225 1.5337 32.2780 n/a

900 0.01825 0.0317 n/a

3600 1.1122 1.1027 n/aCOCG

4225 1.4979 1.5455 n/a

900 0.0229 0.0034 n/a

3600 1.3329 1.0865 n/aCOCR

4225 1.6131 1.5531 n/a

900 0.1884 0.0726 0.0619

3600 2.1786 1.3015 1.0635COCG-FFT

4225 2.0423 1.3615 0.8012

900 0.1898 0.0719 0.0619

3600 2.1282 1.2035 1.0835COCR-FFT

4225 2.1163 1.3105 0.8142
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Chapter 3
Inverse Problem

This chapter gives an overview of the inverse problem and the reconstruction algo-
rithms for solving it. The challenges associated with the inverse problem and possible
strategies for meeting these are also discussed.

3.1 Overview

The inverse problem recovers the information about the position, shape, and dielectric
properties of an object from the electromagnetic fields on the boundary of the domain.
The underlying idea in these types of optimization algorithms is to minimize the
difference between the measured data and computed solutions. In each iteration, the
dielectric properties within the domain are updated, and the process is repeated until
a convergence criterion is satisfied.

The objective of microwave tomography is to create images of the dielectric prop-
erties, i.e., permittivity and conductivity. An image is reconstructed by solving an
inverse problem of Maxwell’s equations. In an inverse problem, material parameters
or sources inside a region are calculated from observations of electromagnetic waves
at a boundary completely or partially enclosing the region. Importantly, inverse
problems can be either well-posed or ill-posed. A well-posed problem satisfies the
following postulates [131]:

• existence: a solution to the problem exists;

• uniqueness: the solution is unique; and

• continuity: the solution is continuous with respect to initial conditions and
boundary conditions.

These requirements were formulated based on a concept introduced by Jacques Hadamard
[131]. The problem is well-posed if all three postulates are satisfied. If at least one
of these conditions is not fulfilled, the problem is ill-posed.
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Chapter 3. Inverse Problem

The inverse scattering problems in microwave tomography are known to be ill-
posed due to the existence of non-unique solutions; additionally, the solutions do
not depend continuously on the data. Obtaining a unique solution requires vast
amounts of measurement data, and this impacts the size of the tomographic system
and the problem. Moreover, the solutions do not depend continuously on data due
to the irregular dependency between the dielectric property distribution and the
measurement data [132]. A common strategy for overcoming a lack of continuity is
to regularize the reconstruction algorithm.

3.2 Microwave tomographic imaging

Microwave imaging of the breast is based on variations in dielectric properties in the
tissue. Malignant tissue exhibits a high dielectric contrast in the presence of nor-
mal tissue. In general, small, low-contrast objects are known as weakly scattering
objects. For these, efficient linear algorithms can often be used for image reconstruc-
tion. Large, high-contrast objects are known as strongly scattering objects, and the
breast with a tumor is an example of a such situation. In this case, a more computa-
tionally demanding iterative reconstruction algorithm is needed, and this is the type
of algorithm that is treated in this work.

3.2.1 Microwave tomographic algorithms

Multiple reconstruction algorithms are implemented to solve inverse scattering prob-
lems. Born and Rytov approximation methods are typically employed for weakly
scattering objects and known as linear tomography [133]. These methods usually
solve the reconstruction problem in one single iteration. Other reconstruction algo-
rithms based on Newton and gradient minimization methods have been developed
for strongly scattering cases that are known to be mathematically more challenging;
these methods are known as non-linear tomography [133]. These methods usually
involve an iterative optimization problem.

In the following, different iterative algorithms for high-contrast scenarios will be
discussed. The Born iterative method (BIM) is a straightforward extension of a
linear Born approximation-based method to a non-linear iterative algorithm. In the
BIM, the scattered electric field, as expressed in (2.16), is approximated via Born
series [134]. In the first-order Born approximation, the incident electric field is used as
initial value for the total electric field. That is, the total electric field is approximated
with the incident electric field, yielding a linear expression for the total field [133].
In this method, Green’s function remains unchanged in the iterative process [135]. A
further development to the BIM is the distorted Born iterative method (DBIM). In
this version, Green’s function is updated, and, as in BIM, the the total electric field
is approximated with the incident electric field. In these iterative approaches, the
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3.2. Microwave tomographic imaging

forward solver is used in the minimization problem [136], and a low-contrast scenario
is assumed such that the nonlinear problem is linearized. This results in less accurate
solutions, especially for high-contrast cases [133,136].

Another class of iterative methods are contrast source inversion (CSI) and gradient-
based methods. In the CSI algorithm, the minimization problem involves two equa-
tions referred to as the data and the object equations [137,138]. In this formulation,
the cost functions consist of two terms and they are are solved such that the dis-
tribution of contrast sources and the distribution of the parameters are iteratively
updated [138]. In the local gradient-based methods, e.g., Newton-type methods,
the cost function is minimized through an iterative process. The modified Newton
method [139] and Gauss-Newton (GN) method [140,141] are examples of such meth-
ods.

In addition to the gradient-based methods (which only have search domains in
the direction of the gradients), the global methods can also be employed to solve the
problem. In the global methods, known as evolutionary algorithms, the search domain
is not limited and expands to the entire domain, allowing for global minima rather
than local minima to be found. These methods include genetic algorithms (GA)
[142, 143] and particle swarm optimization (PSO) [143, 144]. The global algorithms
are known to have higher computational cost compared to local methods and this
makes their applicability limited.

Gradient-based methods of the same type as used in this thesis are usually for-
mulated as a non-linear optimization problem where the objective is to determine
the unknown material parameters by iteratively minimizing a cost function. It can
for example be formulated in terms of the squared complex-valued wave number k2

in (2.14). The dielectric properties in the region of interest are embedded in k2, and
therefore permittivity and conductivity images are attainable.

Figure 3.1 offers an overview of the reconstruction algorithm implemented in the
thesis [145]. This kind of iterative reconstruction algorithm is usually formulated as
an ordinary least-square (OLS) minimization problem:

min
k2

F (ε, σ) := ||Em − Ec(k2)||2 (3.1)

where Em is the measured complex electric field and Ec is the corresponding calcu-
lated electric field. Measured data are collected with the help of an array of antennas
that surrounds the object under investigation. The measurement data are collected
by letting each element in the array of antennas transmit, one by one, at the same
time as the remaining antennas operate in receiver mode to measure the scattered
electric field. In this way, measurements for each possible antenna pair are made and
used to solve the reconstruction problem in (3.1).
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Figure 3.1: Overview of the microwave tomography algorithm.

3.2.2 Log-magnitude and phase reconstruction algorithm

The minimization problem in (3.1) aims at finding the value of k2 that minimizes the
sum of squares of the residuals between the measured and calculated log-magnitude
and phase parts of electric fields. Meaney et al. [146] investigated if there are suitable
transformations of the OLS problem that may improve the performance of the algo-
rithm. They concluded that without loss of generality the optimization problem in
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3.2. Microwave tomographic imaging

(3.1) can be formulated as a least-square minimization problem in logarithmic scale
(OLSlog) with an overall improved performance and rewritten as [146]

min
k2

f(k2) := ||Γm − Γc(k2)||2 + ||Φm − Φc(k2)||2 (3.2)

where Γm,Γc,Φm, and Φc are the log-magnitudes and phases for the measured and
computed electric fields, respectively. In an ideal case, the minimization problem is
solved such that the measured electric fields perfectly match with the computed fields,
and the remaining residual is zero. However, this can rarely be realized in practice;
instead, the minimization has to be terminated when the residual has reached a
specified tolerance level.

The Gauss-Newton algorithm is a well-known gradient-based solver for the non-
linear least squares (NLLS) problem and will be discussed in the next section.

3.2.3 Iterative Gauss-Newton algorithm

In the Gauss-Newton method, the Taylor expansion is used to linearize the residuals.
Using only the first order Taylor expansion of the calculated electric fields Ec(k2)
gives the following linearization: [147]

Ec(k2bath + ∆k2) ≈ E(k2bath) + J0∆k
2 (3.3)

where k2bath is the squared wave number for the homogeneous bath, ∆k2 expresses
changes in properties to the bath in the imaging domain, E(k2bath) is the electric field
in the homogeneous bath, and J0 is the Jacobian matrix at the 0th iteration. The
Jacobian matrix describes the changes in the electric fields at the antenna locations
with respect to the changes of ∆k2. Iteratively refined estimates of ∆k2 can be
calculated with the following formula: [147]

∆k2new =
(
J∗oldJold

)−1
J∗old
(
Em − Ec(k2old)

)
(3.4)

Here, the measurements Em are assumed to be true values for the electric fields, J
and J∗ denote the complex Jacobian matrix and its conjugate transpose, and the
properties in each iteration are updated as [148]

k2new = k2old + S∆k2new (3.5)

where the indices old and new refer to the iterative process. The step size S is
typically in the interval (0, 1) and set empirically.

Recovering the properties with the log-magnitude scheme (3.2), requires multiple
changes to the scheme in (3.4) and (3.5). To begin, (3.4) is modified in terms of the
log-magnitude and phase parts of the electric field, yielding

∆k2new =
(
J∗oldJold

)−1
J∗old

{
ΓEm − ΓEc(k

2
old) := Γm − Γc(k2old)

ΦEm − ΦEc(k
2
old) := Φm − Φc(k2old)

}
(3.6)
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The log-magnitude and phase of electric fields are approximated using the first order
Taylor expansion (3.3) with respect to the real and imaginary parts of the complex
k2 [149]. With the complex k2 divided into real and imaginary parts kR2 and kI

2,
(3.6) can be written as [149]

{
∆k2R,new

∆k2I ,new

}
=
(
J∗oldJold

)−1
J∗old

{
Γm − Γc(k2R,old, k

2
I ,old)

Φm − Φc(k2R,old, k
2
I ,old)

}
(3.7)

We note that the relations (3.6)-(3.7) are only presented here for clarification of the
log-magnitude and phase format optimization problem and are not numerically valid
with respect to the size of matrices, and the actual update equation is given in Section
3.2.5. The next step is to construct the complex Jacobian matrix and its real format
for the log-magnitude electric field and phase of formulation. This will be discussed
in the next two sections.

It is worth noting that the Gauss-Newton method only uses the first-order partial
derivatives, which is an advantage over the Newton method, which requires the second
derivatives [143].

3.2.4 Complex format of the Jacobian

For the tomographic algorithms, calculation of the Jacobian matrix is related to the
forward solver and the discretization of the domain. Fang et al. [150] explored the dual
mesh-based nodal adjoint method derivation of the Jacobian matrix. In this method,
the Jacobian matrix is calculated from the matrix of basis functions (φ) times a
forward solutions vector (Es), and then results are multiplied by a solutions vector
(Er), where Es and Er are the electric field values due to sources from both antennas
s and r. Such a method is typically applied to the FE method. Here, an expansion of
the nodal adjoint method is used to form the Jacobian matrix efficiently. The nodal
adjoint method for a dual mesh scheme and its expansion on a single domain used
for both forward solutions and parameter reconstruction is described in Paper C.

In the expansion of the nodal adjoint method, each row in the Jacobian is reduced
to a simple multiplication of the two vector forward solutions due to sources from
antennas s and r and also multiplied by a constant,

J(s, r) = CEs · Er (3.8)

where Es and Er are the electric field values at all nodes in the parameter mesh due
to sources at the locations s and r, and C is a constant. The Jacobian matrix in
(3.8) is complex and describes the changes in the field distributions due to a small
change in the parameter k2.
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3.2. Microwave tomographic imaging

3.2.5 Log-magnitude and phase transformation of the Jaco-
bian

Let us consider the log-magnitude and phase optimization problem in (3.2) with
iterative solutions in the form of (3.7). The derivation of the log-magnitude and phase
format for the Jacobian matrix is performed with respect to the real and imaginary
parts of k2 [149]. This means that the derivatives for the log-magnitude and phase
electric field values due to the change in k2 are analyzed for real and imaginary parts
of k2 denoted kR2 and kI2, respectively. Meaney et al. [149] calculated the derivatives
and showed that the log-magnitude and phase Jacobian matrix, JLMPF , is comprised
of four separate real terms as

JLMPF =

[
∂kRΓE ∂kIΓE

∂kRΦE ∂kIΦE

]
(3.9)

where ∂kR and ∂kI represent first derivatives of the calculated solutions with respect
to each element of kR2 and kI2 in the parameter mesh. As an example, each element
of ∂kRΓE is made up of ∂kRiΓEj, where the index i refers to the number of nodes in
the parameter mesh and the index j refers to the number of measurements. The first
set of elements in the matrix in (3.9) is expressed as [149]

∂kRiΓEj =
ERj∂kRiERj + EI j∂kRiEI j

E2
Rj

+ E2
Ij

(3.10)

where the log-magnitude and phase derivatives in (3.10) are described with respect
to the real and imaginary parts of the electric field, i.e., ER and EI , respectively.
The three remaining sets of elements in JLMPF are also formed similarly and are
explained in [149].

Given the log-magnitude and phase format of the Jacobian matrix, the iteratively
updated solution (3.7) to the minimization problem (3.2) becomes

{
∆k2R,new

∆k2I ,new

}
=
(
JToldJold

)−1
JTold

{
ΓEm − ΓEc(k

2
old) := Γm − Γc(k2old)

ΦEm − ΦEc(k
2
old) := Φm − Φc(k2old)

}
(3.11)

where J and JT are the real log-magnitude and phase format Jacobian matrix and
its transpose, respectively.

3.2.6 Regularization scheme

The purpose of a regularization technique is to transform an ill-posed problem into
a well-posed one by restricting the possible solutions and forcing it into a priori
known shapes [151]. In microwave tomography, only a limited number of observations,
referred to as measurement data, are available. This deteriorates image uniqueness
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and data independence properties and results in an ill-posed inverse problem. In
an ill-posed problem, the use of regularization is essential to the success of image
reconstruction.

Tikhonov regularization is a common regularization technique applied to ill-posed
problems [152]. In this method a penalty term is usually added to the cost function
(3.1). However, in microwave tomography algorithms, the regularization is often
instead performed by regularizing the solution-update, i.e., ∆k2 in (3.4) [133]. In
this way, the update to solution (3.11) is then found as

{
∆k2R,new

∆k2I ,new

}
=
(
JToldJold+αtikL

TL)−1JTold

{
Γm − Γc(k2R,old, k

2
I ,old)

Φm − Φc(k2R,old, k
2
I ,old)

}
(3.12)

Here, the identity matrix I is chosen as the regularization matrix such that LTL = I,
and the parameter αtik > 0 is also chosen such that it decreases iteratively and is
proportional to normalized errors of the calculated electric fields at the measurement
sites. The parameter αtik, described in detail in [153] and [154], is formed as

αtik = β Er
Trace(DTD)

N
(3.13)

where the arbitrary parameter β has a value in the range of (0, 1), Trace() refers to
the sum of the diagonal elements of a matrix, D is the diagonal of the Jacobian matrix
J , DT is the diagonal of JT , and N is the number of reconstruction parameters, i.e.,
nodes in the parameter mesh. The parameter Er is the relative error of the field
values (magnitude and phase) normalized to the relative error of the 0th iteration
(Err0, i.e., the starting error), and is calculated as

Er =

√
||Em − Ec||2
||Err0||2

(3.14)

where || · || denotes the Euclidean norm.
Levenberg-Marquardt regularization is also a well-known regularization technique

that has been applied to the ill-posed tomographic algorithm [149]. Marquard [155]
proposed an algorithm for least-square estimation of non-linear parameters in a op-
timization problem formulated as in (3.2). It has been shown that solution (3.11) to
the optimization problem (3.2) can be reformulated as [155]

(
(JToldJold)

∗ + λI
)
{

∆k∗2R ,new

∆k∗2I ,new

}
=

(
JTold

{
Γm − Γc

Φm − Φc

})∗
(3.15)

where I is the identity matrix, and the arbitrary parameter λ > 0 is added to all
diagonal terms. The notation of (3.15) can be simplified as
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3.2. Microwave tomographic imaging

(
H∗ + λI

)
(∆k2∗new) = d∗ (3.16)

where H∗ and d∗ are a scaled matrix and vector, respectively, such that

H∗ = (h∗ij) =
( hij√

hii
√
hjj

)
(3.17)

d∗ = (d∗i ) =
( di√

hii

)
(3.18)

where i and j denote the indices of matrix elements. After solving (3.16) for ∆k2∗new,
the updated solution vector needs to be unnormalized such that

∆k2new = (∆k2new,i) =
(∆k2∗new,i√

hii

)
(3.19)

The applied regularization scheme can be summarized as follows. First, the αtik
term is added to the diagonal of the Hessian matrix H. Next, the new matrix is
normalized as given by (3.17), and the λ constant is added to all diagonal terms.
The right-hand vector d is also normalized as in (3.18). Finally, after solving for the
unknowns, the new vector is unnormalized as in (3.19).

3.2.7 Unwrapping procedure for phase

The idea of unwrapping is to map the phase values into only a −π to +π Rie-
mann sheet so that the changes in phase between iterations are limited to the −π
to +π range. The phase unwrapping procedure for the log-magnitude and phase op-
timization problem was previously applied to microwave breast tomography by the
Dartmouth imaging group [149, 156]. Meaney et al. [157] report in detail how the
procedure is done for both measured and computed cases. Grzegorczyk et al. also
applied the phase unwrapping to the microwave tomographic imaging [158].

To calibrate the data, the measured electric field values (i.e., magnitudes and
phases) for the homogeneous bath are subtracted from the actual measurements in
the presence of the object. This is done for all pairs of transmitter/receiver antennas.
Unwrapping of phases is applied to the calibrated measured and the computed phases.
For the computed phases, at each iteration the phases are compared with values
from the previous iteration. If the differences are greater than π, multiples of 2π are
subtracted from the more recent iteration until the differences reach the −π to +π
range. For the measured phases at a single frequency, multiples of 2π are subtracted
from the measured phases greater than π to make sure that they are within the −π
to +π range.
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3.2.8 Reconstructed images with synthetic data

The log-magnitude and phase reconstruction algorithm based on the 2D DDA is
discussed in detail in Paper D, which demonstrates and exemplifies the image recon-
struction algorithm and results. Computation times for the Jacobian matrix and the
complete reconstruction process are also reported and discussed.

This section describes and illustrates the calibration and image reconstruction
procedures. Examples of reconstructed images are also shown, where synthetically
generated data from a FE-based solver (COMSOL Multiphysics) are used as mea-
surements. Given the synthetic simulated data, relative permittivity and conductivity
values are reconstructed with the iterative Gauss-Newton algorithm.

As was described, in the calibration procedure, the signals received for the ho-
mogeneous domain are subtracted from the signals for the inhomogeneous solutions.
The calibrated data are used as measured data. When one antenna transmits, all the
remaining antennas receive. A set of calibrated received data is called a projection.
These projections are separated into magnitude Γm in dB and phase Φm in degrees.
The amplitude and phase projections of the observed signals, i.e., two sets of 16× 15
observations for all combinations of transmitters/receivers, are used as the known
measurement data. Figure 3.2 shows the schematic representation for a study case
from Paper D. In this configuration, the background relative permittivity has value
of εr,b = 25.4, with conductivity σb = 1.44 (S/m) at 1.3 GHz. Two cylindrical objects
are used as targets in the imaging zone. The permittivity of Object 1 is εr,obj = 18.5,
with a conductivity of σobj = 0.9 (S/m); the object is positioned at x = −3.0 and
y = 3.0 cm and has a diameter of d = 2.0 cm. The permittivity of Object 2 is
εr,obj = 30, with a conductivity of σobj = 1.8 (S/m); the object is positioned at
x = 2.0 and y = −2.0 cm and has a diameter of d = 3.0 cm.

For the synthetic data generated with the FE-solver, the electric fields are con-
sidered to be noisy to resemble a real-case measurement scenario with noise. To
generate noisy simulated measured data, noise is added to the measurements to both
the homogeneous measurements and inhomogeneous measurements, assuming that
the transmit antenna transmits 0 dB, i.e., 1 mW. Noise is added at multiple power
levels of −120, −100, and −80 dBm, to illustrate realistic conditions. This method
for generating noisy data is similar to that in Meaney et al. [146].

Figure 3.3 presents the magnitude and phase projections at relative receivers for
transmitters #1, #5, #9, and #13. This means that the relative receiver antennas for
numbering the antennas on the x-axis of the plots are used. For example, if antenna
#11 transmits, the antennas placed next (in a clockwise direction) i.e., antennas #12
to #16 and #1 to #10, are considered relative receivers and are numbered relative
receivers #1 to #15, as presented in Figure 3.4.

The 1.3 GHz reconstructed relative permittivity and conductivity images as a
function of iteration number are shown in Figure 3.5. We observe that the circular
objects appear in the relative permittivity and conductivity images in all iterations.
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Figure 3.2: Schematic representation of the simulation setup. Two circular objects
at (2,-2) and (-3,3) cm. The image is from Paper D.
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calculated via the 2D-DDA.
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Figure 3.4: Schematic representation of the antenna array. The images are from
Paper D.

The actual and reconstructed values on the cross sectional lines through Object 2 are
shown in Figure 3.6.

The relative root mean square error (rRMSE) is a quantitative measure of the
image reconstruction accuracy. The rRMSE error ε̃ between the reconstructed and
true dielectric properties in the imaging domain is defined

ε̃ =

√√√√ 1

N

N∑

i=1

(
εir,R − εir,e

εir,e

)2

(3.20)

where εir,R and εir,e denote the reconstructed and exact relative permittivity at node
i, and N is the number of nodes in the parameter mesh. A similar formula can be
used for the conductivity images in case of a lossy medium. Table 3.1 shows the
relative RMSE in percentage for reconstructed relative permittivty and conductivity
in the imaging domain at the final iterations. The table shows that the image error
is influenced by the noise level considered for these synthetic data.

Figure 3.7 shows calculated magnitude and phase projections at selected iterations
together with the actual measured data. The projections converge to the measured
projections, and the general pattern appears to be similar during the reconstruction.

Table 3.1: rRMSE for reconstructed parameters.

Reconstructed parameter no noise -120 dBm -100 dBm -80 dBm
Relative permittivity 3.5% 3.5% 3.8% 16.7%

Conductivity 5.9% 5.9% 6.0% 16.3%

The 2D reconstruction algorithm takes advantage of the simplicity and low compu-
tational cost compared to a 3D version. Even though the forward problem is typically
the most time-consuming portion of a tomographic algorithm, employing the DDA
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Figure 3.5: Images of reconstructed relative permittivity (top row) and conductivity
(S/m) (bottom row) at 1.3 GHz as a function of iteration number. The FE solutions
with noise level -100 dBm are used as measurements.
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Figure 3.6: Reconstructed and actual data along the line through the center of Object
2 located at (2,-2) cm at a frequency of 1.3 GHz.

solver combined with FFT decreases the computational burden substantially. The
iterative solver, preconditioned COCG-FFT, used for the forward solutions during
the reconstruction, takes less than a second, which is considerably less than previous
implementations such as FE and FDTD methods. It is worth pointing out that one
reason for the speedup is the iterative nature of the algorithm. In each iteration
of the reconstruction algorithm, the forward solution only changes marginally. The
forward solutions are generated with the COCG-FFT method, which requires a start-
ing estimate. In subsequent solutions, initial estimates from previous iterations can
therefore be used to reduce the number of the COCG-FFT iterations and to improve
the convergence speed of the forward solver itself as the reconstruction algorithm it-
erates and converges. It is also shown that preconditioning of the system can be used
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Figure 3.7: Comparison of calculated magnitude and phase projections of the signals
transmitted from Antenna 1 for multiple iterations as a function of the receiver num-
ber. The FE solutions with noise level -100 dBm as the baseline measurements are
also shown.

to moderate the convergence rate, and thus the computation time. In addition to the
forward solver, the Jacobian matrix is also formulated such that the reconstruction
time is not increased. Combination of the fast forward solver and the simple and
efficient Jacobian matrix construction has resulted in image reconstruction on the
order of 8 seconds for 20 iterations. The average computation time for each iteration
in the image reconstruction for parameter mesh N = 1085 with 240 measurements is
on the order of 0.42 seconds on a machine with a mobile processor (i7 − 4600 U), 4
cores of 2.1 GHz and RAM of 8 GB. In Paper D, the computation times and memory
requirements, run on a more advanced machine, are reported for both DDA and FE
solvers.
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Chapter 4
The Experimental System

This chapter reviews experimental microwave tomography systems and the principles
of their functionality. The chapter also describes the Chalmers microwave breast
imaging system used in the studies included in this thesis.

4.1 Overview

To summarize earlier discussions about principles of microwave tomography, the
imaging domain is illuminated with microwave signals from multiple directions, and
the resulting scattered signals are measured at multiple locations [44, 159]. The il-
lumination is made by consecutive transmissions from one antenna at a time in an
array of antennas enclosing the imaging region. Antenna arrays are often configured
in a circular pattern, but other configurations are possible [44, 145, 160–163]. In the
Chalmers system, all antennas act as both transmitters and receivers, where the an-
tennas that are not currently transmitting act as receivers [162, 164]. Measurements
are repeated until all possible combinations of transmitting and receiving antennas
have been used. The acquired data are processed by an iterative algorithm to recon-
struct the spatial dielectric map in the imaging domain. A schematic representation
of such systems is illustrated in Figure 4.1.

The practical challenges that need to be addressed when building the experimental
system are high signal power loss, limited penetration depth, low resolution, and a
need for enormous computational resources for the image reconstruction algorithm
[57]. These challenges have hindered the development process of real imaging systems
and practical reconstruction algorithms for a long time. Most of the experimental
study cases in biomedical microwave tomography indicate limitations in the use of
measured data for successful image reconstruction. One challenge is the use of 2D
reconstruction algorithms integrated with actual 3D measured data. The clinical
prototype developed at Dartmouth College has been used successfully in 2D imaging
[44]. The imaging group at Chalmers has also been able to produce 2D images using
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Figure 4.1: Schematic representation of an imaging system.

the 3D data acquired with the prototype system [162,164].

4.2 Coupling medium

If a biological tissue is placed in air, it exhibits a significant contrast to the back-
ground and thus a high degree of scattering from the air/skin interface. With a lower
coupling medium contrast, waves are better able to penetrate, allowing for higher
signal strength inside the body. This makes possible more accurate measurements of
signals that reach into the body. In microwave imaging it is important to optimize
power penetration through the skin and into the body as well as efficient wave propa-
gation between the antennas and the skin. The coupling liquid also has an impact on
the image resolution. A better resolution (the smallest distinguishable pixel), requires
a higher frequency, i.e., a shorter wavelength, albeit at the price of a shallower pene-
tration depth. This in turn presents a challenge for imaging applications, especially
for deep-body organs. Even the coupling liquid is usually lossy (conductive) and, in
combination with the high losses in biological tissues, both the penetration depth and
the usable frequency range are limited for every practical experimental system. Two
hypotheses have been suggested and employed to enable deeper penetration [57]. The
first approach is based on a principle introduced by Larson and Jacobi [50]. In their
experimental setup, the antennas and the organ are immersed in water, which then
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acts as a coupling liquid. Many different coupling liquids such as water, glycerin,
and others have subsequently been explored. For example, the Dartmouth group
used saline in their first clinical prototype [44]. However, the authors noted that a
desirable medium should match the dielectric properties of the tissue. Saline with a
high contrast can compromise the imaging ability by causing large reflections at the
breast surface. To avoid this problem, Meaney et al. [44] proposed adjustments to
saline as a coupling medium based on the properties of in vivo tissue. The coupling
liquid used in the current imaging system is a mixture of glycerin and water. This
coupling liquid also ensures that the surface waves and the undesirable multi-path
signals are virtually eliminated by the high-conductivity nature of this liquid. The
disadvantages of using coupling liquids at all include additional power loss in the wave
propagation and additional complexity over a dry system in terms of maintenance
and use [57]. The second approach is to place antennas in direct contact with the
body to provide high coupling efficiency. In this case, signal power loss is less of an
issue.

4.3 Phantoms and tissue-like media

Microwave imaging is based on the dielectric properties of breast tissue, so phan-
toms should be designed with similar permittivity and conductivity to breast tissue.
Phantoms can be made out of liquids, e.g., glycerin [165], Triton X-100 [166], gels,
e.g., [167], rubber-like mixtures [168], and solid materials, e.g., the GeePs-L2S phan-
tom developed at the Supelec institute [166]. Among these phantoms, the glycerin-
based phantoms and GeePs-L2S phantom have been tested in the imaging system at
Chalmers [162,164].

In this thesis, glycerin-water mixtures have been used as the phantom media, pre-
viously used in the imaging system at Chalmers [162,164]. The dielectric properties of
such mixtures are related to their constituents’ ratio and have been reported over the
frequency range of 100 MHz - 25 GHz by Meaney et al. [165]. Glycerin-water mixtures
are capable of representing breast tissue, i.e., adipose, fibroglandular, and tumors.
To achieve this, various constituents’ ratios and concentrations of mixture can be
employed to characterize the dielectric properties of various breast tissues. The mea-
sured dielectric properties for selected glycerin-water ratio over the frequency range
of 500 MHz - 2 GHz are presented in Figure 4.2. The measurements were performed
with a dielectric probe (Agilent 85070 Performance Probe).

4.4 Chalmers/Dartmouth breast imaging system

The first clinical microwave breast tomography system was developed at Dartmouth
College [44]. The system consisted of 16 monopole antennas configured into a circular
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Figure 4.2: Dielectric properties of the glycerin-water mixtures measured via an
external probe, (a) relative permittivity (real part), (b) conductivity (S/m).
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4.4. Chalmers/Dartmouth breast imaging system

array. A saline solution was used as coupling medium, and the system operated in
the frequency range of 300 to 900 MHz. The antennas could move up and down,
which enabled measurements of multiple cross-sections from the patient chest wall to
the nipple.

Since then, several generations of systems have been developed at Dartmouth
[44,52]. Recently, researchers at Chalmers built a system based on the same principles
[162, 164]. That system comprises 16 antennas in a equiangularly spaced circular
configuration of diameter 15.2 cm. The antennas are mounted in a tank filled with
the coupling liquid, in this case a mixture of glycerin and water. Figure 4.3 shows
the measurement system. The antennas are visible in the tank and connected to
the Rohde & Schwarz ZNBT8 16 channel vector network analyzer (VNA). The VNA
operates in the frequency range 9 kHz to 8.5 GHz and has a dynamic range up to
140 dB.

Figure 4.3: The imaging system at Chalmers University of Technology. The image is
from Paper D.

4.4.1 2D imaging and the Chalmers/Dartmouth system

The Dartmouth research group has succeeded in producing 2D and 3D images of
breasts, in both experimental and clinical studies [44,157,169]. Although 2D imaging
has limitations, Meaney et al. [169] conclude that 2D imaging certainly remains an
attractive solution for this system. Their extensive studies on 2D and 3D imaging
algorithms prove that 2D is a suitable approximation in this system. They conclude
that two main factors have made 2D imaging of this system feasible. First, the
antennas are small and placed close to the target. In principle, wave propagation
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from an antenna has to be described in 3D. However, the closer antennas are to each
other, the more accurate a 2D representation of the field propagation between them.
The second factor that has made imaging this system feasible is the use of a lossy
bath. When part of the signal propagates out of the desired imaging plane, by the
time it reflects back into the plane, it is quite heavily attenuated. This suggests that
out-of-plane contributions are minimized. Previous studies at Dartmouth [157] also
indicate that the 2D computed data match the 3D measurement data well, and since
the inverse algorithms minimize the difference between the measured and computed
values, use of 2D algorithms is considered a cost-effective and feasible option for fast
breast imaging.

4.4.2 Reconstructed images with experimental data

The 2D DDA-based tomographic algorithm and the reconstructed images are dis-
cussed in detail in Paper D. The current section shows an example from that paper
to demonstrate image reconstruction with real measured data from the Chalmers
imaging system. In this case, the imaging tank is filled with a mixture of 80% glyc-
erin and 20% water. A cylindrical phantom with a diameter of 4 cm is positioned in
front of antennas #6 and #7. It is filled with an 84:16 glycerin-water mixture. The
measurement setup is shown in Figure 4.4.

At 1.5 GHz, the dielectric properties corresponding to the different water-glycerin
mixtures in the imaging tank and phantom object are εr,b = 20.9, σb = 1.35 (S/m),
εr,obj = 16.9, and σobj = 1.15 (S/m), respectively.

Figure 4.5 shows the reconstructed relative permittivity and conductivity images
as a function of iteration number. The circular object is visible in both permittivity
and conductivity images in all iterations at an off-centered position. The sequence of
images illustrates how the algorithm locates the object in the first few iterations and
then gradually refines it.

Figure 4.6 shows the magnitude and phase projections due to a single transmitter
at selected iterations and compares them to the actual measured data. The projec-
tions at all iterations are of similar shapes as the measured data and monotonically
converge towards them. Figure 4.7 shows how the error of the optimization process,
defined as in (3.14), decreases with increasing iteration number. This is also an illus-
tration and confirmation of the convergence of the iterative reconstruction algorithm,
where the error drops to 0.135 in 18 iterations from a normalized value of 1 at the
start. The stopping criterion is met when the decrease in error from one iteration to
the next is less than 1e-3.
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Figure 4.4: The photograph of the measurement setup for the case with a cylindrical
inclusion positioned close to antennas #6 and #7. The image is from Paper C.
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Figure 4.5: Images of reconstructed relative permittivity (top row) and conductivity
(S/m) (bottom row) at 1.5 GHz as a function of iteration number. The images are
from Paper C.
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Figure 4.6: Comparison of calculated (a) magnitude and (b) phase projections of the
signals transmitted from Antenna 1 for multiple iterations as a function of receiver
number. The actual measurement projection is also shown. The figures are from
Paper C.
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Figure 4.7: Computed relative L2 norm error of projections for the experimental
study as a function of iteration number. The figure is from Paper C.
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Chapter 5
Summary of Papers

5.1 Paper A

In this paper, the novel concept of 2D DDA is introduced and investigated for use
as a numerical forward solver in microwave image reconstruction algorithms. The
method is evaluated based on a numerical simulation study of breast tumor models.
The primary motivation for developing this method is its potential to decrease the
computation time. Computation times for 2D DDA are investigated extensively in
Paper B.

Paper A starts by formulating the 2D DDA for electric field distributions. A
formula for adequate sampling grid size and number of dipoles is proposed based on
existing formulas for the 3D case. Three different parameters and their contributions
to the accuracy of the 2D DDA are studied. The three parameters are:

• number of dipoles;

• inclusion size;

• dielectric contrast of inclusion.

The finite element solutions from COMSOL Multiphysics software are used to gen-
erate simulated baseline results to benchmark the DDA simulations. Measured data
acquired from the breast imaging system at Chalmers are also used. The results
show that DDA, FE COMSOL, and measurements are comparable regarding both
magnitude and phase distributions. We conclude that 2D DDA is accurate for rel-
atively large objects with high contrast permittivity properties when employing the
adequate number of dipoles representing the geometry. Thus, the 2D DDA is poten-
tially a very powerful forward solver to include in image reconstruction algorithms.
It has the potential to outperform computation times of more conventional FDTD
or FE forward solvers.
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5.2 Paper B

This paper focuses on computational aspects of the 2D DDA, exploring formulations
and the possibility of integrating these with the microwave imaging system.

Paper B starts with a detailed description of the formulations. Next, a system
of equations arising in 2D DDA is investigated with the aim of deducing an efficient
solution strategy. The iterative conjugate gradient type algorithms, such as the
COCG method, are tested and found efficient. The efficiency in each iteration is
limited by a matrix-vector multiplication. The matrix-vector multiplication step
is formulated in terms of a block Toeplitz matrix, which is particularly favorable
for reducing the overall computation time. The idea is to expand each Toeplitz
matrix into a circulant matrix, apply the convolution theorem, and utilize the FFT.
Additionally, the performance vs. accuracy of the forward solver is studied to optimize
the efficiency and accuracy with respect to grid size, number of dipoles, polarizability
formulations, and mathematical formulation of the master equation of the DDA.

The results show that this formulation is both accurate and efficient. Comparison
of computation times among direct solvers, iterative solvers (COCG and COCR), and
the iterative solvers using the FFT (COCG-FFT and COCR-FFT) indicates that this
approach significantly decreases the computation time.

To optimize the computational efficiency even further, the grid size and tolerance
level in the iterative algorithms are analysed. The results show that the iterative
solvers combined with the FFT, suitable grid size, and adjusted tolerance level reduce
the computation time of the forward problem to about 0.1 seconds from 57.8 seconds
for a direct solver implemented in C++.

5.3 Paper C

The most time-consuming part of the image reconstruction algorithm is the forward
problem, and the major portion of time is spent on repeated forward simulations.
The second most time-consuming part is the computation of the the Jacobian ma-
trix. Paper C describes a simple and efficient way to calculate the Jacobian matrix.
Our formulation is based on the nodal adjoint method previously employed by the
Dartmouth imaging group in dual-mesh scheme imaging scenarios. In this case,
however, no dual-mesh scheme is used and instead the forward solution mesh and
parameter mesh coincide. This novel development is meant to optimize the compu-
tational complexity of calculating the Jacobean as much as possible. The Jacobian
matrix calculated from the 2D DDA is compared to corresponding computations
based on the finite element solutions. The calculation of the Jacobian matrix for the
log-magnitude and phase optimization problem is done in two steps. First, the com-
plex Jacobian is calculated. Second, its log-magnitude and phase transformations are
calculated.
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The comparison of DDA and FE-based Jacobian matrices includes investigating
accuracy and computational cost. The comparison shows that our formulation is as
accurate as the nodal adjoint method. The methods differ with respect to their mag-
nitudes, but the overall patterns of both Jacobian matrices on the imaging domain
are in agreement. As an effect of using the same uniform grid for parameter estima-
tion and forward solution, the calculation of a single row of the complex Jacobian
matrix is reduced to a simple vector-vector multiplication multiplied by a constant.
Consequently, the computational costs are substantially reduced by several orders of
magnitude and the time required to compute the Jacobian matrix is negligible.

5.4 Paper D

This paper proposes a fast microwave tomography reconstruction algorithm based
on the 2D DDA (described in Papers A and B) and the efficient calculation of the
Jacobian matrix (investigated in Paper C). For the first time image reconstruction
with the 2D DDA method from experimental data is demonstrated. The main con-
tributions of the paper include the following: development of the 2D DDA as a
forward solver in a microwave imaging application, solving the forward solver with
the preconditioned iterative solver combined with FFT, formulating and implement-
ing the Jacobian matrix calculation using a single grid and using it for formulating
the reconstruction algorithm as a log-magnitude and phase optimization problem,
and demonstrating image reconstruction from simulated and experimental data ac-
quired from breast microwave imaging recently re-built at Chalmers based on the
Dartmouth imaging system.

This microwave tomography reconstruction algorithm combines the new forward
solver with the log-magnitude and phase format of the optimization problem. The al-
gorithm is tested with two types of data: synthetically simulated and experimentally
measured data. These data sets are generated with an FE-based solver, COMSOL
Multiphysics, and with the microwave breast imaging system at Chalmers. The sim-
ulation setup is designed to resemble the real case scenarios where multiple scatterers
with different levels of contrast are present in the imaging domain. The paper also
compares the computation times and memory requirements of FE- and DDA-based
reconstruction algorithms.

The results show that the algorithm recovers information about position, size,
and the relative permittivity and conductivity of scatterers in the imaging domain.
Additionally, the algorithm does not have any difficulties with 2D imaging based
on measured 3D data. The proposed image reconstruction algorithm is capable of
reconstructing an image within a few seconds. The imaging domain has a diameter
of 15.2 cm and 1085 nodes, and imaging takes about 8 seconds for 20 iterations. This
implementation is a dramatic improvement over previous implementations (which
require multiple minutes to hours), providing significant time savings and reduced
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memory requirements.
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Chapter 6
Conclusion and Future Work

The first part of this thesis studies the 2D DDA method, with a focus on its capability
to simulate electric field distributions in a microwave imaging system. The results
show that the 2D DDA can be an efficient and accurate forward solver. In Paper A, we
have also proposed a formula that can be used to determine the minimum number
of dipoles needed to generate a solution with adequate accuracy. The results also
show that the method can handle a large contrast range within the forward model
zone. However, larger targets with high contrast with respect to the background
contribute to larger errors in the field distributions compared to smaller targets with
lower contrast. In sum, the 2D DDA is found to be an accurate numerical method for
computing the electrical field distributions for the microwave breast imaging system
under study.

The main motivation for utilizing the 2D DDA is to reduce the computational
complexity in the microwave tomography algorithm and produce images in seconds,
where previously 3D implementations have ranged from minutes to hours, with the
3D DDA taking about 20 minutes. To enable such a significant reduction in the re-
construction time, Paper B shows that the linear system of equations arising from the
2D DDA can be solved using conjugate gradient-based iterative algorithms combined
with the FFT. The proposed solver turns out to be highly efficient and can gener-
ate forward solutions in significantly less time than other traditional methods, like
FDTD or FEM, on finely discretized grids. Whether the algorithm is implemented
in an interpretive language such as MATLAB or a classic compiler-based code such
as C++ impacts simulation times. Although the best performance is achieved with
C++ code, MATLAB produces comparable results. Paper B concludes that the new
proposed forward solver, the 2D DDA, is highly efficient and significantly decreases
the computation time in a single forward solver.

The second part of this thesis implements a microwave tomographic algorithm and
demonstrates how it can be used in clinically relevant systems to generate images in
real time. To accomplish this, the second important portion of the imaging algorithm
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known as the Jacobian matrix is formulated such that its built-up computational cost
is not considerable. Within that construct, we examine how best to structure the
forward solution grid and the parameter mesh as a means of optimizing the com-
putation time required to form the Jacobian matrix, a key to reducing computation
time. Paper C concludes that the computation time of a Jacobian matrix can be
negligible when appropriate meshes and methods are used in the forward solutions
and the parameter mesh.

After optimizing the forward solver and the Jacobian matrix computation, a log-
magnitude and phase version of the microwave tomography algorithm is implemented.
Paper D investigates the 2D tomographic imaging algorithm utilizing the 2D DDA
forward solver and efficient Jacobian matrix based on the simple and efficient ex-
pansion of the nodal adjoint method. The results show that the algorithm has been
successfully applied to image reconstruction, yielding a significant speedup over more
conventional reconstruction methods. Paper D concludes that employing the 2D DDA
and the log-magnitude and phase format of the reconstruction algorithm impacts both
the computational complexity and the convergence behavior of the algorithm. The
computation time and memory requirements are reduced such that the images are
obtained in a few seconds with a possible minimal in-use memory.

The discrete dipole approximation is proved to be highly efficient as a forward
solver and yet even more efficient when applied as a forward solver in microwave
tomographic image reconstruction algorithms. This algorithm is particularly suitable
for use in imaging situations when an image is required in real time. One such
situation could be imaging of acute stroke or trauma patients in ambulances. Real
time imaging of these patients and their brains already in the ambulances could
potentially lead to more informed decisions at an early stage and thereby better
care. Additionally, the use of DDA in medical imaging can lead to improvements
in healthcare systems in developing countries where resources and computer power
are more scarce. The DDA can also be used in industrial applications, such as food
processing or other process industries where real-time monitoring of constituents,
for example in pipes, are of interest. 2D DDA could very well provide the needed
speed-up of image reconstruction that makes real-time imaging feasible.

To improve the images, there is still room to investigate other regularization
schemes such as two-step regularization approaches tested in [157] to increase the
accuracy of the images, especially when the contrast level in the domain is high.
Additionally, even though we have tested multiple formulas from the literature for
modeling the molecular polarizability, there is room for improvement. Fundamental
knowledge of the involved physics and the relation to modeling particular imaging
systems and scattering scenarios might prove to be of essence when developing new
application areas and further improving speed, convergence rate, and accuracy.
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