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A B S T R A C T

In this article we present and validate a novel methodology for estimating the temperature development and
heat extraction demand of closed refrigerated display cabinets (RDCs) in operating conditions, for near-future
prediction and optimisation in smart grids. The approach is based on an in-house developed hygro-thermal
model of an RDC, in which the conditions in each of the three main calculation domains, representing
the internal air, heat exchanger and interior, are estimated at a temporal scale of seconds. The interior
air temperature, heat extraction rate and run-off condensate were validated towards experimental data with
good conformity. Moreover, for demand response purposes, in this article, we provide examples of how the
model can be used to evaluate the temporal flexibility in heat extraction demand of RDCs. In a hypothetical
supermarket with 11 RDCs exposed to various thermal loads and customer interactions, it is estimated that
the heat extraction demand could be reduced to 0 for up to 83∕127 s during opening/non-opening hours
respectively. With a strategic pre-cooling, the latter time could be extended to 322 s. For the case of a demand
response signal requesting the supermarket to absorb excess energy, all RDCs would be able to run at full power
for up to 17∕29 s, and approximately half of them for additional 20 s during opening hours. These findings
are based on a total of 44 five-minutes-ahead simulations of possible scenarios for the 11 RDCs, all calculated
by the presented model in approximately 10 s. In conclusion, the model provides fast and reliable results for
real-time predictions in refrigeration control systems either for the benefit of the electrical grid by demand
response or for energy efficiency purposes.
1. Introduction

By the year 2050, the European Union (EU) aims to reduce its
release of greenhouse gases (GHG) by 80% − 95% compared with the
levels in 1990 [1]. As a milestone, the EU should reach an overall share
of 27% of renewable energy by 2030 according to the Revised Energy
Directives (REDII) [2]. In several regions in the EU, energy efficiency
measures and the replacing of fossil energy sources with solar, wind
and wave power are strategies to decrease the release of GHG caused
by energy generation. However, a large share of non-dispatchable or
intermittent energy sources does create an issue for the utility grid
to balance the supply and demand of energy. For years back, this
is evident in Germany, where a high ratio of solar and wind power
causes a surplus of energy at annually occurring events that cannot
be distributed and utilised adequately, resulting in a negative tariff for
electricity [3]. On the contrary, the intermittency also introduces an
issue at times of insufficient power generation, causing a deficiency
of available energy in the grid, resulting in increasing peak-tariffs [4].

∗ Corresponding author.
E-mail address: tommie.mansson@chalmers.se (T. Månsson).

Hence, measures must be taken to ensure the demand is realised for the
end-users. However, instead of physically expanding the grid capacity
to redistribute the surplus or compensate for the deficiency, demand-
side flexibility could potentially mitigate this issue [5]. Thus, energy
management strategies for both the generation- and demand-side must
be developed to ensure the energy balance of the grid, while keeping
the operating cost and environmental impact at a minimum [6].

Measures can be taken manually by turning off or reducing the elec-
trical power demand by equipment to benefit the utilities, in exchange
for an incentive such as a lowered tariff or exemption from a peak tariff.
Alternatively, the grid balancing measures may be fully automated
in a smart grid setting that comprises an adequate communication
infrastructure for the exchange of data and control signals between
utilities and end-users’ equipment [7]. There are, however, challenges
for controls and communication systems to overcome to meet the
requirements of smart grids with a majority of the energy coming from
intermittent sources [8]. One key aspects is the interoperability of the
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306-2619/© 2021 The Authors. Published by Elsevier Ltd. This is an open access ar

URL: https://www.chalmers.se/en/staff/Pages/tommiem.aspx (T. Månsson).

https://doi.org/10.1016/j.apenergy.2020.116381
Received 14 August 2020; Received in revised form 10 December 2020; Accepted 2
ticle under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

0 December 2020

http://www.elsevier.com/locate/apenergy
http://www.elsevier.com/locate/apenergy
mailto:tommie.mansson@chalmers.se
https://www.chalmers.se/en/staff/Pages/tommiem.aspx
https://doi.org/10.1016/j.apenergy.2020.116381
https://doi.org/10.1016/j.apenergy.2020.116381
http://crossmark.crossref.org/dialog/?doi=10.1016/j.apenergy.2020.116381&domain=pdf
http://creativecommons.org/licenses/by/4.0/


Applied Energy 284 (2021) 116381T. Månsson et al.

3
d
s
n
m
k
o
o
c

p
p
t
t
c
H
d
b
t
d

t
t
R
a
a
p
b
t
t
v
t
n
t
c

s
h
t
w
f
w

Abbreviation

𝛽 Moisture efficiency [−]
𝑐𝑝 Specific Heat Capacity [J∕kg K]
𝐶 Heat Capacity [J∕K]
𝐶𝐹𝐷 Computational Fluid Dynamics
𝛥𝐻 Enthalpy of vaporisation [J∕kg]
𝐺𝐻𝐺 Green House Gases
ℎ Enthalpy [J∕kg]
𝐻𝑉 𝐴𝐶 Heating Ventilation and Air-Conditioning
𝐾 Heat Transfer Coefficient [W∕K]
�̇� Mass flow rate [kg∕s]
𝑚 Mass [kg]
𝑀 Molar Mass [kg∕mol]
𝑝 Pressure [Pa]
�̇� Heat flux [W]
𝑅𝐷𝐶 Refrigerated Display Cabinet
𝑆𝑖 Scenario 𝑖
𝑇 Temperature [K]
𝑡 Time [s]
𝑊 Moisture ratio [kg∕kg𝐷𝑟𝑦]
𝑤 Weight/Constant [−]

Subscript

𝐴𝑚𝑏 Ambient
𝐶𝑜𝑛𝑑 Condensate
𝐷𝐴𝑅𝐴 Mean Discharge and Return Air
𝐷𝐴𝑅𝐴𝐺 Mean Discharge and Return Air Grille
𝐷𝑟𝑦 Dry air
𝐸𝑛𝑣 Envelope
𝐸𝑥𝑓 Exfiltration
𝐻𝐸 Heat Exchanger
𝐼𝑛𝑓 Infiltration
𝐼𝑛𝑡 Interior
𝑅𝐴 Return Air
𝑅𝐴𝐺 Return Air Grille
𝑅𝑒𝑓 Refrigeration
𝑆𝑎𝑡 Saturated

communication platforms, which requires common standards defining
how data are transferred and handled [9]. Here, OpenADR comprises
a promising platform for the development and further deployment of
demand response schemes.[10].

The two main categories for communication strategies from the side
of the utilities are direct control and indirect control. For direct control,
the end-user is requested to follow a power reference provided by the
grid in exchange for an agreed incentive. For the indirect approach, a
real-time price is communicated to incentives the end-users to adjust
their power demand accordingly.

In the setting with an automated demand response operation, ther-
mostatically controlled electrical loads are an area of particular interest
as these loads represent a major part of electrical energy demand [11].
A common basis for thermostatically controlled loads is that the con-
trolled processes allow fluctuations in temperature within a certain
accepted range, without affecting the operation.

In the available literature, several approaches using the load shifting
potential of thermostatically controlled resources have been proposed,
e.g. by smart domestic appliances [12], electrical heating systems [13],
hybrid solar-thermal domestic hot water systems [14], domestic refrig-
2

erators [15], and domestic air-conditioners [16]. The vast number of C
individual appliances and unique configurations does, however, cause
a significant challenge for communication and estimation of actual
capacity. Therefore, more energy intense industries and actors are
beneficial to approach at first.

One large and energy-intense actor with a significant thermostat-
ically controlled load is supermarket companies, and more precisely,
their refrigeration systems in the stores [17], which at times of energy
deficiency in the grid could be turned off rapidly [18]. The thermal
inertia within the refrigerated display cabinets (RDCs) would allow
the supermarket refrigeration system to be shut down for a limited
period while the temperature of the refrigerated goods increases to
an upper limit [19], making them suitable for fast responding direct
load control. The refrigeration system does also have the possibility
to absorb surplus electrical energy from the grid by transforming it
into stored compressor work, i.e. by reducing the temperature of its
refrigerated content.

Yet another aspect advocating for the utilisation of supermarkets
for demand response purposes is the vast number of supermarkets,
thus their electrical energy demand for their operations. As an exam-
ple, on a national level, in Germany there are approximately 38 000
supermarkets with an accumulated energy demand of 10 TWh [20],
which corresponds to an average annual power demand of 1.14 GW or
0 kW per supermarket. Hence, since approximately 50% of this energy
emand originates from the refrigeration system [21], the average
upermarket could potentially load-shift 15kW. In addition, a limited
umber of actors often represents a large share of the overall market,
aking it an addressable sector. In Germany, the four largest supermar-

et companies, namely Aldi, Netto, Lidl and REWE, represent 14 640
f the 38 000 stores [22]. Furthermore, as supermarket companies
ften have low-profit margins (2%–3%) [23], they are prone to adopt
ost-reducing actions in their stores [24].

However, to enable supermarkets to engage and use their full
otential for demand response purposes, smart grid communication
ossibilities together with detailed insights in the current and future
emperature and heat extraction demand of the RDCs and their con-
ent must be predicted and controlled carefully [19,25]. This requires
ertain investments in updating the current control equipment [26].
ence, this creates an initial cost for the supermarkets to engage in
emand response, which must be covered by the cost-savings provided
y the utilities. Therefore, detailed modelling is required to determine
he precise capacity of supermarkets, and the actual value of the
emand response service provided [27].

Ultimately, it is the temperature of the stored goods in the RDCs
ogether with the power demand for refrigeration that determines
he supermarkets demand response capacity. Modelling and control of
DCs energy performance in operational conditions is a developing
rea, hence a limited number of published works. In [25] the authors
ttempted to predict the product temperatures for demand response
urposes. The methodology is based on an empirically derived relation
etween the openings of the expansion valve of the RDCs and the
emperature of its content. Although the study is successfully validated,
he model is limited to the test-case only and cannot take operational
ariations into account. For the implementation in a supermarket con-
rol system, accurate results for all possible operating scenarios are
ecessary. In addition, the models must be computationally efficient
o allow for near-future predictions with the limited computational
apacity of the control system.

Another, more flexible approach is numerical modelling methods
uch as computational fluid dynamics (CFD), which can provide the
ighest spatial and temporal resolution on temperature and air distribu-
ion in RDCs. They are, however, very computationally expensive [28],
hich makes them impractical for real-time applications and near-

uture predictions. An example of this can be found in [29] and [30],
here the authors used a multi-scale approach to perform a stationary

FD simulation for a full supermarket with focus on the interactions
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between HVAC system and RDCs. To enhance the computational per-
formance of the CFD model, the authors separated the supermarket into
three main spatial scales of interest; Sales area (> 10 m), RDC (1 m)
and Shelves (1 cm). The resulting calculation time1 was 60, 36 and
16 h respectively for the separate spatial scales. Consequently, for a
more complex supermarket with several unique RDCs and shelves, the
simulation time would be several days.

Although the number of stationary and transient CFD studies of
RDCs is relatively large [31], examples of studies including the dy-
namic response of RDCs exposed to door openings such as [32] are
rare. Within [32], each door opening event deforms the computational
domain related to the RDC, which must be redefined, and a new mesh
must be generated for each time-step. Consequently, the computational
efforts increase substantially, making the time for calculation longer
than the actual simulated time frame. Although this approach provided
interesting results for the thermal loads by door openings, it is not
applicable for real-time predictions because of the current limitations
in computational performance.

For supermarkets’ energy systems simulations, models that require
limited computational effort to keep the total calculation time low
when involving several RDCs are also needed. However, here the focus
in the available literature is rather on the heat extraction rate than
on the actual temperature of the RDCs and its content. In the build-
ing energy simulation software Energy Plus, the RDCs are modelled
based on nominal performance parameters at rated conditions [33],
which are combined with fixed relations to estimate their off-rated
performance. For example, the variations between the day and night-
time scenarios are described by a gain factor from [34]. In another
software, Cybermart, the RDCs are modelled based on performances
related to the indoor conditions as described in [35], in combination
with the factors provided by [34] for day and night-time variations. The
methods applied in both software do depict the average heat extraction
demand of the supermarkets RDCs over larger temporal scales ade-
quately. However, individual performance differences of RDCs are not
included, limiting the insight into the spatial and temporal resolution
of the results. The latter is also of interest for cold chain analysis.
In [28], the authors studied the temperature development of goods
being transported and stored at locations from a producer to end
consumer, including the storage in open RDCs in a supermarket. For
this study, they developed a heat transfer model to predict the steady-
state conditions of the air and goods within an open RDC with a spatial
resolution of two thermal zones per shelf [36]. This model was then
further developed to include the transient temperature development
for the goods [37], by using measured supply temperatures as input
and by considering all products as isothermal objects. In the follow-up
work [38], the authors adapted this transient model to be applicable
for RDCs equipped with doors. However, this model does not consider
the infiltration caused by door openings, which according to [19] is the
main contributor for short term variations in heat extraction rates by
RDCs in operational supermarkets.

Based on the presented literature review and to the best of our
knowledge, no previously published model is capable of predicting
the near-future temperature development and heat extraction rate of
a closed RDC accurately and at a low computational cost, while con-
sidering the variations caused by door operations.

By being able to predict the near future temperature development
and heat extraction demand, it is possible to estimate for what duration
of time the RDC could be turned off or ran at an increased capacity
without overheating or sub-cooling the content, which is necessary for
demand response purposes. Therefore, to evaluate and enable the de-
mand response potential in RDCs in supermarkets and support further
development of energy-efficient supermarkets, we have developed a
validated, accurate and computationally affordable model that predicts
the temperature development of three main domains within the RDC
with a temporal resolution of seconds.

1 Simulations performed on a Dell server with Intel Xeon E5630 eight cores
unning at 2.53 GHz with 16 GB RAM [29].
3

o

2. Coupled heat and mass transfer balance model of a doored RDC

The main objective of the model presented in this article is to
estimate the heat extraction and temperature development of a fully
operational RDC and use these results as control parameters in the
associated refrigeration system for demand response purposes or, al-
ternatively, for optimised short-time scheduling of cooling cycles and
improved energy efficiency. The model must be designed to run with
a minimal computational effort while still providing accurate results in
order to achieve this goal with the limited computational capacity of
the control systems computer. Following the design of current control
systems for RDCs and as a balance between spatial details, accuracy and
computational cost, the spatial resolution of the model was limited to
calculate the discharge air temperature 𝑇𝐷𝐴 and return air temperature
𝑇𝑅𝐴, based on the temperature of the heat exchanger 𝑇𝐻𝐸 (Evaporator).
In addition, as the model takes latent loads into account, the moisture
content at these locations is also calculated, as well as the overall heat
extraction rate and run-off condensation amount from the evaporator.

To enable prediction of near-future developments, the model op-
erates in two modes, namely Thermostat-mode and Tracking-mode. In
Thermostat-mode, the model adapts the heat extraction on the basis
of an emulated thermostat control system, whose goal is to keep the
temperature of RDC within the prescribed limits. Thus, when the upper
temperature limit is reached, the heat extraction by the evaporator is
activated until the lower limit is reached, and the RDC starts to heat
up again. When the model is running in Tracking-mode, it is instead
set to follow a real-time temperature signal from an actual RDC by
simultaneously adjusting the heat extraction rate, based on the model
described in Eq. (15). Thus, if the model is running in Tracking-mode
following the measured 𝑇𝐷𝐴𝑅𝐴 temperature, it will estimate the state
f all domains of the RDC based on this trace. Thus, by using the
enerated data on the state of the domains from Tracking-mode as initial

input for the model ran in Thermostat-mode, near-future predictions can
be made. In these predictions, the RDC can be exposed to assumed
scenarios, a variety of door openings, changes in ambient condition etc.
More details and an example of how the model is used for near-future
predictions are further described in Section 5.

The model comprises three main calculation domains as shown in
Fig. 1, where the individual domains represent the air in the gross
volume of the RDC, the thermal mass of the interior, and the heat
exchanger (Evaporator) for the refrigeration system. These domains are
thermally coupled by the circulating air, which changes its temperature
and moisture content when moving from one domain to another. The
discharge air from the heat exchanger (Position 0) enters the RDC-
gross volume domain (Position 1), where thermal and moisture loads
increase its temperature and humidity to levels represented by 𝑇𝑅𝐴𝐺
nd 𝑊𝑅𝐴𝐺 (Position 2). The air then passes the circulation fans (Position
), which further increases its temperature to 𝑇𝑅𝐴, before it enters the
eat exchanger domain where its temperature and moisture content
re lowered to 𝑇𝐷𝐴 and 𝑊𝐷𝐴 (Position 4/0), through heat extraction

(Cooling and Condensation) by the refrigeration system. The temperature
and moisture content of the circulating air are found from the heat and
mass balance equation described hereafter.

2.1. Moisture balance for RDC

A substantial amount of air infiltrates to the RDC because of air
leakages and door openings, affecting the mass balance of moist air for
the RDC. Therefore, both the sensible and latent thermal loads are also
affected. As the enclosed air volume by the RDC envelope is constant
and the pressure equalise through gaps between doors almost instantly,
the mass balance of the RDC can be assumed to be at equilibrium at
any given time. Hence, the exfiltrating mass flow of humid air (�̇�𝐸𝑥𝑓 )
an be defined as a difference between the infiltrating mass flow (�̇�𝐼𝑛𝑓 )
nd the mass flow of water vapour that is condensed and transported
ut from the RDC in liquid form (�̇� ), as shown in Eq. (1). The
𝐶𝑜𝑛𝑑
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Fig. 1. Showing the domains and main temperatures evaluated within the model.
Left : The RDC depicted with arrows indicating the flow direction and order. Right :

onceptual line graph showing the temperature development for the circulating air
ithin the RDC.

etermination of the mass flow rate of condensed water vapour, �̇�𝐶𝑜𝑛𝑑 ,
s described in Section 2.3.

̇ 𝐼𝑛𝑓 − �̇�𝐸𝑥𝑓 − �̇�𝐶𝑜𝑛𝑑 = 0 ↔ �̇�𝐸𝑥𝑓 = �̇�𝐼𝑛𝑓 − �̇�𝐶𝑜𝑛𝑑 (1)

or an RDC with closed doors, the infiltration mass flow rate through
aps is assumed constant, �̇�𝐼𝑛𝑓 = �̇�𝐼𝑛𝑓 ,0, and given as a user-defined in-
ut based on the characteristic of the RDC. When the door is operated,
he infiltrating mass flow rate increases to �̇�𝐼𝑛𝑓 = �̇�𝐼𝑛𝑓 ,0 + �̇�𝑂𝑝𝑒𝑛𝑖𝑛𝑔 ,
here the user-defined �̇�𝑂𝑝𝑒𝑛𝑖𝑛𝑔 represents the additional infiltration

hrough the opening. Both user-defined values were evaluated based on
xperimental data, generated by following the methodology presented
n [39]. Alternatively, the necessary data on infiltration can be gener-
ted via other experimental methods or through calculations. Within
he model, the infiltration to the RDC is defined as shown in Eq. (2).

̇ 𝐼𝑛𝑓 =

{

�̇�𝐼𝑛𝑓 ,0 + �̇�𝑂𝑝𝑒𝑛𝑖𝑛𝑔 while door is open
�̇�𝐼𝑛𝑓 ,0 otherwise

(2)

The moisture balance of the RDC is described in Eq. (3), which
alculates the moisture ratio at the point of the return air grille, 𝑊𝑅𝐴𝐺.
he inertia of the accumulation term on the left side comprises the
apacity of the gross air volume of the RDC only, 𝑚𝑅𝐷𝐶,𝐷𝑟𝑦. Any
oisture buffering capacity of internal surfaces is neglected in this
odel but could be included as an additional term representing e.g. the

nterior or food goods. For vapour-tight packages of food goods, this
uffering capacity is, however, negligibly small.

For the exfiltrating air, the mean moisture ratio of the RDC, 𝑊𝐷𝐴𝑅𝐴𝐺
(𝑊𝐷𝐴 +𝑊𝑅𝐴𝐺)∕2 is used, assuming a perfect mixing within the RDC

nd uniform exfiltration. For the infiltrating air from the indoors, the
mbient moisture ratio (𝑊𝐴𝑚𝑏) applies.

𝑅𝐷𝐶,𝐷𝑟𝑦
d𝑊𝑅𝐴𝐺

d𝑡
= �̇�𝐼𝑛𝑓 ,𝐷𝑟𝑦𝑊𝐴𝑚𝑏 − �̇�𝐸𝑥𝑓,𝐷𝑟𝑦𝑊𝐷𝐴𝑅𝐴𝐺 − �̇�𝐶𝑜𝑛𝑑 (3)

.2. Heat balance for the RDC

The heat transfer within the model is based on the heat balance of
he gross volume of the RDC coupled to the enthalpy of the circulating
ir at the point of the return air grille, ℎ𝑅𝐴𝐺. In Eq. (4), the accumula-
ion term on the left side represents the change of internal energy of the
ir in time, considering the latent loads from the condensed moisture.

In [40], the authors found that the heat transfer by radiation from
he ambient to the RDC contributes to approximately 1.3% of the
verall thermal loads when the doors are operated. This contribution is
onsidered negligibly small, and the thermal loads caused by radiation
s, therefore, excluded from the overall heat balance of the RDC.

dℎ𝑅𝐴𝐺 = �̇� + (�̇� − �̇� ) + �̇� + �̇� − �̇� (4)
4

𝑅𝐷𝐶,𝐷𝑟𝑦 d𝑡 𝐸𝑛𝑣 𝐼𝑛𝑓 𝐸𝑥𝑓 𝐿𝑖𝑔ℎ𝑡𝑠 𝐼𝑛𝑡 𝐻𝐸
Table 1
Input parameters representing the Carrier Monaxis 63.C3 DL at the
conditions present during the validation experiment.
Parameter Value Unit

𝐾𝐸𝑛𝑣 40.15 [W∕K]
𝑚𝑅𝐷𝐶,𝐷𝑟𝑦 7.69 [kg]
𝑇𝐴𝑚𝑏 24∕25 [◦ C]
𝑊𝐴𝑚𝑏 6.54 ⋅ 10−3 [kg∕kg𝐷𝑟𝑦]
�̇�𝐼𝑛𝑓 0.0412 [kg∕s]
𝑚𝑂𝑝𝑒𝑛𝑖𝑛𝑔 1.53 [kg∕𝑜𝑝𝑒𝑛𝑖𝑛𝑔]
�̇�𝐿𝑖𝑔ℎ𝑡𝑠 183 [W]
�̇�𝐹𝑎𝑛𝑠 54 [W]
�̇�𝐹𝑎𝑛𝑠,𝐷𝑟𝑦 0.55 [kg∕s]
𝛽 0.80 [−]
�̇�𝑅𝑒𝑓 5750 [W]
𝐶𝐻𝐸 54 613 [J∕K]
𝐾𝐻𝐸 600 [W∕K]
𝐶𝐼𝑛𝑡 252 000 [J∕K]
𝐾𝐼𝑛𝑡 392.5 [W∕K]

The sensible heat gains to the RDC due to transmission through its
envelope, including the glass doors, are calculated as shown in Eq. (5).
Here, 𝐾𝐸𝑛𝑣 is the overall heat transfer coefficient of the airtight enve-
lope. This constant can be evaluated either through calculations based
on the geometry and materials of the RDC envelope or through exper-
iments. In this study, 𝐾𝐸𝑛𝑣, was evaluated following the Co-Heating
method as described in [39].

�̇�𝐸𝑛𝑣 = 𝐾𝐸𝑛𝑣(𝑇𝐴𝑚𝑏 − 𝑇𝐷𝐴𝑅𝐴𝐺) (5)

The expression (�̇�𝐼𝑛𝑓 − �̇�𝐸𝑥𝑓 ), as described in Eq. (6), represents
the effects of infiltration of ambient air to the RDC. Here it is assumed
that no mixing occurs in the close proximity of the RDC, i.e. the
infiltrating air moisture ratio and temperature are equivalent to the
ambient conditions. For the exfiltrating air, the air inside the RDC
is assumed to be mixed homogeneously, i.e. analogous to the mass
balance for moisture, ℎ𝐷𝐴𝑅𝐴𝐺 = (ℎ𝐷𝐴 + ℎ𝑅𝐴𝐺)∕2.

(�̇�𝐼𝑛𝑓 − �̇�𝐸𝑥𝑓 ) = �̇�𝐼𝑛𝑓 ,𝐷𝑟𝑦ℎ𝐴𝑚𝑏 − �̇�𝐸𝑥𝑓,𝐷𝑟𝑦ℎ𝐷𝐴𝑅𝐴𝐺 (6)

The term �̇�𝐼𝑛𝑡 from Eq. (4) represents the sensible heat transfer
between the circulating air and domain representing the interior of the
RDC, i.e. shelves and interior cladding in contact with the air inside
the RDC. This heat exchange is further described in Eq. (7), where the
temperature of the interior, 𝑇𝐼𝑛𝑡, is calculated based on the transient
balance shown in Eq. (8).

Thus, the term 𝐾𝐼𝑛𝑡 in Eq. (8) represents the convective heat transfer
coefficient for the internal surfaces.

�̇�𝐼𝑛𝑡 = 𝐾𝐼𝑛𝑡(𝑇𝐼𝑛𝑡 − 𝑇𝐷𝐴𝑅𝐴𝐺) (7)

𝐶𝐼𝑛𝑡
𝑑𝑇𝐼𝑛𝑡
𝑑𝑡

= 𝐾𝐼𝑛𝑡(𝑇𝐷𝐴𝑅𝐴𝐺 − 𝑇𝐼𝑛𝑡) (8)

The interior comprises coated metal shelves and metal cladding cov-
ering the envelope’s insulation, all of which are assumed to have a uni-
form temperature. For the RDC used in this study, Table 1 summarises
the assigned parameters. Based on these parameters, the domain that
represents the interior was found to have a time constant of 𝑡𝑐 = 642 [s],
which is considered significant in comparison to the duration of the
compressor cycles (𝑎𝑝𝑝𝑟𝑜𝑥𝑖𝑚𝑎𝑡𝑒𝑙𝑦 355 [s]).

2.3. Heat and moisture balance for the heat exchanger

The heat exchanger domain (Evaporator) represents a significant
part of the heat capacity of the RDC. In contrary to the domain rep-
resenting the interior, the heat exchanger domain is faster to respond
with a time constant, 𝑡𝑐 = 90 [s].

The heat extraction by the heat exchanger in the RDC, �̇�𝐻𝐸 from
Eq. (4), is estimated as shown in Eq. (9).

̇
𝑄𝐻𝐸 = �̇�𝐹𝑎𝑛𝑠,𝐷𝑟𝑦(ℎ𝑅𝐴 − ℎ𝐷𝐴) (9)
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Where ℎ𝑅𝐴 is the enthalpy of the return air just before entering the
eat exchanger. This enthalpy is slightly higher than ℎ𝑅𝐴𝐺 because of

the heat dissipated by the fans to the passing air as described Eq. (10):

ℎ𝑅𝐴 = ℎ𝑅𝐴𝐺 + (�̇�𝐹𝑎𝑛𝑠∕�̇�𝐹𝑎𝑛𝑠) (10)

The discharge air enthalpy, ℎ𝐷𝐴 and �̇�𝐶𝑜𝑛𝑑 , is calculated in three
teps. First, the de-humidification of the return air is estimated by
q. (11), where 𝛽 represents the moisture transfer efficiency and
𝐻𝐸,𝑆𝑎𝑡 is the saturation moisture ratio at the temperature of the heat

xchanger. Within the model, the moisture efficiency was assumed
o be 𝛽 = 0.80, and 𝑊𝐻𝐸,𝑆𝑎𝑡 was estimated from tabulated values
resented in [41].

𝐷𝐴 = 𝑊𝑅𝐴 − 𝛽 ⋅ (𝑊𝑅𝐴 −𝑊𝐻𝐸,𝑆𝑎𝑡) (11)

In the second step, the mass flow rate of condensed water vapour is
alculated by Eq. (12).

̇ 𝐶𝑜𝑛𝑑 = �̇�𝐹𝑎𝑛,𝐷𝑟𝑦(𝑊𝑅𝐴 −𝑊𝐷𝐴) (12)

Then, in the last step, the heat transfer from the return air to the
eat exchanger is deducted from the discharge air enthalpy as shown
n Eq. (13).

ℎ𝐷𝐴 = 𝑐𝑝,𝐴𝑖𝑟(𝑇𝑅𝐴 − 273.15) +𝑊𝐷𝐴(𝛥𝐻𝑉 𝑎𝑝+

𝑐𝑝,𝑊 𝑎𝑡𝑒𝑟(𝑇𝑅𝐴 − 273.15)) −𝐾𝐻𝐸 (𝑇𝑅𝐴 − 𝑇𝐻𝐸 )
(13)

Based on the above, the heat extraction rate �̇�𝐻𝐸 can be estimated
nd used in the calculations of the temperature of the heat exchanger,
𝐻𝐸 as described in Eq. (14). Here, �̇�𝑅𝑒𝑓 represents the heat extraction
ate by an arbitrary refrigeration system, controlled by a thermostat
unction, as described in Section 2.4.

𝐻𝐸
𝑑𝑇𝐻𝐸
𝑑𝑡

= �̇�𝐻𝐸 − �̇�𝑅𝑒𝑓 + �̇�𝐴𝑑𝑗𝑢𝑠𝑡 (14)

The term �̇�𝐴𝑑𝑗𝑢𝑠𝑡 represents a fictitious heat source or sink to force
he model to follow a specific temperature if being operated in Tracking-
ode. As an example, if the model is set to follow the measured 𝑇𝐷𝐴𝑅𝐴𝐺,

he adjustment term can be written as shown in Eq. (15).

̇ 𝐴𝑑𝑗𝑢𝑠𝑡,𝐷𝐴𝑅𝐴𝐺 = 𝐾𝐴𝑑𝑗𝑢𝑠𝑡(𝑇𝐷𝐴𝑅𝐴𝐺,𝐼𝑛𝑝𝑢𝑡 − 𝑇𝐷𝐴𝑅𝐴𝐺,𝑀𝑜𝑑𝑒𝑙) (15)

The model then adjusts the heat exchanger temperature to force the
emperature calculated by the model (𝑇𝐷𝐴𝑅𝐴𝐺,𝑀𝑜𝑑𝑒𝑙) to follow the given
nput data (𝑇𝐷𝐴𝑅𝐴𝐺,𝐼𝑛𝑝𝑢𝑡). The other model output such as discharge
ir temperature, return air temperature, condensate flow, and heat
xtraction can then be used for validation or error control while the
odel is in Thermostat-mode, �̇�𝐴𝑑𝑗𝑢𝑠𝑡 = 0.

.4. Heat extraction by the refrigeration system

The heat extraction rate �̇�𝑅𝑒𝑓 is controlled by a thermostat control
oop with an assigned constant heat extraction capacity of 5750 [𝑊 ].
he control system activates the heat extraction once the temperature,
𝐶𝑜𝑛𝑡𝑟𝑜𝑙, reaches the upper limit, 𝑇 +

𝑆𝑒𝑡, and continues to extract heat
ntil a lower limit, 𝑇 −

𝑆𝑒𝑡, is reached. 𝑇𝐶𝑜𝑛𝑡𝑟𝑜𝑙 is evaluated as expressed in
q. (16) in the model as well as within the control system used in the
alidation experiments. For both, the weights were set to 𝑤1 = 𝑤2 = 1.

𝐶𝑜𝑛𝑡𝑟𝑜𝑙 =
𝑤1 ⋅ 𝑇𝑅𝐴𝐺 +𝑤2 ⋅ 𝑇𝐷𝐴

𝑤1 +𝑤2
(16)

To mimic the behaviour of the control system in the experimental
setup, the thermal response time of the temperature sensors must be
modelled. The temperature sensor tip comprises a 5 mm probe with
a 𝑡𝑐 = 10 [s]. For 𝑇𝑖 = 𝑇𝑅𝐴𝐺 𝑜𝑟 𝑇𝐷𝐴 the measured temperatures
as perceived by a temperature sensor can be estimated as shown in
Eq. (17), where 𝐶

𝐾 = 10 [s].

𝑑𝑇𝑖,𝑆𝑒𝑛𝑠𝑜𝑟 = 𝐾 (𝑇 − 𝑇 ) (17)
5

𝑖,𝑆𝑒𝑛𝑠𝑜𝑟 𝑑𝑡 𝑖,𝑆𝑒𝑛𝑠𝑜𝑟 𝑖 𝑖,𝑆𝑒𝑛𝑠𝑜𝑟
However, the irregular measurement errors and disturbances that
occur in the experimental setup cannot be predicted because of their
stochastic nature. Therefore, the impact of these variations cannot be
included in the model.

2.5. Properties of moist air

The pressure in and around the RDC is assumed to be constant at
𝑝0 = 101 325 [𝑃𝑎] and the saturation vapour pressure, 𝑝𝑣𝑠 is found via
interpolation from values listed in [41]. The actual vapour pressure is
then calculated as shown in Eq. (18).

𝑝𝑉 =
𝑝0𝑊𝑖

(𝑀𝑣∕𝑀𝑎) +𝑊𝑖
(18)

The enthalpy is calculated as shown in Eq. (19) following [41]
where, 𝑐𝑝,𝐴𝑖𝑟 = 1 006 [J∕kgK], 𝑐𝑝,𝑊 𝑎𝑡𝑒𝑟 = 1 860 [J∕kgK] and 𝛥𝐻𝑉 𝑎𝑝 =
2 501 000 [J∕kg].

ℎ𝑖 = 𝑐𝑝,𝐴𝑖𝑟(𝑇𝑖 − 273.15) +𝑊𝑖(𝛥𝐻𝑉 𝑎𝑝 + 𝑐𝑝,𝑊 𝑎𝑡𝑒𝑟(𝑇𝑖 − 273.15)) (19)

The expression in Eq. (19) can be rearranged to calculate the
temperature based on the enthalpy and moisture ratio of the air as
shown in Eq. (20).

𝑇 =
ℎ𝑖 −𝑊𝑖𝛥𝐻𝑉 𝑎𝑝

𝑐𝑝,𝐴𝑖𝑟 +𝑊𝑖𝑐𝑝,𝑊 𝑎𝑡𝑒𝑟
+ 273.15 (20)

3. Validation and sensitivity analysis

For the validation of the model, an experimental setup with a
Carrier Monaxis 63.C3 DL was arranged in a laboratory environment.
Motors were attached to the door to mimic user interactions by door
openings. Fig. 2 shows the dimensions of the RDC together with the
location of the sensors used for collecting data on temperature and
moisture ratio. Here, the door openers can also be seen mounted on
top of the RDC.

The heat extraction rate was evaluated by measuring the mass flow,
temperature and pressure of the refrigerant according to the setup
described in ISO-23953:2 [42].

The mass flow of condensed water vapour was measured by con-
necting the drainpipe from the RDC to a reservoir where water was
accumulated. A floating switch controlling an evacuation pump was
triggered once 500 ml of water had been collected in the reservoir. The
pump then evacuates the water through a flow meter where the volume
was measured more precisely. This system allows evaluation of the
average mass flow rate between the evacuation cycles with an accuracy
of < 2%, whereas the temporal granularity of the data becomes coarse
(≈ 1 ℎ−1) because of the size of the reservoir.

The validation experiment was conducted over 2 days. On the first
day, all equipment was installed and the RDC was started to ensure
a stable temperature during the measurement period. On the second,
the data logging system was activated and data were collected for 10 h
20 min. During the first 4 h 35 min of data acquisition, the RDC doors
were opened 6 times per hour per door, i.e. 36 openings per hour for
the RDC.

The door operations executed by the motors were programmed to
open the door blades to 90◦ at a speed of 45 ◦∕𝑠, then hold that position
for 20 s before closing it at the same speed, resulting in a total duration
of 24 s for a complete door opening. After the period of door operations,
all doors were left closed and the data were collected for the RDC at
idle state for another 5 h 45 min.

To give an overview of the full experiment, Fig. 3 shows the
measured return, discharge and interior air temperatures during the full
experiment. Here, the increased variations in temperatures during the
period of door operations are shown. For a more detailed view of the
temperatures, see Figs. 4 and 6.
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Fig. 2. Drawing of the RDC used for the validation experiment where locations for sensors are indicated together with the dimensions of the RDC. The three triangles represent
the thermocouples located in the gross volume of the RDC. The circles represent the position of the temperature and humidity sensors, located in the duct before and after the
heat exchanger in the back.
Fig. 3. Temperature overview for the full duration of the experiment. The larger variations during the first 4 h 35 min are caused by the door operations. Later, the RDC was left
at idle state, allowing the temperature to stabilise.
3.1. Boundary conditions and input parameters

Table 1 presents the boundary conditions and performance param-
eters used for the validation. The values for 𝐾𝐸𝑛𝑣, �̇�𝐼𝑑𝑙𝑒 and 𝑚𝑂𝑝𝑒𝑛𝑖𝑛𝑔
were found by performing the Co-Heating test series following the
methodology presented in [39].

3.2. Validation of temperatures

For the period with the RDC at idle state, the measured mean return
air temperature was 6.94∕7.02 ◦C in the centre and the right section of
the RDC, respectively, whereas the calculated value was slightly higher,
that is 7.12 ◦C. The standard deviation for the measured values during
the same period was 0.40∕0.33 ◦C compared with the calculated value of
0.56 ◦C. Considering the accuracy of the temperature sensors and the
stochastic errors by the control system, the results are showing good
conformity. Moreover, for the period of door openings, the model is
showing good conformity, as shown in Table 2.

Fig. 4 shows a more detailed view of the temperature variations
taken 4 h after the door operations were stopped. Here, the span
of temperature variations and compressor cycling times of the model
corresponds well with the experiment. As shown, the estimated 𝑇
6

𝐷𝐴𝑅𝐴
Table 2
Mean, median and standard deviation of temperature variations for Return air and
Discharge air temperature, as calculated by the model and measured during the
experiment.

Return air (𝑇𝑅𝐴) Discharge air (𝑇𝐷𝐴)

Mean Median STD-dev Mean Median STD-dev

No Openings
Model 7.12 7.16 0.56 4.18 4.29 1.34
Experiment 6.94/7.02 6.89/6.99 0.40/0.33 3.44/3.73 3.24/3.52 1.42/1.18

6 openings h−1

Model 7.01 7.01 0.72 3.68 3.91 1.34
Experiment 7.37/7.47 7.3/7.41 0.45/0.44 3.36/3.54 3.10/3.40 1.36/1.18

follows both the measured 𝑇𝐷𝐴𝑅𝐴 and the two measurement points in
the RDC display volume, 𝑇𝑅𝐷𝐶,𝑖. The calculated return air temperature,
𝑇𝑅𝐴,𝑀𝑜𝑑𝑒𝑙, varies between 6.2 and 8.0 ◦C in the model whereas the
measured 𝑇𝑅𝐴 has a slightly narrower span, between 6.4 to 7.7 ◦C.

The calculated discharge air temperature does also follow the mea-
sured values with good conformity. During the cooling cycle, the lowest
calculated temperature is approximately 0.5 ◦C higher than the lowest
measured temperature.
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Fig. 4. Closer view taken 8 h 45 min after the start of the experiment, which shows
the temperature variations in the RDC at idle state (Doors closed), simulated in
Thermostat-mode.

Fig. 5. Closer view taken 8 h 45 min after the start of the experiment, which shows
the temperature variations in the RDC at idle state, both measured and as calculated
with the model in Input-controlled mode. Here with the measured 𝑇𝐷𝐴𝑅𝐴 as input for
the control system.

The model was also validated in Tracking-mode where it was set
to follow the measured 𝑇𝐷𝐴𝑅𝐴 temperature. Based on the difference
between the calculated and measured values of 𝑇𝐷𝐴𝑅𝐴, the magnitude
of the fictitious heat sink from Eq. (15) was adjusted at every time
step. Thereafter, a new evaporator temperature is evaluated as defined
in Eq. (14). Finally, the dependent variables are evaluated based on
the heat extraction caused by the evaporator domain as described in
Eqs. (9)–(13). In Fig. 5, the measured and calculated temperatures are
shown from the same period as in Fig. 4. Unlike Fig. 4 the measured
and calculated 𝑇𝐷𝐴𝑅𝐴 are overlaying in this case, confirming that the
control strategy applied in the model is adequate. By following the mea-
sured 𝑇𝐷𝐴𝑅𝐴, the earlier explained time lags due to irregular operation
of the compressor are avoided, although some differences do exist. The
return air temperature amplitude of the model is approximately 0.1 ◦C
igher than the measured, whereas the mean return air temperatures
7

Fig. 6. Closer view taken 2 h 54 min into the validation experiment, with doors
operated 6 times per hour per door. The generally larger variations in temperature and
local smaller peaks represent the effects of door openings. The calculated temperatures
and cycle time with the model in Thermostat-mode show good conformity with the
measured values.

are equal for both the model and the experiment. Furthermore, the
calculated mean discharge air temperature is 0.74∕0.45 ◦C higher than
that of the measured temperature. This is partly a consequence of the
time-lag and thermal inertia, which affects the air from when it leaves
the evaporator to when it affects the 𝑇𝐷𝐴𝑅𝐴 measurement, which is used
as input for the model.

For the period when door operations were present, both the mea-
sured and calculated temperatures vary significantly more than at the
idle state, as shown in Fig. 6. The calculated 𝑇𝐷𝐴𝑅𝐴 shows more pro-
ounced discrepancies from the measured values. In addition, the local
eaks caused by the warm infiltrating air coming through the opened
oors are slightly more prominent in the model than the measured
𝐷𝐴𝑅𝐴. The change registered in the measured temperature in the
ross volume, 𝑇𝑅𝐷𝐶,𝑖, is conversely significantly larger for some door
penings. This is due to the local position of the thermocouple in the
DC where it responded almost instantly to the infiltrating air, whereas

he modelled thermal inertia of the RDC limits the change of 𝑇𝐷𝐴𝑅𝐴.
Fig. 7 presents the results from the model ran in Tracking-mode

ver the same period. Here, the calculated values are showing better
onformity with the measurements. There are, however, some signifi-
ant discrepancies in the momentary calculated discharge air temper-
ture, which is a consequence of over-compensation by 𝑄𝐴𝑑𝑗𝑢𝑠𝑡 for the
iscrepancies that were visible in Thermostat-mode.

As shown in Fig. 6, the local peaks caused by door openings are
ore prominent in the model than in the measured 𝑇𝐷𝐴𝑅𝐴. Conse-

uently, in Tracking-mode, when the model is forced to follow the
easured 𝑇𝐷𝐴𝑅𝐴, the calculated heat exchanger temperature responds

o smooth the temperature(𝑇𝐷𝐴𝑅𝐴), thereby the discrepancies in the
ischarge air.

Furthermore, for the return air, the calculated and measured tem-
eratures are showing good conformity. The local peaks are slightly
ore prominent and the mean temperature is approximately 0.2 ◦C

ower.

.3. Duration of refrigeration cycles and temperature change rate

Another aspect that shown in Fig. 6 is that the refrigeration cycles
re slightly shorter in the model than in the experiment. To visualise
his variation in cycle duration, Fig. 8 plots the duration of cool down
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Fig. 7. Closer view taken 2 h 54 min into the validation experiment, with door
operated 6 times per hour per door. The model operated in Tracking-mode, following
the measured 𝑇𝐷𝐴𝑅𝐴 as input. Although, there is a good conformity between calculated
and measured temperatures, a slight over-prediction of lowest temperatures is shown,
possibly due to time-lag.

and heating period for each refrigeration cycle. The duration of the
heating periods while the doors are operated is estimated to 177–178 [s]
by the model compared with a larger range, i.e. between 173–215 [s]
n the experiment. The duration of the cooling part of the refrigeration
ycle while the doors are operated is 122–123 [s] in the model compared
ith 115–151 [s] in the experiment. When the RDC is at idle state,
ithout openings, the cooling duration decreases slightly because of the
ecreased thermal loads, i.e. to 112.8 [s] in the model compared with a
ange between 110–123 [s] in the experiment. For the same reason, the
eating time increases significantly, to 216 [s] in the model and a range
etween 207–233 [s] in the experiment.

As shown in Fig. 8, the model generally under-predicts the heating
uration when the doors are operated. However, notably, the measured
ycling times during the same period varied substantially, most proba-
ly due to stochastic errors in the measurements or lag in the controls,
hich were not considered in the model.

Another way to compare the accuracy of the prediction without the
nterference of the control system is to use the temperature change
ate 𝛿𝑇𝐷𝐴𝑅𝐴∕𝛿𝑡 over each cooling or heating cycle. As shown in Fig. 9,
he temperature change rate is almost constant during each separate
cenario. As expected, it is slightly higher while the doors are operated
ompared with when the RDC is at idle state. In contrast to the mea-
ured trend, the calculated temperature change rate is slightly faster
or the cooling when the doors are operated. This is a consequence
f the ideal refrigeration system that is applied in the model. As the
efrigeration capacity is constant, the heat exchanger temperature in
he model decrease with the duration of the cooling cycle, resulting
n an increased heat extraction rate and therefore a faster temperature
hange rate.

.4. Validation of heat extraction

Besides the temperatures, the model also calculates the heat extrac-
ion rate of the RDC. Fig. 10 shows the accumulated extracted energy.
he model estimates 35.85 [𝑀𝐽 ] to have been extracted during the
eriod when the doors were operated, which is 4% higher than the
easured value of 34.51 [𝑀𝐽 ]. During the period where the RDC is at

dle state, the model estimates that 37.96 [𝑀𝐽 ] was extracted compared
ith 37.83 [𝑀𝐽 ] as measured during the experiment, i.e. a marginal
8

Fig. 8. The calculated and measured durations of heating and cooling cycles during
the experiment, with operated doors (until 4 h 35 min) and at idle state (until 10 h
0 min). The modelled cycling times (red and blue lines) are constant and only shifted
tep-wise once the door operations stopped, whereas the measured cycling times vary
ignificantly over the full duration of the experiment. The magnitude of the calculated
alues corresponds well with that of the measured values.

Fig. 9. Temperature decrease and increase rate for the RDC during the validation
experiment. The model slightly over-predicts the temperature increase and decrease
rates during the period of door openings. At idle state, the model shows good
conformity with the measured values.

difference of 0.3% only. For the full duration of the experiment, the
total measured extracted energy was 72.34 [𝑀𝐽 ], which is 2% lower
than the calculated value of 73.81 [𝑀𝐽 ].

For the model run in Tracking-mode following the measured 𝑇𝐷𝐴𝑅𝐴,
he accumulated extracted energy while the doors were operational is
stimated to be 34.85 [𝑀𝐽 ] and 37.95 [𝑀𝐽 ] at idle state, which are

both within 1% of the measured quantities. This indicates that the
thermal loads for the RDC are correct and that the noted discrepancies
between the measured and calculated results are from the stochastic
errors caused by the control system.

Fig. 10 also shows the measured and calculated 15 min average
heat extraction rate for the complete test period. As shown, the varia-
tions in the model are significantly smaller than the variations in the
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Fig. 10. Accumulated heat extraction energy during the experiment. A slightly steeper
gradient during the period of door openings indicating an increased heat extraction
rate during this period.

experiment. When the model is running in Thermostat-mode, the heat
extraction is stable over the periods, as expected. However, when ran
in Input-control mode, the model inherits the errors from the control
system in the experiment and shows the results with larger variations.
The ambient conditions were stable at 24 ◦C during the time of the
oor openings and then increased by 1 ◦C when the doors were left
losed. Hence, this shift should not have affected the 15-𝑚𝑖𝑛 mean heat
xtraction rate. Instead, it is likely that inaccuracies and underlying
ontrol strategies in the control system cause these variations. Some
arts of the variations are a consequence of the fact that the heat
xtraction has a periodicity of 5 min, i.e. if the 15 min average period
s including parts of a cooling-cycle it would be slightly higher.

.5. Validation of condensation

The amount of water vapour condensing in the RDC is also cal-
ulated in the model, based on the de-humidification by the heat
xchanger. Analogous to the extracted energy, the total accumulated
mount of water from the RDC was calculated and compared with the
easured amount, as shown in Fig. 11. As mentioned previously, the

ystem for measuring the water from the RDC was triggered by the
loating switch when approximately 500 ml of water was accumulated,
hich was then evacuated through the flow meter where the volume
as measured more precisely. Therefore, to compare the results, the

ero-reference value was chosen to be the first measuring point in the
eriod of door openings, i.e. 40 min into the experiment.

During the remainder of the period with door openings, a to-
al accumulation of 1.735 [kg] was estimated by the model ran in
hermostat-mode compared with the measured quantity of 1.601 [kg].

Hence, the model does over predict the amount of condensate water
during the period of door openings by 8% in this mode. While if
instead being operated in Tracking-mode, the estimated mass of accu-
mulated water was 1.585 [kg], which is only < 1% higher than the
measured quantity. During the following period where the RDC is
left idle, the model ran in Thermostat-mode estimated the accumulated
ondensate mass to be 1.653 [kg] compared with the measured value
f 1.626 [kg], which corresponds to an over-prediction of 1.6%, for the
ull period. Finally, for the same period but in at Tracking-mode, the

model estimated the accumulated condensate to be 1.625 [kg], which
s a negligible difference from the measured quantity. However, note
9

Fig. 11. Accumulated condensate water during the experiment. Measurement starting
reference point at 40 min into the experiment period due to the measurement strategy
chosen in the experiment.

that the error does vary within the period for the model ran in both
modes. This is due to the fact that the accumulation of condensation
is accounted for instantly in the model, whereas in the RDC there
is a certain time lag between the condensation, drip off from the
evaporator, measurement by the evacuation pump and flow meter. The
validation does however confirm that the model is predicting the total
accumulation of condensation accurately over the experimental period.
Hence, since the condensation is a consequence of the infiltration rate
and the air moisture conditions, the well-aligned results indicate that
the infiltration process is accurately depicted in the model.

3.6. Sensitivity analysis

In general, the results from the model are showing good conformity
with those from the validation experiment. Errors in the results due
to simplifications in the model, in input data, and the inaccuracy
of the measuring equipment are expected. In this section, the input
parameters are varied to evaluate how each parameter affects the
results.

The ambient conditions were varied to represent the uncertainties
in the measurements during the validation experiment, i.e. ±1 ◦C and
±2% 𝑅𝐻 . The infiltration rate was evaluated following the Co-heating
method described in [39]. To accommodate for any errors in these tests,
the infiltration rate was varied ±10% for both the constant infiltration
through the gaps (�̇�𝐼𝑛𝑓 ,0) and the time-varying infiltration caused by
door openings (�̇�𝐼𝑛𝑓 ,𝑂𝑝𝑒𝑛𝑖𝑛𝑔).

As shown in Table 3, the variation in infiltration through the gaps
affects the evaluated parameters significantly more than the variation
in infiltration by door openings. Furthermore, a measurement error
or change in the ambient temperature of ±1 ◦C would influence the
heat extraction by approximately ±7% and the amount of condensate
would be affected by almost ±20%. In analogy, a change in RH by ±2%
would affect the amount of condensed water with ±15–17% and the
heat extraction rate by approximately ±2%.

4. Parametric study on refrigeration cycle time

By reducing the electrical power demand for refrigeration, the
supermarket could assist in balancing the grid. As the introduction
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Table 3
Results from sensitivity study of RDC model where parameters for ambient conditions and infiltration was varied.

Original −1◦C +1◦C RH −2% RH +2% Inf −10% Inf +10% Door −10% Door +10%

𝑇𝑅𝐴𝐷𝐴,𝐼𝑑𝑙𝑒 [◦ C] 5.66 5.66 (0.1%) 5.67 (0.2%) 5.67 (0.2%) 5.66 (0.1%) 5.67 (0.2%) 5.66 (0.1%) 5.66 (0.0%) 5.66 (0.0%)
𝑇𝑅𝐴𝐷𝐴,𝐷𝑜𝑜𝑟 [◦ C] 5.35 5.49 (2.7%) 5.46 (2.1%) 5.32 (−0.5%) 5.40 (1.0%) 5.29 (−1.1%) 5.43 (1.5%) 5.36 (0.3%) 5.36 (0.3%)
𝛥𝑡𝐶𝑜𝑜𝑙𝑖𝑛𝑔,𝐼𝑑𝑙𝑒 [𝑠] 111.6 110.5 (−1.1%) 115.2 (3.2%) 110.7 (−0.8%) 112.7 (0.9%) 110.9 (−0.7%) 114.6 (2.6%) 111.7 (0.0%) 111.6 (0.0%)
𝛥𝑡𝐶𝑜𝑜𝑙𝑖𝑛𝑔,𝐷𝑜𝑜𝑟 [𝑠] 126.4 120.0 (−5.1%) 128.0 (1.3%) 125.4 (−0.8%) 125.2 (−0.9%) 125.1 (−1.0%) 126.7 (0.2%) 124.6 (−1.4%) 126.6 (0.1%)
𝛿𝑇𝐶𝑜𝑜𝑙,𝐼𝑑𝑙𝑒∕𝛿𝑡 [◦ C∕s] −0.0300 −0.0307 (2.3%) −0.0291 (−3.0%) −0.0302 (0.9%) −0.0297 (−0.9%) −0.0306 (2.1%) −0.0292 (−2.7%) −0.0300 (0.0%) −0.0300 (0.0%)
𝛿𝑇𝐶𝑜𝑜𝑙,𝐷𝑜𝑜𝑟∕𝛿𝑡 [◦ C∕s] −0.0250 −0.0283 (13.2%) −0.0247 (−1.2%) −0.0253 (0.9%) −0.0253 (1.0%) −0.0255 (1.7%) −0.0250 (−0.2%) −0.0254 (1.6%) −0.0248 (−1.1%)
𝛥𝑡𝐻𝑒𝑎𝑡𝑖𝑛𝑔,𝐼𝑑𝑙𝑒 [𝑠] 217.25 231.20 (6.4%) 202.76 (−6.7%) 221.68 (2.0%) 213.01 (−1.9%) 227.48 (4.7%) 206.26 (−5.1%) 217.24 (0.0%) 217.25 (0.0%)
𝛥𝑡𝐻𝑒𝑎𝑡𝑖𝑛𝑔,𝐷𝑜𝑜𝑟 [𝑠] 174.51 203.48 (16.6%) 172.71 (−1.0%) 175.79 (0.7%) 174.36 (−0.1%) 176.28 (1.0%) 172.95 (−0.9%) 176.25 (1.0%) 174.38 (−0.1%)
𝛿𝑇𝐻𝑒𝑎𝑡𝑖𝑛𝑔,𝐼𝑑𝑙𝑒∕𝛿𝑡 [◦ C∕s] 0.0145 0.0135 (−7.0%) 0.0156 (7.2%) 0.0142 (−2.1%) 0.0148 (2.0%) 0.0138 (−5.2%) 0.0153 (5.2%) 0.0145 (0%) 0.0145 (0%)
𝛿𝑇𝐻𝑒𝑎𝑡𝑖𝑛𝑔,𝐷𝑜𝑜𝑟𝑠∕𝛿𝑡 [◦ C∕s] 0.0187 0.0163 (−13.1%) 0.0198 (5.5%) 0.0184 (−1.8%) 0.0191 (1.9%) 0.0181 (−3.4%) 0.0193 (2.8%) 0.0183 (−2.0%) 0.0192 (2.6%)
𝑚𝐶𝑜𝑛𝑑,𝐼𝑑𝑙𝑒 [𝑔∕𝑠] 0.0810 0.0642 (−20.8%) 0.0986 (21.8%) 0.0666 (−17.8%) 0.0955 (17.9%) 0.0713 (−12.0%) 0.0908 (12.2%) 0.0810 (0.0%) 0.0810 (0.0%)
𝑚𝐶𝑜𝑛𝑑,𝐷𝑜𝑜𝑟 [𝑔∕𝑠] 0.1219 0.0943 (−22.7%) 0.1433 (17.5%) 0.1036 (−15.1%) 0.1384 (13.5%) 0.1119 (−8.3%) 0.1302 (6.8%) 0.1180 (−3.3%) 0.1260 (3.4%)
�̇�𝐻𝐸,𝐼𝑑𝑙𝑒 [𝑊 ] 1848 1725 (−6.6%) 1971 (6.7%) 1806 (−2.2%) 1883 (1.9%) 1743 (−5.6%) 1947 (5.4%) 1847 (0.0%) 1847 (0.0%)
�̇�𝐻𝐸,𝐷𝑜𝑜𝑟 [𝑊 ] 2286 2135 (−6.6%) 2438 (6.7%) 2235 (−2.2%) 2330 (1.9%) 2157 (−5.6%) 2408 (5.4%) 2286 (0.0%) 2286 (0.0%)
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Fig. 12. Heating duration for the RDC plotted against the allowable temperature limits,
to account for different types of stored goods. By increasing the allowable temperature
range, the heating duration increases. The original allowed temperature range was
1.275 ◦C.

presents, the demand response capacity of an RDC is ultimately depend-
ing on the duration for which it can be operated without requiring any
active heat extraction. Thus, the longer the heating period is, the larger
the flexibility for load shifting in the electrical grid. To gain further
insights in how adjustable variables affect this issue, a parametric study
on how some selected performance parameters of the RDC affect the
heating duration was conducted. Within a supermarket, this flexibility
could be used for load scheduling to allow the compressor to run at an
optimal level, i.e. for energy efficiency measures. Where appropriate,
the theoretically most favourable condition for the heating duration is
included in the analysis to serve as a reference when interpreting more
realistic conditions.

As a starting point, the effects of a varying accepted temperature
range for the thermostat control is evaluated. Some products, such
as meat, are more sensitive to temperature variations whereas other
products, such as cold beverages, have a larger accepted range of tem-
perature variations. Hence, the heating duration would be expected to
increase with the larger accepted temperature range. This is confirmed
in Fig. 12 where the 𝛥𝑡𝐻𝑒𝑎𝑡𝑖𝑛𝑔 is plotted towards accepted temperature
span, assuming a mean temperature in the RDC set to 6 ◦C.

As shown, the time it takes to heat from 𝑇𝑀𝑖𝑛 to 𝑇𝑀𝑎𝑥 increases
significantly as the difference between the two increases. For the RDC
in the setup as in the validation experiment, the accepted temperature
variations were ±1.275 ◦C, resulting in a heating duration of 217 s. This
eating duration would have increased by 48% to 322 s if the control
ystem allowed variations of ±2 ◦C, or as high as 742 s if ±4 ◦C is
10

m

Fig. 13. Heating duration for the RDC with respect to overall heat transfer coefficient
of its envelope. An infinitely isolated RDC envelope would require 365 s to heat up,
compared with 217 s in its original appearance.

allowed, which could be the case for less sensitive products such as
sodas etc.

An area that has gained a lot of attention when developing energy-
efficient RDCs is the thermal transmittance of the walls and doors,
which defines the heat transfer coefficient of the RDC. For an infinitely
insulated RDC, the heat transfer coefficient of the envelope, 𝐾𝐸𝑛𝑣 =
[W∕K], i.e. no heat losses through the envelope. Such ideal RDC
ould still heat up due to infiltration, which results in a heating
uration of 365 s. The heat extraction rate would, however, decrease
y 41% for the case of the RDC at idle state under the same conditions
s used in the validation experiment. By contrast, in case the thermal
eat transfer coefficient increases to 50 [W∕K] due to the degradation
f insulation materials, the heating duration decreases by 19.5 s and the
eeded heat extraction increases by 10% for the scenario with no door
penings. Fig. 13 plots the heating duration for a parametric sweep of
𝐸𝑛𝑣 between 0 to 50 [W∕K].

Another aspect that significantly affects the thermal loads and,
hereby, the heating duration is the infiltration of ambient air. In
n ideal RDC, there would be no infiltrating air, which would have
esulted in a decreased heat extraction rate by 51%. In addition, the
eating duration would have increased to 442 s as shown in Fig. 14
here the heating duration is plotted towards the infiltration rate.

Another approach to increase the time it takes for the RDC to heat
p is to increase its active thermal mass. To evaluate this effect, the
hermal capacity of the heat exchanger was adjusted to represent a
ass increase of 0–100 [kg] or in terms of increased heat capacity of
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Fig. 14. Heating duration for the RDC with respect to the air infiltration through the
aps in the envelope. An airtight RDC would take significantly longer time to increase
ts temperature than the original design.

Fig. 15. Heating duration for the RDC plotted towards the relative increase of active
thermal mass, modelled as an additional mass of the heat exchanger.

0–64250 [J∕K]. As shown in Fig. 15, the heating duration in this case
increases by approximately 1.8 [s∕kg].

As demonstrated above, the thermal performance of an RDC affects
ignificantly the heating duration and, consequently, the demand re-
ponse capacity of the refrigeration system. Further details, analysis and
ptimisations of these parameters are important future directions for
he development of topics for supermarkets, as resources for demand
esponse. This is, however, beyond the scope of this article.

. Using the model to estimate available flexibility

In the validation section, it was concluded that the model estimates
he temperatures and heat extraction rate with good conformity both
n Tracking-mode and Thermostat-mode. By using live temperatures from
n RDC, the model can be used to predict the near future temperature
or different scenarios that the RDC could be exposed to in operational
11

d

Fig. 16. Plot showing the temperature development for 𝑇𝐷𝐴𝑅𝐴 for the RDC exposed to
cenario 1–4. Here it can be seen that it takes 159–217 s for the RDC to heat to 8 ◦C,
r 59–74 s to cool to 4 ◦C. The dash-dotted line shows the temperature development
ncluding the temporal effects of door openings.

onditions. For example, the heating duration can be predicted or
he time required to cool the RDC from the current temperature to
lower level. By knowing this information, the control system of the

efrigeration system could optimise the scheduling of cooling cycles or
stimate how long the system could be operated at reduced electrical
ower. The latter can be utilised as a demand response resource in a
mart grid.

Fig. 16 shows an example of the prediction by the model. Here,
he solid black line represents the historical measured 𝑇𝐷𝐴𝑅𝐴 from the
alidation experiment, which the model has used as input in Tracking-
ode until time 0. At time 0, the model is switched to Thermostat-mode
ith four scenarios:

• 𝑆1 - No openings, No Cooling
• 𝑆2 - 6 openings per door per hour, No Cooling
• 𝑆3 - No openings, Active Cooling
• 𝑆4 - 6 openings per door per hour, Active Cooling

Based on the results from the simplified case of the four scenarios
resented above, it is shown that if the refrigeration system could be
urned off at time 0, it would take between 159–217 s to heat up the
DC to the upper limit of the accepted temperature range, 𝑇𝑀𝑎𝑥, or it
ould take 59–79 s to cool down from the current temperature level to

he lower limit of the acceptable temperature range, 𝑇𝑀𝑖𝑛. The dash-
otted lines are showing the temperature development including the
udden change caused by door openings for 𝑆2 and 𝑆4. As shown for
he line representing 𝑆2, the door openings cause the temperature to
ross the upper limit at 114, 132 and 185 s. Therefore, the infiltration
aused by the door openings was averaged to generate a representative
race for the temperature development when the door openings were
ctive.

The number and variations of scenarios can be increased, if this
odel would, for example, be combined with a shopping prediction
odel or similar. In the example presented in Fig. 16, the simulations
ere conducted on a MacBook A1980 with 2.3 GHz Quad-Core Intel
ore i5 with 16 GB RAM, which results in a total calculation time
f less than 0.5 s for all scenarios, i.e. the model prediction could be
pdated at a frequency of 2 [Hz] for four alternative scenarios. Notably,
he simulation time includes the initialisation of the MatLab SimuLink-
odel, i.e. the calculation time per variation would be drastically
ecreased for additional scenarios or multiple RDCs.
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Fig. 17. Normalised daily electrical power demand profile by the medium temperature refrigeration in a 1300 m2 supermarket in Germany. The values are normalised to the
annual mean power demand of 15.17 kW. The data are from annual power demand with an hourly granularity, sorted by time of day and presented in a box plot.
6. Discussion: Hypothetical application of the model in an opera-
tional supermarket

The presented model has been developed to examine and enable
supermarkets to act as a resource for demand response and assist in
balancing the electrical grid. In this section, the model is applied to a
hypothetical supermarket, created to simulate an actual supermarket.

Fig. 17 shows the hourly variation of power-demand for medium
temperature (2–6 ◦C) refrigeration over a day, normalised to the an-
nual mean (15.17 [kW]) for the 1 300 m2 actual supermarket, used as
reference. As shown, the power demand is approximately 10–20% below
average during mornings and evenings, whereas it is 15–25% above av-
erage just after noon. At 23:00 there is a defrost event, causing several
RDCs to have an increased heat extraction demand to compensate for
the over-temperatures indicating 50% higher power demand than the
annual average. Based on the highest recorded hourly power demand,
which is approximately 60% higher than the average, the rated power
of the compressors is at least in this magnitude.

This implies that in case of excess energy in the electrical grid,
the supermarket could absorb electricity by running the compressors
at their rated power demand until the RDCs have reached their lower
temperature limit, 𝑇𝑀𝑖𝑛. Alternatively, at times of energy deficiency in
the grid, the supermarket could potentially decrease its power demand
to near-zero, for the duration it takes for the RDCs to heat up to the
upper temperature limit, 𝑇𝑀𝑎𝑥.

It should be explicitly mentioned that the selected supermarket in
the presented example is equipped with RDCs of the same brand and
model as the one used for validation in this study, making it suitable
as a reference. Within the supermarket, there are, however, 62 doors
distributed over 15 RDC modules, i.e. some modules are shorter than
the one used for validation.

To illustrate how the model can be used to evaluate the potential
demand response of a supermarket, a hypothetical supermarket with
11 RDC modules identical to the one used for the validation within
this study was constructed, i.e. a total of 66 doors.

In the hypothetical example, it is assumed that the supermarket
operates all RDCs as in the validation experiment with a temperature
set-point range of 𝑇𝐷𝐴𝑅𝐴𝐺,𝑆𝑒𝑡 = 4.85–7.40 ◦C. Then, at the time of
the demand response signal, the control system widens the range of
accepted temperatures to 𝑇𝐷𝐴𝑅𝐴,𝑆𝑒𝑡 = 4–8 ◦C. The initial conditions of
the RDCs are taken from a measured refrigeration cycle where 𝑇𝐷𝐴𝑅𝐴𝐺
varied between 4.25–7.00 ◦C, which is analogous to the input data used
in the example presented in Fig. 16.

Assuming that the RDCs are evenly distributed in time in their
individual refrigeration cycles, then 4 (34%) of the RDC would be
actively cooling and 7 (66%) of the RDCs would be passively heating
12
Fig. 18. Top: Number of active RDC at a specific time after a demand response signal
to reduce power demand. Bottom: Number of active RDCs after a demand response
signal to increase power demand to absorb energy.

up. By applying the four scenarios, namely 𝑆1–𝑆4 mentioned above, we
can estimate the number of RDCs that would require active cooling at a
given time after a demand response signal to turn off the refrigeration
system; or, alternatively, for what duration the compressors could be
operated at increased power. Fig. 18 shows, the result of a simulation
with the four scenarios.

In the upper figure, the response to a request to lower the power is
shown. At idle state, 𝑆1, the RDCs could be kept off for 127 s before the
warmest RDC requires active cooling again, whereas at the scenario,
𝑆2, with 6 door openings per door, the request would come already
after 83 s. The cooling demand then gradually increases as more and
more RDCs are reaching the upper limit of 8 ◦C. Finally, it culminates
when 7 (𝑆1) ∕ 8(𝑆2) RDCs simultaneously request active cooling.

For the case of a demand response signal requesting the supermarket
to absorb energy, all RDCs could be activated and would be able to run
at full power for 17 s at idle state, 𝑆3, or 29 s as in the case of doors
being operated as in 𝑆4, before the coldest would have reached the
lower limit of 4 ◦C. However, 8 or more RDCs could be active for 33 ∕ 47
s before the lower limit is reached, contributing to a 50% increased heat
extraction demand.
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In the scenarios presented above, the RDCs are only controlled in-
dividually by a thermostat control script that activates and de-activates
the refrigeration for the individual RDC based on the temperature
limits and the RDCs current temperature. Through the implementation
of more sophisticated algorithms for control, the heat extraction rate
demand curve could be manipulated to benefit the grid better. For
example, the valley of zero active RDCs after responding to a demand
response signal could be mitigated by activate cooling before reaching
the upper limit. This would also help in harmonising the cooling
requests and, thereby, ensuring that the compressors are operated at
optimal levels.

The scenarios used in the example above are applied to all RDCs si-
multaneously, which is unlikely to occur in an operational supermarket
during opening hours. Most likely, the door opening frequency will be
intermittent with significant variations in time and between different
RDCs. By contrast, during the time outside of the opening hours, the
two scenarios (𝑆1 𝑎𝑛𝑑 𝑆3) that represents the RDC at idle state are likely
o represent the supermarket adequately, giving a good indication of
he demand response capacity at these times.

To further examine the demand response capacity during the open-
ng hours, the data on door operations such as the data-set presented
n [43] should be integrated, and the thermal performance data from
he specific cabinets should be generated.

. Conclusion

This work presents a computationally efficient yet accurate hygro-
hermal model of a refrigerated display cabinet together with a method-
logy to evaluate and enable demand response by supermarket refriger-
tion systems. The model generates results for return air, discharge air
nd heat exchanger temperature, as well as the mass-flow of condensate
nd heat extraction demand for the RDC, with a temporal granularity of
econds. Unlike other models presented in the literature, this model can
epict operational conditions and customer interactions through door
penings.

The model can be run in two modes, allowing near-future predic-
ions of temperature development and heat extraction demands in the
DC (Thermostat-mode) or optimisation of its refrigeration strategy to
enefit the electrical grid by demand response, or for energy efficiency
urposes (Tracking-mode).

For the tested RDC, with a set-point temperature at approximately
◦C, the difference between the measured and calculated mean return

ir temperature was less than 0.2 ◦C at idle state, and less than 0.4 ◦C
hen doors were operated. The accumulated heat extraction was pre-
icted with an accuracy of 2% over the full length of the experiment in
Thermostat-mode), and estimated with an accuracy of < 1% when the
odel was set to follow the temperature of the RDC (Tracking-mode).

Considering the accuracy of the temperature sensors and the stochastic
errors by the control system, the results are showing good conformity.

From the generated results, it was found that the demand response
capacity can be significantly increased by reducing the amount of
infiltrating air or increasing the available thermal mass within the RDC.
It was also found, based on the results from the model applied to
a hypothetical supermarket, that there exists a potential capacity to
reduce the heat extraction demand to zero for 127 s during non-opening
hours of the supermarket. Alternatively, if all RDCs would be pre-cooled
to its lower set-point (4 ◦C) prior to the demand response request, the
refrigeration system could instead be turned off for up to 322 s. In
both cases, the combined demand response capacity of supermarkets
on a national level would be significant. For the mentioned example of
Germany in the introduction, it would be in the magnitude of 570 MW.

The model was able to generate a complete 5-min ahead forecast of
all parameters of interest for the RDC at four variations of the operation
scenarios, in less than 0.5 s. Thus, the model is found suitable for
integration in control systems to enable control strategies based on
forecasting for demand response purposes and energy efficiency.

Future work is, however, required to further evaluate the capacity
of operational supermarkets and for the integration of the predictive
model for optimising the refrigeration strategies.
13
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