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2 Kurzzusammenfassung

2 Kurzzusammenfassung

In dieser Arbeit werden verschiedene globale Optimierungsprobleme behandelt. Unter

Verwendung einer analytisch modifizierten Embedded-Atom-Methode (MEAM), wur-

den strukturell-energetische globale Optimierungen von Lithium- und Natriumclustern

durchgeführt. Für jede Clustergröße N im Bereich 2 ≤ N ≤ 150 identifizierten wir

mittels des Aufbau-Abbau-Verfahrens bis zu sechs der stabilsten Isomere, woran sich eine

detaillierte energetische und strukturelle Analysen der erhaltenen Li- und Na-Isomere an-

schloss. Für N ≤ 5 liefert die MEAM zum Teil, für Modellpotentiale, untypische Ergeb-

nisse, wie flache oder lineare Clustergeometrien. Neben der strukturellen Optimierung

von Clustern innerhalb kontinuierlicher Suchräume, wurden auch globale Optimierungen

von Materialeigenschaften in diskreten Suchräumen durchgeführt. Unter Verwendung

eines genetischen Algorithmus, ein Bestandteil unseres Inverse-Design-Konzeptes, opti-

mierten wir organische Moleküle hinsichtlich ihres Einsatzes in Solarzellen. Chemische

Intuition kann vereinzelt hilfreich sein, die für die Nutzung von Sonnenenergie vorteil-

haften Substitutionsmuster der Moleküle vorherzusagen und zu verstehen. Zudem er-

weiterten wir unseren Inverse-Design-Ansatz um die Optimierung der Adsorptionseigen-

schaften von Metalloberflächen. Die Umsetzung dieses Vorhabens war herausfordernd

und mit einigen Problemen verbunden. Jedoch konnten auch hier interessante Ergebnisse

erhalten werden, die als Basis weiterer Studien dienen können.
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3 Abstract

3 Abstract

Different global optimization tasks have been treated within this thesis. Using an an-

alytic modified embedded atom method (MEAM), a structural-energetic global opti-

mization of lithium and sodium clusters has been performed. With the Aufbau-Abbau

procedure we identified up to six most stable isomers for each cluster size N within

the size range 2 ≤ N ≤ 150, which was followed by a detailed energetic and structural

analysis of the obtained Li and Na isomers. For N ≤ 5 the MEAM partly yields results

which are unusual for model potentials, such as planar or linear cluster geometries. Be-

sides the structural optimization of clusters within continuous search spaces, also global

property optimizations within discrete search spaces have been performed. Employing a

genetic algorithm, a part of our inverse design concept, we optimized organic molecules

with respect to their usage within solar cells. Occasionally chemical intuition may help

to predict and to understand the substution patterns of the molecules that may be ben-

eficial for solar energy harvesting. Moreover, we extended our inverse design approach

to the optimization of the adsorption properties of metal surfaces. The implementation

of this project was challenging and associated with several problems. However, also

here interesting results could be obtained, which can serve as starting point for further

investigations.
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4 Preface

4 Preface

A part of the work in this thesis, i.e. the global optimization of alkali clusters (part

II) and the optimization of the solar harvesting properties (part III, chapter 12), was

published in two articles. No results for the investigation of the adsorption properties of

transition metal surfaces (part III, chapter 13) have been published until now.

The Fortran codes used for the global optimization of the clusters are based on already

existing programs written by V. G. Grigoryan. These codes were rewritten and adjusted

to the problems under study by K. Huwig. The energetic and structural analysis of the

clusters was performed with a code provided by M. Springborg.

The genetic algorithm for the global optimization of the solar energy harvesting proper-

ties is based on a program also provided by M. Springborg. This program was rewritten

by C. Fan and K. Huwig in parts and adjusted to the treatment of organic molecules.

The genetic algorithm for optimizing the adsorption properties of transition metal sur-

faces was implemented in Python by K. Huwig and combined with the Atomic Simulation

Environment (ASE) [1, 2]. Multiprocessing [3] was employed to parallelize this genetic

algorithm.

The Slater-Koster files, including the parametrizations for the DFTB method, were taken

from dftb.org [4] and the potential files for DFT calculations were taken from the Virtual

Vault for Pseudopotentials. [5]

The invesigations concerning the alkali clusters and the dye solar cells and have been

published in the following articles:

1. Structural-energetic GO of Li and Na clusters (part II in this thesis)

K. Huwig, V. G. Grigoryan and M. Springborg, Global Optimization of Li and

Na Clusters: Application of a Modified Embedded Atom Method. J. Clust. Sci.,

31(4):769-790, 2020.

2. Solar energy harvesting (part III, chapter 12 in this thesis)

K. Huwig, C. Fan and M. Springborg, From properties to materials: An efficient

and simple approach. J. Chem. Phys., 147(23):234105, 2017.

Moreover, in my bachelor thesis I already did some preliminary work on the global

optimization of sodium clusters. However, smaller, not fundamental errors within the

source codes have been removed for the work done in the present thesis. Furthermore,

the limited period of time during the bachelor project prohibited the extensive studies in
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4 Preface

this thesis. Therefore, with this improved source code, also a much more extended and

thorough search for the clusters’ global minimum structures could be performed now.

Within the Bachelor thesis, only sodium clusters NaN with 2 ≤ N ≤ 60 and up to three

isomers for each cluster size have been considered. Here, we took up to six isomers for

each cluster size and LiN and NaN clusters with 2 ≤ N ≤ 150 into account. A much

more extensive global optimization procedure and a much more detailed energetic and

structural analysis has been performed. Moreover, it has to be stressed that none of the

preliminary results included within my bachelor thesis have been used for the present

work.

21



5 Introduction

5 Introduction

Synthesized or isolated chemical compounds have been documented since the beginning

of the 19th century and until the year 2015 an exponential increase in the number of new

chemical compounds can be observed [6]. In this connection nowadays total chemical

space, consisting of all thermodynamic stable structures, is indiscribable large. In the

search for drug-like compounds with up to 30 atoms, consisting only of carbon, oxygen,

nitrogen and sulfur, in total 1060 different organic molecules would have to be examined

[7]. Another example would be the theoretical investigation of a pseudo-binary alloy of

the general composition A0.25B0.75C with 128 lattice sites, with the cationic sites occu-

pied either with element A or B. Roughly 1014 different alloys with potentially different

electronic properties are possible [8]. Hence, regardless of whether doing experimental

or theoretical work, in the field of materials design scientists face the big challenge of

huge search spaces.

Exploring these chemical spaces using heuristical trial-and-error approaches of classical

science is time-consuming, expensive and inefficient. With the rise of more advanced

technologies combinatorial chemistry and high-throughput-screening methods came up,

which are applied mainly in heterogeneous catalysis [9, 10] and drug design [11, 12], but

also in other fields of materials science [13]. The automatized, experimental combinato-

rial and high-throughput techniques involve the parallelized generation of an enormous

number of chemical compounds and their subsequent parallelized screening for desired

properties. Despite the increase in efficiency [10] and the quantitative miniaturization

of single reactions [14, 15], the problem of high financial expenditure, resource and time

consumption still prevails for these experimental methods. Moreover, combinatorial and

high-throughput techniques are not suitable for every area of materials science and often

trial-and-error methods are still predominant.

With the advent of increasingly improved computer technologies computational, theoret-

ical investigations became more and more important for the assistance of experimental

research. Not only within the aforementioned high-throughput approaches computa-

tional methods became a valuable tool [13, 16, 17], now theoretical calculations are an

integral part of many fields of modern science [18, 19, 20, 21, 22].

Particularly in the case of the chemical space problem the use of computers plays an

important role in science [23, 24]. Due to the huge search spaces met in materials design,

an exclusively experimental strategy is often not appropriate. The prescreening of these

chemical spaces using computational methods is time and cost saving and enables a sub-
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5 Introduction

Figure 5.1: Illustration of the chemical space problem and a possible solution: a huge search
space with a large number of different chemical structures, represented via the test
tubes, is reduced to a smaller space via computational tools. For instance, the
computational tool may be some global optimization procedure, which is used to
identify certain promising candidate structures. In doing so, the large search space
does not have to be investigated via experimental methods, but instead the smaller
search space can be examined experimentally.

sequent, more targeted utilization of experimental studies. A generalized chemical space

problem and its solution is depicted in figure 5.1. Here, a large search space including

a vast number of chemical compounds (represented by the test tubes) is reduced to a

much smaller space using computers. The remaining systems after the computational

screening are promising candidate structures that may exhibit the desired properties.

Subsequent experimental investigations of the drastically reduced space may be much

more effective than on the initial one.

One opportunity to handle the large amount of chemical and biological information is big

data analysis [25, 26, 27]. A different approach that is used for exploring search spaces is

based on physical and/or quantum-mechanical principles. Using quantum theory some

approximation to the Schrödinger equation describes the electronic structure(s) of the

system(s) of interest. The calculated electronic properties are the basis for the search

for a chemical structure with the desired properties within the corresponding chemical

space. Some algorithm is used to identify that/these structure(s) with the optimal prop-

erties among a wide range of possible compounds. Such (unbiased) global optimizations

are standard problems within theoretical and computational materials design and a lot

of effort has been put into the development of efficient global optimization (GO) proce-

dures [28, 29, 30, 31, 32].

One of the most evident physical-chemical issues is that of identifying the most stable
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geometrical structure of a certain chemical system. Here, the property of interest is

the total energy of the system and the purpose is to find the structure with the low-

est total energy within the search space. This kind of optimization can be referred to

as a global energy optimization (GEO). Special attention has always been paid to the

GEO of clusters [33, 34]. Clusters are nanosized particles, consisting of 2 − 107 atoms

or molecules and they can be homo- or heteroatomic [35]. Moreover, different types of

clusters exist, e.g. metal, rare gase or molecular clusters [35]. The clusters’ properties

are particularly influenced by their large proportion of surface atoms and these proper-

ties vary strongly with the number of particles they consist of. Especially metal clusters

have been the subject of intensive research [36, 37, 38]. For instance, the abundance

spectra of metal clusters revealed that certain cluster sizes appear more frequently than

others, which is in connection with a higher stability of these sizes [37]. To understand

these phenomena as well as the growth patterns and other properties of the clusters, the

identification of the most stable structures (and the metastable isomers) for each cluster

size is very important [34, 39, 40]. Since the experimental investigation of clusters is

cost- and time-intensive the computational determination of the global energy minima

(GEM) of clusters is a central issue in cluster science.

But the total energy is just one of the many possible properties that can be optimized.

In this connection the concept of Inverse Design (ID) comes into play. The structural-

energetic global optimization of a system, introduced above, can also be considered as a

first step in the calculation of properties different from the total energy. After the GO

and the identification of the lowest-energy structures and the metastable isomers, in a

second step in principle any desired property of the GEM (and their isomers) can be

calculated. This means that initially chemical structures are sought and then the prop-

erties of these systems are calculated [41]. This “direct” approach used for exploring

chemical-space can not guarentee to find the structures with the best properties since

the GEM (and the metastable isomers) do not necessarily exhibit the optimal values

concerning another property. The ID strategy, mentioned above, tries to overcome these

drawbacks of the “direct” approach by taking the inverse route to materials design: a

desired property is defined at the beginning of the procedure and subsequently the struc-

tures with the optimal property values are indentified using an optimization algorithm

[41]. Within this global property optimization (GPO) the two-step direct procedure is

replaced via a more targeted and efficient one-step method that does not require the

GEM. This does not, however, mean that the “direct” method or the GEO is redundant

and it can always be substituted via an ID approach. In many other fields of science and,

as stressed before, especially in cluster science, the determination of the lowest-energy
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structures is essential.

In principle there are no limits for ID concerning the system and property to investigate.

The application of ID methods ranges from the design of photonic crystals with optimal

properties [42, 43] to the study of green catalysts for the conversion of biomass [44] and

the optimization of the acidity of naphtol derivatives [45]. Due to the steadily increas-

ing demand for environmentally friendly and resource saving energy supply, there is an

ongoing research on different types for solar cells [46, 47, 48, 49], also via ID [50, 51, 52].

Also the adsorption properties of various systems are scientific problems that can be

treated via property optimization using ID or ID related methods. As examples can be

mentioned the adsorption of methane by zeolites [53] or the adsorption performance of

bimetallic nanoalloys concerning molecular species that occur within catalytic processes

[54].

Regardless of which properties are sought or which chemical systems have to be in-

vestigated, theoretical GO procedures are an important tool in science. It has to be

re-emphasized that without these computational studies, research in many fields of sci-

ence would be much less effective and targeted. Therefore working on and with GO

techniques, whether the development of algorithms or their application to various search

spaces, is of fundamental importance and a frequently occuring challenge.

In general there are two different types of GO algorithms. A GO is termed biased, if

some prior information on the system to investigate is used. This can be structural infor-

mation about the bonding situation within the system or constraints about the positions

of certain molecular fragments. This can enhance the optimization procedure, but may

also lead to an exclusion of possible structures due to the use of these constraints. In

contrast a strictly unbiased GO is performed, if there is no prior information on the

system at all. In practice this exact classification is usually not possible and some prior

knowledge is always involved in a GO process. Hence, it is possible to speak of GO

algorithms that are more or less unbiased. This designation is also related to the kind

as well as the amount of information that is used and this may also differ from case to

case.

In this work theoretical unbiased global optimizations are performed within different

search spaces. Although some prior information on the systems of interests is used, in

order to enhance the optimization procedure and to explore the corresponding chemical

spaces more efficiently, the applied algorithms can be referred to as unbiased optimiza-

tion approaches. An unbiased GEO of alkali clusters is performed as well as an unbiased

GPO concerning solar energy harvesting. Finally, the latter inverse design concept is

expanded to the treatment of adsorption properties of transition metal surfaces.
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This thesis is organized as follows: Within Part I fundamental aspects concerning the

theoretical unbiased global optimizations are discussed. These include basics about

quantum chemical calculations, i.e. foundations of quantum theory, as well as general

considerations concerning GEOs and the GPOs, e.g. potential energy and property

hypersurfaces. The presented basic principles underly the theoretical investigations pre-

sented in part II and III.

Part II deals with an unbiased GEO of Li and Na clusters, consisting of up to 150

atoms. Up to six different isomers are considered for each cluster size. A fast and

efficient semiempirical modified embedded atom method (MEAM), which was initially

developed for bulk alkali metals, is used for this global optimization task. In combi-

nation with the Aufbau-Abbau method, an effective GO algorithm, the simple analytic

formulae of the MEAM enable an extensive investigation of the continuous search spaces

of the clusters. Despite their ideal suitability for such an unbiased optimization, there is

a lack of investigations of alkali metal clusters using embedded atom potentials. Cluster

structures for Li and Na are obtained that are dictated by packing effects and which

are common for a model potential like the MEAM. But there are also cluster geome-

tries that rather would be expected for higher-level theory than for an embedded atom

method, e.g. linear or planar structures. A detailed structural and energetic analysis for

the alkali clusters is performed, including growth patterns of the clusters and structural

similarities between the Li and Na clusters.

Unbiased GPOs are the subject of the third part of this thesis and here, discrete property

search spaces are investigated. Two different studies are presented. A simple and effi-

cient approach, called PooMa (Poor Man’s Material Optimization), is used to optimize

organic molecules with respect to solar energy harvesting properties. As test system we

use benzene derivatives with a pool of 18 different substituents, which can be attached as

functional groups. First, a detailed description of the technical details of this approach

is given, involving a genetic algorithm as global optimization procedure, the chosen per-

formance functions and the used theoretical electronic-structure method, the density

functional tight-binding (DFTB) approach. Several properties are investigated, e.g. the

capability for sunlight absorption or the spatial arrangement of the orbitals within the

organic molecules. A few trends can be identified, where some molecular fragments or

functional groups seem to be beneficial for a certain property. But some molecules’

substitution patterns are not self-explanatory using chemical intuition and are not easy

to understand. The subsequent chapter describes the extension of the PooMa approach

to the adsorption properties of transition metal surfaces. We present the further de-

velopment of our ID method and the associated opportunities, includind the increased
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flexibility and the parallelization of the corresponding source code. The investigated

adsorbent-adsorbate systems are Ni(111)/CO and Ti(0001)/H2. Difficulties concerning

the optimization of the system Ni(111)/CO are discussed as well as first test calculations

with Ti(0001)/H2 are performed. A surface is represented by a slab consisting of several

atomic layers. The positions within the top layer of a slab can either be occupied by a

transition metal atom or a vacancy. Our PooMa approach is used to determine auto-

matically that arrangements of slab atoms/vacancies within the uppermost layer of the

slab, which yield the optimal adsorption energies. Interesting results for the dissociative

adsorption of H2 on the Ti(0001) surface are obtained, with vacancies enhancing the

adsorption properties of the surfaces. These initial studies are a good basis for further

investigations on the adsorption properties of surfaces with PooMa.
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Part I

Global optimization in quantum

chemistry



The GO tasks that are treated within this thesis, include several indispensable com-

ponents. For instance, a computational method has to be chosen that describes the

electronic structure of the systems of interest and/or the interaction between the consti-

tuting atoms. The choice of the method is governed by the type of chemical structures

that have to be investigated, as well as the required accuracy for a reliable description

of the sought properties of these structures. Furthermore, the computational effort of

the chosen theoretical approach is of particular importance. Especially in case of an

unbiased GO within large search spaces, where a large number of structures has to be

optimized to locate that one with the desired properties, too time-consuming methods

are impractical. But, in many cases, a less computationally expensive method exhibits a

lower accuracy. Thus, the reliability of the calculated properties should not suffer from

the simplifications or approximations of the corresponding method. Therefore, often not

an easy task to perform, one has to make compromises concerning the accuracy and the

effort of a given method. In chapter 6 basics in quantum-mechanics are discussed, which

are neccesary to understand the significance of approximations and models that are used

within the computational methods within this work.

The electronic and geometrical structure of the considered system is determined by the

computational method. The electronic and geometrical structure in turn determines the

property of interest. Hence, the desired property depends on the chosen method. Upon

variation of certain parameters of the system, e.g. nuclear position-space coordinates or

composition, a variety of different electronic and geometrical structures and therefore

different properties is created. These many different structures span a huge space, a

hypersurface, consisting of different property values as a function of the varied parame-

ters. Now some procedure has to be chosen to locate the system with the lowest total

energy or optimal property on this hypersurface (or within this search space). In this

connection a GO algorithm determines the way of generating the structures and how

effective the search space is explored during the optimization procedure [39]. In chapter

7 some basic principles and algorithms concerning GEOs and GPOs are briefly being

discussed.
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6 Electronic structure calculations: Quantum theory

6 Electronic structure calculations:

Quantum theory

Initially some introductory remarks on quantum theoretical foundations will be made.

A short overview over fundamental approximations within quantum mechanics is fol-

lowed by a brief description of wavefunction-based methods. Subsequently the density-

functional theory (DFT), which forms the basis for the theoretical methods used in this

thesis, will be discussed.

6.1 Foundations: The Schrödinger equation

According to the first postulate of quantum mechanics some wavefunction

Ψ(~q, ~Q, t) (6.1)

completely determines the state of a quantum mechanical system consisting of N elec-

trons and M nuclei and it is a solution to the time-dependent Schrödinger equation. Here

~q = (~r1, σ1, ..., ~rN , σN ) comprises the position-space coordinates ~ri and the spin coordi-

nates σi of the electrons, ~Q = (~R1,Σ1, ..., ~RM ,ΣM ) the corresponding nuclear coordinates

for position ~Ri and spin Σi and t represents the time. Since we are only interested in

stationary states, we factorize Ψ(~q, ~Q, t), and a product of two functions Ψ(~q, ~Q) · A(t) is

obtained. Using this factorization procedure, the time-dependent Schrödinger equation

can be transformed into the corresponding time-independent form. Only the function

Ψ(~q, ~Q), depending on the position-space and spin coordinates, is of importance for the

further explanations in this thesis. Knowing Ψ(~q, ~Q) for a particular state allows for the

description of the whole system and therefore in principle any property of the system in

this state is accessible. The state function Ψ(~q, ~Q) itself can be obtained by solving the

aforementioned time-independent Schrödinger equation:

Ĥ ·Ψ(~q, ~Q) = E ·Ψ(~q, ~Q). (6.2)

The Schrödinger equation is an eigenvalue problem, with Ĥ being the Hamiltonian, the

total-energy operator, and E being the energy of the considered system. The problem,

though, is that, except for a few model systems (e.g. the particle in a box, the quantum

harmonic oscillator) the Schrödinger equation can not be solved analytically. Beyond
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such simple model systems approximations have to be made. Rewriting the hamiltonian

Ĥ in equation 6.2 as a sum of its parts leads to

(T̂e + T̂n + V̂e−e + V̂n−n + V̂e−n) ·Ψ(~q, ~Q) = E ·Ψ(~q, ~Q). (6.3)

T̂e, T̂n, V̂e−e, V̂n−n, V̂e−n represent the operators for the kinetic energy of the electrons,

the kinetic energy of the nuclei, the potential energy of the electron-electron interaction,

the potential energy of the nucleus-nucleus interaction and the potential energy of the

electron-nucleus interaction, respectively.

Due to the huge difference in mass between the electrons and the nuclei, the much heavier

nuclei are treated as fixed particles: the electrons move very fast when compared to the

movement nuclei and they are able to react immediately to any change in the positions

of the nuclei. So the electrons adjust directly to a new arrangement of the nuclei and

it seems as if the latter did not move at all. The above-mentioned assumptions are

called the Born-Oppenheimer (BO) approximation [55]. Applying this approximation to

equation 6.3 leads to the electronic Schrödinger equation

Ĥe ·Ψe(~q, ~Q) = (T̂e + V̂n−e + V̂e−e) ·Ψe(~q, ~Q) = Ee( ~Q) ·Ψe(~q, ~Q), (6.4)

with Ee( ~Q) = E − V̂n−n and Ψe(~q, ~Q) being the electronic energy and the electronic

wavefunction, respectively. Since the nuclei are assumed to be fixed the kinetic energy

of the nuclei T̂n is neglected. Both, Ee( ~Q) as well as Ψe(~q, ~Q), depend parametrically

on the nuclear coordinates ~Q. This dependence means that solving equation 6.4 for a

certain set of atomic positions ~Q1 will give a electronic wavefunction Ψe(~q1, ~Q1) and an

electronic energy Ee( ~Q1). Another set of nuclear coordinates leads to another wavefunc-

tion Ψe(~q2, ~Q2) and energy Ee( ~Q2). In order to obtain the total energy of the system, the

corresponding potential energy of the nuclear repulsion, a classical Coulomb interaction,

is added to the electronic energy Ee.

Within the BO approximation the nuclei are treated as classical particles that create an

electrostatic potential in which the electrons move. The quantum efffects of the nuclei

are neglected. Except for some cases [56, 57, 58], for the vast majority of systems treated

in quantum chemistry, especially their ground-state configurations, the above-mentioned

assumptions are valid.
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6.2 Wavefunction-based methods

Central issue of wavefunction-based (ab initio) methods is the optimization of the elec-

tronic wavefunction Ψe(~q, ~Q) that minimizes the total energy of the system. Since elec-

trons are fermions, they are indistinguishable and Ψe(~q, ~Q) has to be antisymmetric

concerning the exchange of two electrons. In order to take this into account, the wave-

function is written as a so-called Slater determinant [59]. For a N -electron system it

takes the form:

Ψe =
1√
N !

∣∣∣∣∣∣∣∣∣∣
ψ1(1) ψ1(2) . . . ψ1(N)

ψ2(1) ψ2(2) . . . ψ2(N)
...

...
. . .

...

ψN (1) ψN (2) . . . ψN (N)

∣∣∣∣∣∣∣∣∣∣
(6.5)

Here Ψe = Ψe(~q, ~Q) and 1√
N !

ensures that Ψe is normalized. ψi(i) represents the ith spin

orbital, occupied by the ith electron. Here, the the short notation i for the position-space

coordinate ~ri and the corresponding spin coordinates σi is used. The mathematical for-

mulation of the wavefunction in equation 6.5 is the so-called Hartree-Fock approximation

and it is is based on the orbital picture. According to the orbital picture, each orbital

ψi(i) is occupied by one single electron i.

6.2.1 The Hartree-Fock method

Due to the unsolvability of the Schrödinger equation for multielectron systems, an ap-

proximation is introduced: the independent-particle model (IPM). The Hartree-Fock

approach [60, 61, 62, 63, 64] includes the IPM and according to that each electron moves

in an effective potential, an averaged field that is caused by all the other electrons. Apart

from that, their movement is not correlated. Each electron moves independently from

the position-space coordinates of the other electrons.

The following descriptions in section 6.2.1 are related to atomic systems. Equation 6.4

can be rewritten as

Ĥe ·Ψe = (Ĥ1 + Ĥ2) ·Ψe = Ee ·Ψe, (6.6)

where Ĥ1 = T̂e+V̂n−e and Ĥ2 = V̂e−e are a one- and a two-electron operator, respectively,

and Ee = Ee( ~Q). Due to the IPM, Ĥ2 can be replaced with a simpler one-electron op-

erator Ĥ2,eff , describing the above-mentioned effective potential in which each electron

moves. According to that equation 6.6 then reads:
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(Ĥ1 + Ĥ2,eff ) ·Ψe = Ee ·Ψe. (6.7)

The objective is now to find that set of spin orbitals ψi(i), leading to a Slater determinant

Ψe, which minimizes the energy Ee of the system under consideration. For this purpose

the method of Lagrange multipliers is used, where extreme values are determined with

simultaneous consideration of constraints. A functional L is minimized according to

δL = δ[〈Ψe|Ĥe|Ψe〉 −
N∑
k=1

N∑
l=1

εkl(〈ψk(i)|ψl(i)〉 − δk,l)] = 0, (6.8)

with δ, 〈Ψe|Ĥe|Ψe〉 and δk,l denoting the variation, the expectation value of Ĥe (the

average energy value of the system) and the Kronecker delta, respectively. The second

term in equation 6.8 represents the constraint that the spin orbitals ψk(i) have to be

orthonormal, with the εkl being the Lagrange multipliers. Solving equation 6.8 leads to

N solutions of the form

f̂ · ψk(i) = εk · ψk(i), (6.9)

which are the so-called Hartree-Fock (HF) equation. In contrast to the Schrödinger

equation (equation 6.7) the Hartree-Fock equations are single-particle equations that

determine the one-electron functions (spin orbitals) ψk(i) and their eigenvalues εk. This

is another consequence of the application of the IPM. f̂ is the Fock operator and unlike

the Hamiltonian a single-particle operator, that takes the following form:

f̂ = ĥ1(i) +

N∑
l=1

[Ĵl(i)− K̂l(i)]. (6.10)

ĥ1(i) is the operator for the kinetic energy of electron i, which moves in an electrostatic

field caused by the nucleus. Ĵl(i) represents the Coulomb operator and K̂l(i) is the

so-called exchange operator. ĥ1(i) is defined as follows:

ĥ1(i) = Te(i) + Vn−e(i) = − ~2

2me
∆i −

∑
α

Zαe
2

4πε0ri,α
, (6.11)

with the first term being the kinetic energy of the ith electron and the second term being

the classical Coulomb interaction between electron i and a nucleus α with charge Zα.

ri,α is the distance between the electron i and the nucleus α.

The quantity Ĵl(i) in equation 6.10 describes the interaction between two electrons i and
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j and can be understood as the quantum mechanical analogue to a classical Coulomb

interaction between charges. It is defined as an integral over four coordinates, i.e. three

spatial coordinates ~rj and one spin coordinate σj :

Ĵl(i)ψk(i) =

[∫
e2ψ∗l (j)ψl(j)

4πε0rij
d~rjdσj

]
ψk(i). (6.12)

ψl(j) describes the jth electron in spin orbital l and ψ∗l (j) the corresponding complex

conjugate, whereas ψk(i) is the wavefunction describing the ith electron in the spin

orbital k. rij is the distance between the electrons i and j. The expression ψ∗l (j)ψl(j)

is the charge density of electron j acting on electron i.

The third term in equation 6.10, the exchange operator K̂l(i), has no corresponding

quantity in classical physics and results from a pure quantum mechanical effect. It

arises from the fact that fermions like electrons are not distinguishable. As in the case

of the Coulomb operator Ĵl(i), K̂l(i) is an integral operator over four coordinates:

K̂l(i)ψk(i) =

[∫
e2ψ∗l (j)ψk(j)

4πε0rij
d~rjdσj

]
ψl(i). (6.13)

The HF equations 6.9 are used to determine the spin orbitals ψk(i). Since the Coulomb

operator Ĵl(i) (equation 6.12) as well as the exchange operator K̂l(i) (equation 6.13)

depend on these orbitals, equations 6.9 can only be solved iteratively, self-consistently

[64]. The Hartree-Fock equations, seperated into the different energetic terms is

− ~2

2me
∆i + Vn−e(i) +

N∑
l=1
l 6=k

Jl(i)

ψk(i)−
 N∑
l=1
l 6=k

Kl(i)

ψl(i) = εkψk(i), (6.14)

6.2.2 The Hartree-Fock-Roothaan method

For practical applications, further simplifications have to be introduced into the Hartree-

Fock formalism. The HF equations are complex integro-differential equations and have

to be solved iteratively. Furthermore within atoms, only one nucleus exists and since

the electron movement is not correlated, the effective potential acting on each electron

just depends on the distance to that single nucleus. A central field exists, which makes

the solution of the Hartree-Fock equations easier. This is different for molecules. The

treatment of molecular systems, however, increases complexity, since molecules posses

several nuclear centers and the central-field approximation is no longer valid [65]. This

complicates the solvability of the HF equations.
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Within the Roothaan approximation [65, 66] the spin orbitals are expanded in a set of

basic functions. Each molecular one-electron wavefunction ψk(i) is written as a linear

combination of a finite number P of predefined atomic orbitals χµ(i):

ψk(i) =
P∑
µ=1

cµkχµ(i) (6.15)

Using the LCAO (linear combination of atomic orbitals) approach one restricts the

variational procedure to determine the Slater determinant that minimizes the energy of

the system to the variation of the linear combination coefficients cµk. The basis functions

χµ are kept fixed. In order not to go beyond the scope of this work, just a brief comment

on basis functions. Their analytical form is known and for instance either Slater-type

or Gauss-type orbitals can be used to describe them. Concerning practical applications

the use of Gaussians has been shown to be advantageous [67]. Various sets and sizes of

basic functions are available. The selection depends on the kind of system to investigate

as well as on the compromise between accuracy and computational costs.

Using the method of the Lagrange multipliers under consideration of the Roothaan

approximation 6.15, i.e. by varying the coefficients cµk, leads to secular eigenvalue

equations, the Roothaan-Hall equations [65, 66], of the form:

(F−ES)C = 0, (6.16)

with F and S being the Fock and overlap matrix, respectively. The matrix C contains the

sought coefficients cµk to the atomic basic functions χµ(i), that constitute the molecular

spin orbitals ψk(i) according to equation 6.15. E is a diagonal matrix with the eigenvalues

εk of the molecular spin orbitals ψk(i). The application of the Roothaan approximation

transforms the complicated integro-differential Hartree-Fock equations 6.9, into a secular

matrix eigenvalue problem 6.16, that is much easier to solve [65, 66]. In doing so the

coefficients cµk as well as the orbital energies εk can be determined. The Fock matrix F

is an approximation to the Fock operator f̂ (equation 6.10), with the matrix elements

Fµν = 〈χµ|ĥ1|χν〉+

N∑
i=1

P∑
ρ,σ=1

c∗ρicσi

[
〈χµχρ|ĥ2|χνχσ〉 − 〈χρχµ|ĥ2|χνχσ〉

]
. (6.17)

This matrix elements consist of contributions from the electronic kinetic energy and the

electron-nuclear attraction (first term in equation 6.17), the electronic Coulomb (second

term) and the exchange interaction (third term). The elements Sµν of the overlap matrix
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S describe the extent of the spatial overlap of the atomic basic functions χµ and χν :

Sµν = 〈χµ|χν〉. (6.18)

However, solving equation 6.16 still has to be done iteratively, because through the

elements Fµν of the Fock matrix F (see equation 6.17) the Roothaan-Hall equations

depend on the sought coefficients cµk. Also here a self-consistent procedure is applied

[65].

6.2.3 Limits of the Hartree-Fock approximation

The limits of the HF method emerge from the neglection of explicit electron correla-

tion [68]. Being sufficient for the ground state of numerous systems, the IPM fails in

describing others with adequate accuracy. Hence, the energy calculated within the HF

approach EHF is an upper limit to the exact energy Eexact of a system and the difference

between these two quantities is the correlation energy Ecorr:

Ecorr = Eexact − EHF. (6.19)

These correlation effects are reflected in the difference between the exact wavefunction

of the system and the approximated Slater determinant of equation 6.5. Beyond HF

many attempts have been made to develop methods that somehow consider a correlated

electron movement.

6.2.4 Beyond Hartree-Fock methods

One possibility to consider correlation effects is to use several Slater determinants instead

of one to describe the system of interest. In doing so, the exact wavefunction is approxi-

mated as a linear combination of Slater determinants, each with a different configuration

[69]. These configurations refer to the occupation of different spin orbitals. Besides the

ground-state electron configuration Φ0 there are singly excited configurations Φa
i , where

an electron in an occupied spin orbital i has been excited to an virtual spin orbital a.

Similar definitions for multiply excited configurations are used, e.g. Φab
ij for a doubly

excited configuration, where electrons from two occupied orbitals i and j are excited

into two virtual orbitals a and b. This can be expanded to even more configurations and

with this the wavefunction Ψe reads:
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Ψe = C0Φ0 +
∑
i

∑
a

Cai Φa
i +

∑
ij

∑
ab

Cabij Φab
ij +

∑
ijk

∑
abc

CabcijkΦabc
ijk + · · · . (6.20)

C0, C
a
i , Cabij and Cabcijk are the linear combination coefficients of this series expansion

and Φabc
ijk represents triply excited configurations. The sums in equation 6.20 include

all possible combinations of excitations from occupied orbitals (i, j, k) to virtual ones

(a, b, c). This approach is called configuration interaction and has become quite popular

within computational chemistry/physics [70, 71, 72]. But only configuration interaction

methods with a restricted number of determinants and excited electrons are of practical

importance [69], e.g. CISD (configuration interaction with single and double excitations).

But this truncation of the linear combination brings forth another problem: the size-

inconsistency [72]. It means that for truncated CI methods the summed up energy

of two single particles is not the same as the energy of a system, consisting of both

particles, located at infinite distance from each other. CI methods, which remove the

size-inconsistency problem include the Coupled Cluster (CC) approaches [72]. These

shall not be explained here in detail.

Another option of considering electron correlation is a perturbative treatment. Within

the Møller-Plesset perturbation theory [73] it is assumed that the Hamiltonian Ĥe can

be expressed in terms of an unperturbed operator Ĥ0 and a perturbation operator P̂

[74]:

Ĥe = Ĥ0 + λP̂ , (6.21)

with λ being a control parameter for the size of the perturbation. The exact energy of

the ground state Ee is calculated using a series expansion [74]:

Ee = E(0) + λE(1) + λ2E(2) + λ3E(3) + · · · , (6.22)

with E(0), E(1), E(2) and E(3) representing the zeroth, first, second and third order

perturbation energy, respectively. Perturbative energy contributions of higher order are

defined accordingly. Furthermore, E(0) + E(1) is the HF energy EHF.

Also the wavefunction Ψe of the system is written as a power series [74]:

Ψe = Φ(0) + λΦ(1) + λ2Φ(2) + λ3Φ(3) + · · · . (6.23)

For practical purposes the series have to truncated at a certain term. Consideration of
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perturbative contributions to second, third and fourth order gives the MP2, MP3 and

MP4 method, respectively. However, the computational costs increase with the number

of terms that are considered.

6.3 Density functional theory

Until the rise of density functional theory (DFT) [75] ab initio methods have been the

method of choice for computational chemists. Although there exist some similarities

between DFT methods and the wavefunction-based ones that will be discussed later, the

fundamental assumptions both methods are based on are quite different.

6.3.1 Foundations of density-based methods

Refering to the Thomas-Fermi model [76, 77] Hohenberg and Kohn developed two theo-

rems in 1964 [78]. In accordance with the first theorem, there is a one-to-one relationship

between the ground-state wavefunction Ψe(~r1, ..., ~rN ) and the ground-state electron den-

sity ρ(~r) of a quantum-mechanical system:

Ψe(~r1, ..., ~rN )←→ ρ(~r) (6.24)

The form Ψe(~r1, ..., ~rN ) is used for simplification, neglecting the wavefunction’s para-

metrical dependence on the nuclear position-space and spin coordinates ~Qi and the

dependence on the electronic spin coordinates σi. By analogy with the above-mentioned

first postulate of quantum mechanics (see section 6.1), the knowledge of the density

ρ(~r) is sufficient to determine the state of a quantum system and basically all electronic

properties of that system can be calculated [75]. The electron density ρ(~r) of a system

can be used to determine the electronic energy Ee of that system, i.e. the electronic

energy Ee is a functional of the electron density: Ee = E[ρ(~r)].

The second theorem states that, by applying the variational procedure it is possible to

obtain an electron density that minimizes the energy functional E[ρ(~r)]. According to

the first theorem (see equation 6.24) the minimization of E[ρ(~r)] with respect to the

variation of the electron density ρ(~r) gives the same minimum energy E0 (ground state

energy) as it is obtained from the variation of the expectation value 〈Ψe|Ĥ|Ψe〉. The

relationship between the minimized energy Ẽ[ρ̃(~r)] obtained upon variation of some elec-

tron density ρ̃(~r) and the energy value for the “true” electron density E0[ρ0(~r)] is given

by:
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Ẽ[ρ̃(~r)] ≥ E0[ρ0(~r)]. (6.25)

Equation 6.25 is also denoted the “variational theorem”. As mentioned above, it is a

direct consequence of the so-called “existence theorem” of equation 6.24.

6.3.2 The Kohn-Sham-DFT

A basic challenge is how to express the energy Ee of a quantum-mechanical system in

terms of its electron density ρ(~r). The theorems of Hohenberg and Kohn [78] do not

include practical instructions for this task. An expression for Ee with regard to the

electron density ρ(~r) and as a sum of single energy contributions may be

Ee = T [ρ] + Ve−n[ρ] + Ve−e[ρ] = T [ρ] + Ve−n[ρ] + J [ρ] + Exc[ρ], (6.26)

with ρ = ρ(~r). T [ρ], Ve−n[ρ] and Ve−e[ρ] are the kinetic energy of the electrons, the

energy of the electron-nuclei interaction and energy of the electron-electron interaction,

respectively. Ve−e(ρ) is a sum of the Coulomb J [ρ] and exchange-correlation energy

Exc[ρ]. Simple analytical formulas, derived from classical physics, can be found for

Ve−n[ρ] and J [ρ], but not for the quantum-mechanical quantity Exc[ρ] [75]. Also for the

kinetic energy of the electrons T [ρ] a suitable expression for an inhomogeneous charge

distribution, as in molecules or atoms, can not be found. The Thomas-Fermi method

[76, 77] provides an expression for the kinetic energy, but solely for a homogeneous

electron gas.

The idea within the Kohn-Sham (KS) method [79] is to assume the existence of a model

system of uncharged, non-interacting quasiparticles, which move in an external potential.

This model system has the same number of particles N and the same ground-state

density/energy as the corresponding real system [75, 79]. The latter consists of charged,

interacting electrons and nuclei. As in the case of the HF approach, the ground-state

of the model system can be described with a single Slater determinant (see equation

6.5). Here, the determinant includes the one-electron wavefunctions ψKS
k (~r). They are

called Kohn-Sham orbitals [75] and are different from the single-particle functions of

the Hartree-Fock method [80]. The model system’s ground-state density [79] can be

expressed as

ρ(~r) =

N∑
k=1

e
∣∣∣ψKS
k (~r)

∣∣∣2. (6.27)
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The introduction of the orbital picture into the density-based methods makes it more

convenient to set up suitable expressions for the different energetic contributions of

equation 6.26. The kinetic energy for example reads:

Tqp[ρ] =
N∑
k=1

〈
ψKS
k

∣∣∣− ~2

2me
∆
∣∣∣ψKS
k

〉
, (6.28)

with the index qp denoting that the kinetic energy term in equation 6.28 refers to non-

interacting, uncharged quasiparticles. The difference to the kinetic energy of the real

system T [ρ] (equation 6.26) due to the interaction between the electrons is included in

another term and will be discussed below. Similar to HF the Coulomb energy J [ρ] within

the KS approximation is [81]:

J [ρ] =
1

2

N∑
k=1

N∑
l=1
l 6=k

〈
ψKS
k ψKS

l

∣∣∣ e2

4πε0rij

∣∣∣ψKS
k ψKS

l

〉
. (6.29)

The functional Exc[ρ] that describes the energetic contributions arising from the ex-

change and correlation interaction between the electrons can be written as [81]

Exc[ρ] = (T [ρ]− Tqp[ρ]) + (Ve−e[ρ]− J [ρ]), (6.30)

with T [ρ]−Tqp[ρ] describing the difference in the kinetic energy, when comparing the real

system to the model system of quasiparticles. The second difference term, Ve−e[ρ]−J [ρ],

represents all the electron-electron interactions that are not taken into account by the

Coulomb energy J [ρ]. Remembering that there are no interactions between the particles

of the KS model system, but instead the existence of an external potential is assumed,

the total energy is [81]

Ee[ρ] = Tqp[ρ] + J [ρ] + Exc[ρ] +

∫
Vext(ρ(~r))ρ(~r)d~r, (6.31)

with the external potential Vext(ρ(~r)) acting on the system of quasiparticles. The aim is

now to define this potential in such a way that the orbitals ψKS
k (~r) minimize the energy

functional Ee[ρ] under the constraint that the correct density and energy are obtained.

This can be achieved by applying the variational principle to Ee[ρ] in consideration of

the orthonormality of the KS orbitals [75]. This gives the KS equations

ĥeffψ
KS
k (~ri) = εKS

k ψ
KS
k (~ri), (6.32)

by which the KS orbitals ψKS
k (~ri) and their energies εKS

k are determined. Hence, the
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electron density that minimizes Ee[ρ], is determined, too. The effective single-particle

operator ĥeff of equation 6.32 takes the following form [75]

ĥeff = − ~2

2me
∆i + Veff (~ri), (6.33)

where the first term represents the kinetic energy operator and the second term is an

effective potential. Veff (~ri) can be further separated into [75]

Veff (~ri) = Vext(~ri) + Vc(~ri) + Vxc(~ri)

= −
M∑
α=1

Zαe

4πε0ri
+

N∑
l=1
l 6=k

〈
ψKS
l

∣∣∣ e2

4πε0rij

∣∣∣ψKS
l

〉
+ Vxc(~ri) (6.34)

with Vext(~ri), Vc(~ri) and Vxc(~ri) being the external, the Coulomb and the exchange-

correlation potential, respectively. Here it is assumed that Vext(~ri) originates solely

from the electrostatic field of the nuclei. The form of the exchange-correlation potential

Vxc(~ri) is not known [81] and for practical applications approximations are used. In most

cases this is sufficient, due to the comparatively small size of the exchange-correlation

effects.

Writing down the KS equations in detail[
− ~2

2me
∆i + Vext(~ri) + Vc(~ri) + Vxc(~ri)

]
ψKS
k (~ri) = εKS

k ψ
KS
k (~ri) (6.35)

and also recapitulating the HF equations of equation 6.14

− ~2

2me
∆i + Vn−e(i) +

N∑
l=1
l 6=k

Jl(i)

ψk(i)−
 N∑
l=1
l 6=k

Kl(i)

ψl(i) = εkψk(i), (6.36)

similarities and differences between the two methods can be noticed. While the Coulomb

potential Vc(~ri) in equation 6.35 corresponds to the sum of of the Coulomb operators Ĵl

of the HF equations 6.36, the difference lies in the treatment of the exchange-correlation

interactions. Within the KS approach these effects are included in the unknown po-

tential Vxc(~ri) (fourth term in equation 6.35). The HF method neglects the correlation

effects, but an explicit formula for the exchange operator K̂l(i) is available (fourth term

in equation 6.36).
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One of the biggest challenges within DFT is to find suitable approximations for the

exchange-correlation potential Vxc(~ri). Besides the local density approximations (LDA),

where Vxc(~ri) is just a function of the electron density ρ(~ri) at point ri in position-space,

more advanced gradient-corrected approaches have been developed [81]. These meth-

ods take into account that the electron density ρ(~ri) varies spatially and therefore the

exchange-correlation potential also depends on the gradient of the electron density.

As for Ĵl in the HF equations 6.36, the Coulomb potential Vc(~ri) of equation 6.35 depends

on the sought solutions ψKS
k (~ri) (see equation 6.34). Therefore an iterative, self-consistent

procedure is applied to solve the KS equation 6.35 [79]. Furthermore the KS orbitals

are expanded into sets of basic functions. Thereby the KS equations are transformed

into secular eigenvalue equations that are solved iteratively to determine the linear com-

bination coefficients. Despite the fundamental differences of the theoretical methods,

recurring principles and practical applications are met throughout quantum chemistry.

At the end of an iteration step, the total energy Etot of a system for a certain nuclear

arrangement can be calculated according to the following expression,

Etot[ρ] =
∑
αβ
β>α

ZαZβe
2

4πε0Rαβ
+
∑
k

nk

〈
ψk

∣∣∣− ~2

2me
∆i + vext(~ri) +

1

2

∫
e2ρ(~rj)

4πε0rij
drj

∣∣∣ψk〉+Exc[ρ],

(6.37)

where the first term is the repulsive potential between the nuclei α and β of the system,

with Zα, Zβ, and Rαβ being the charge of nucleus α, the charge of nucleus β and the

internuclear distance, respectively. The quantity nk is the occupation number of the kth

KS orbital. The remaining terms represent the electronic energy according to the KS

approach.
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7 Global optimization: basic principles

and problems

7.1 Global energy optimization: the potential energy

surface

The structural-energetic GO usually refers to the search for the geometric global energy

minimum of a system, e.g. the energy minima of alkali clusters within this thesis, whose

size and/or composition is predefined [82]. The central question is, which arrangements

of atoms gives the lowest total energy? In this context some basic principles of energy

minimization have to be discussed.

Within the BO approximation (section 6.1) the nuclei of a quantum mechanical N-

electron system are treated as fixed, classical particles [55]. The electronic energy Ee(~R)

of this system can be obtained by solving the resulting electronic Schrödinger equa-

tion via one of the aforementioned approximated methods (section 6). Thereby Ee(~R)

exhibits a parametrical dependence on the nuclear position-space coordinates ~R: for

different nuclear arrangements different electronic energies result. The total energy of a

system, consisting of M nuclei, is

Etot(~R) = Ee(~R) +

M∑
α=1

M∑
β=1
β>α

ZαZβe
2

4πε0Rαβ
. (7.1)

Etot as function of the nuclear coordinates ~R gives the so-called potential energy sur-

face (PES) or potential energy hypersurface, the chemical search space that has to be

investigated. Here, the energy can be imagined as a continuous function of the nuclear

position-space coordinates. In principle, the coordinates ~R are able to adopt any value

and therefore the PES is a continuous search space. A visualization of a section of some

PES is depicted in figure 7.1.

The mountains on this surface represent atomic arrangements of higher energy values

and are highlighted in red via a colour gradient. Structural-energetic minima correspond

to valleys on the surface and are coloured blue. The position-space coordinates of the

atoms that constitute the system under consideration can in principle adopt any value

on this surface, leading to a continuous optimization problem. An infinitesimal or small

shift of the nuclear coordinates basically may lead to “another” structure, although in
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Figure 7.1: Section of some continuous search space, as it exists within the structural-energetic
optimization of clusters with the atomic position-space coordinates as continuous
variables. Mountains and valleys on the surface represent energetic maxima and
minima, respectively. The colour gradient used, ranges from low energy values
(blue) to large energy values (red).

many cases very small changes within the atomic arrangement do not affect the electronic

structure of the system. Nevertheless, these slightly different position-space coordinates

could be adopted. The GO of the Li and Na clusters, described in part II of this thesis,

is such a continuous optimization task.

The principle of the PES dates back to the 1930s, where Eyring and Polanyi used it

to describe reactions between gases [83]. In this connection they calculated the energy

resulting from the interaction between the reactands with respect to the distances among

the participating chemical species, e.g. for the reaction of H with Br2. Apart from the

identification of transitions states and reaction pathways by using the PES, the question

within structural energy minimization is: which atomic arrangement leads to the lowest

total energy and to a minimization of the forces acting on the atoms of the structure?

That structure with the lowest total energy represents the ground-state global minimum

structure of that system on the ground-state hypersurface. Furthermore the excited

states of a system are described with an excited-state energy surface.

As mentioned above a PES is a multidimensional object. A non-linear system with M

nuclei gives a (3M − 6)- and a linear one a (3M − 5)-dimensional PES. Due to the

high dimensionality even for medium-sized systems, a crucial issue in computational

chemistry, is the so-called NP-hard problem. There is no underlying polynomial growth

[84, 85]: the increase in the number of possible non-equivalent energy minima on the
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PES with increasing system size is exponential. Therefore locating the overall lowest

energy minimum, i.e. carry out a global optimization, is a huge challenge. For instance,

using the simple Lennard-Jones (LJ) potential to describe the interatomic interactions,

there are not less than 1010 different minimum structures for a 55-atom cluster [82]. This

is a huge amount of possible geometrical arrangements of lower energy. But, however,

the properties of the PES, i.e. its shape or topography, play a pivotale role in identifying

the global minimum structures [82]. For example, the existence of many “convergent

pathways” [86] towards the global minimum on a PES faciliates the identification of

the GEM. In contrast, one may easily be trapped in a local minimum, if there are

several pathways that are divergent, i.e. that lead to different minima on the PES [86].

In spite of the large number of minima for the LJ-cluster with 55 atoms, determining

the GEM is quite easy for this cluster size [82]. But this is not the case for many

other cluster sizes, where the structure of the PES complicates the identification of the

GEM and therefore efficient GO algorithms are essential [82]. In order to solve the

global optimization problems such algorithms are used to investigate a PES. Scanning

the entire hypersurface is not feasible, even for smaller systems. To prevent a random,

time-consuming screening of the whole hypersurface, these algorithms use information of

the characteristics of the surface and by which means a more targeted study on certain

interesting areas of the PES can be performed, i.e. the stationary points, the minima

and maxima of the function to investigate. Of particular interest are the minima on

the PES and according to the mathematical expression for the optimization principle

of reference [87] a corresponding formulation for an energy minimization operation fener

would be

fener = min
~R1, ~R2,···

{Ê[Ĥ[~R1, ~R2, ..., ~RM ]]}, (7.2)

where the Hamiltonian Ĥ is a functional of the nuclear coordinates ~Rα. The observable

Ê, representing the energy of the molecule, is a functional of Ĥ and min is an operation,

denoting a minimization procedure. Here, we search for that atomic arrangement, i.e.

that set of atomic coordinates ~Rα, which gives the lowest energy for a system with M

nuclei (atoms).
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7.2 Global property optimization: the property

hypersurface

A specific issue within GO is the optimization of materials’ properties different from the

energy, e.g. the HOMO-LUMO gap and visible light absorption of solar cell materials

or the adsorption properties of surfaces. Hereafter the theoretical background regarding

the GPO is described.

Similar as in the case of the PES within the energetic optimization, one tries to find

structures with optimal property values on a property hypersurface. Here the hyper-

surface represents “property-structure relationships” [87] and in analogy to the energy

minimization problem discussed in section 7.1 the property optimization task [87] could

be defined as

fprop = min
λ1,λ2,···

{P̂ [Ĥ[λ1, λ2, ..., λn]]} (7.3)

and

fprop = max
λ1,λ2,···

{P̂ [Ĥ[λ1, λ2, ..., λn]]}. (7.4)

Eqs. 7.3 and 7.4 denote a property minimization and a property maximization, respec-

tively. P̂ is an observable that describes the sought property. It is functional of the

Hamilton operator Ĥ, which in turn is a functional of the parameters λi. The goal is to

vary the parameters λi and to yield a Hamiltonian Ĥ, which optimizes the property P̂ .

Equation 7.3 is a general representation of a property minimization, e.g. the search for a

HOMO-LUMO gap, which is as small as possible. On contrast equation 7.4 describes a

maximization procedure, such as finding a maximum value for sunlight absorption of so-

lar cells. Within property optimization the parameters λi often are indices describing the

composition of the investigated system. The indices can represent atom types, molecular

fragments but also defects within the system. In this case the variable parameters often

are not continuous like the positions-space coordinates as within the structural energetic

minimization problem discussed in section 7.1. Instead they adopt discrete values and

the property optimization issue is a discrete problem of the order T s, i.e. T s different

structures exist for that system (neglecting symmetry). T is the number of different

atom types or types of molecular fragments that are considered within the calculation

and s is the number of different sites they can occupy within the structure. For example

for a 20-atomic cluster consisting of silver and gold atoms 220 different structures exist.

In contrast to the GEO described in section 7.1 there exists no NP-hard problem for
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such a discrete Inverse Design task.

A certain type of chemical group is located at a certain position or not. Here, it is

not possible that a position is occupied by 0.3 of the chemical fragment A and 0.7 of

group B. There is either 1.0 of A and 0.0 of B at a position or 0.0 of A and 1.0 of B

at a position. But Inverse Design studies are not necessarily performed within discrete

search spaces. The LCAP (linear combination of atomic potentials) method for example

can be performed either within a discrete [88] or a continuous search space [89]. Figure

7.2 depicts a small section of some discrete search space for property optimization, as it

also exists for our PooMa approach used within this thesis.

Figure 7.2: Section of some discrete property search space, as it exists for property optimizations
based on a variation of discrete variables, e.g. compositions. A single bar represents
one certain composition and the height represents a certain property value. A high
and a low bar correspond to a large and a small property value, respectively. The
colour gradient ranges from blue (small property value) to red (large property value).

The variation that is introduced within the system of interest is a variation of dis-

crete variables (e .g. composition), therefore there is no continuous surface as for the

structural-energetic optimization of section 7.1 (see Figure 7.1), but instead the search

space can be understood as consisting of bars. Each of the bars represents a different

structure, e.g. composition of a system, and only these structural values can be adopted

by the system, since values in between have no physical or chemical meaning. Such an

unphysical structure may contain something like 0.7 times atom type A and 1.9 times

atom type B and so on. The height of a bar represents the size of the property value

of this structure. A higher bar corresponds to a larger property value and vice versa,

which is additionally highlighted by a colour gradient in Figure 7.2.
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As mentioned above structural values in between the different bars do not describe a re-

alistic chemical system, but ID approaches as the LCAP, make use of such ”alchemical“

structures. Here, the actually discrete search space is transformed into a continuous one

[32, 89, 90], where also physically and chemically unrealistic compositions of structures

are possible upon optimization, which is finally ”corrected“, e.g. via rounding a non-

integer composition up to the next-nearest integer. Thereby a chemically and physically

meaningful structure is obtained. Thereby the optimization is guided by property gra-

dients [89]. The discrete version of the LCAP approach does not consider alchemical

structures and it uses property gradients in order to ”jump” to positions on the property

hypersurface, representing real molecules [88].

7.3 Global and local optimization techniques

7.3.1 Local optimization techniques

Regardless of which optimization problem has to be solved, the use of efficient and so-

phisticated optimization procedures is fundamental. In general, a distinction has to be

made between local and global optimizations. A local optimization is the search for an

optimum within a spatially limited area, i.e. it is the task of finding the optimal value

within several neighbouring values. The nearby values are larger (minimum search) or

smaller (maximum search) than the optimum or in both cases some of them can also

be equal to the optimal value. In the latter case one speaks of degenerate local minima.

For instance, a given molecular structure can be optimized locally with respect to its

interatomic distances, bond angles etc., so that the forces, acting on each atom, are

lowered. Among several possible neighbouring geometries, which differ in some struc-

tural parameters that one is identified, which exhibits the lowest energy. In contrast,

a GEO is the search for the overall energy minimum within the whole search space,

i.e. the purpose is to identify the global energy minimum. Among all locally optimized

systems (e.g. of same size and/or composition) that one with the lowest energy value is

identified. Within the investigations of alkali metal clusters in part II local and global

structural-energetic optimizations are combined. The applied GO procedure includes

the local optimization of single systems. Each single cluster is optimized locally and

among all the locally relaxed cluster structures that one with the lowest total energy

is identified. The same applies to the GPO, discussed in part III, where the goal is to

identify that structure within the whole search space, which exhibits the optimal prop-

erty value. Also here, each chemical system is optimized locally concerning its structural

parameters and among all locally relaxed structures that one is sought, that posseses
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the optimal performance concerning a property different from the total energy. Also for

this GPO local optimizations are of fundamental importance. According to eqs. 7.3 and

7.4 in section 7.2 the property to calculate depends on the Hamiltonian and the Hamil-

tonian depends on structural parameters of the chemical system. The local optimization

should yield a structure with realistic interatomic distances and bond angles. A well

optimized structure is an indispensable condition to obtain a reliable description of the

systems’ properties. Without having identified the local energy minimum of a structure,

a calculated property value may not be meaningful and trustworthy.

Concerning the algorithms used for local relaxations, GEOs and GPOs, as performed

within this thesis, do not fundamentally differ. A vast amount of algorithms exists to

adress this issue. What they all have in common is the basic principle of finding a

minimum for a function f . In the case of local geometry optimization the function f

is the total energy of a molecule or an other chemical system. The argument x is rep-

resented by the position-space coordinates of the atoms. Some of these optimization

algorithms, like steepest descent or conjugate gradient approaches, use the gradient of

the function to be optimized. For example, within the steepest descent method [91], the

atoms are moved along the forces that act on them. The force is the gradient of the

total energy with respect to the position-space coordinates. Other methods, so-called

Newton approaches additionally make use of the second derivative as information on the

characteristics of the PES [92]. In this thesis several local optimization techniques are

applied, e.g. a quasi-Newton algorithm [92], the steepest descent [91] and the conjugate

gradient [93] method. A detailed description of these approaches can be found in the

corresponding chapters.

7.3.2 Global optimization techniques

Among the locally optimized structures, the global energy minima or the global prop-

erty optima are identified via a GO algorithm. As for the local optimizations a large

variety of approaches exists, which makes it impossible to explain all of them in detail.

A generalized, simplified flowchart for a global optimization procedure is depicted in

figure 7.3. Depending on the used GO algorithm this procedure may become arbitralily

complex and the scheme in figure 7.3 would have to be adjusted accordingly. The single

steps shown in this simplified figure may differ more or less from the actual procedures

of the applied optimization methods. But the main principles are included and should

give an idea about the general functioning of the GO procedures used within this thesis.

A GO begins with an intitialization, e.g. the setting up of parameters and reading in

of input parameters. Some counting variable k is set to its initial value. In some way
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Figure 7.3: Generalized workflow of GO procedures as used within this thesis. Each of the
elements depicted is a fundamental part of the used GOs, but the details and the
complexity of the different algorithms vary.

or other the chemical systems that are supposed to be investigated, are constructed.

Subsequently these systems are relaxed locally, e.g. by one of the algorithms mentioned

in the previous section 7.3.1. The total energy of each the systems is calculated and,

in case of a property optimization, the corresponding property values are determined.

Then, the systems are ordered according to their energy or property value and some

procedure is used to select the promising candidate structures. Afterwards it is checked

whether predefined stop criteria (or a single stop criterion) are (is) fulfilled. If this is the

case, the GO is stopped. Otherwise the algorithm continues and the counting variable k

is increased by one. The next step of the GO procedure starts with the construction of

new systems, which are again subjected to local relaxations and a subsequent property

/ energy calculation. The whole procdedure is repeated until a predefined termination

criterion has been reached.

One quantity, which has always been used to describe the quality of a global optimiza-

tion algorithm is the number of function evaluations, which are needed to identify the

global optimum [94]. How many structures have to be investigated until this optimum is

obtained? Here, the problem arises that it is usually not certain that the global optimum

has been found, i.e. there is no universal criterion, which guarantees its identification

and the convergence of the GO algorithm. As described above, some stop criteria have
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to be defined, which specify the end of a global optimization procedure. In doing so, it

can only be assumed that the global optimum was obtained. Therefore one may also

talk of putative global optima.

Another challenge met in the field of global optimization is the choice of the theoretical

method, which is used to model the interactions between the particles within the chem-

ical structures. In order to find the global optimum a huge amount of chemical systems

have to be optimized locally. Therefore one local relaxation should not take too much

time. Accurate, but computationally expensive approaches like the HF or beyond-HF

methods (sections 6.2.1 and 6.2.4) are normally not suitable for a GO task. Also DFT

methods (section 6.3) are only feasible, if using a very small (minimal) basis set within

the KS approach. Therefore, simpler, faster, but less accurate theoretical methods are

used for GO problems. Applying these models, one has to take the deficiencies of the cor-

responding method into account, especially, when examining and interpreting the results

of the calculations. The theoretical approaches employed in this thesis are described in

detail in the corresponding sections. The interactions between the atoms of the alkali

clusters are modeled by a simple potential, the MEAM (see section 9.1), and the DFTB

method (see sections 12.2.1 and 13.3.1) is used to describe the electronic structure of the

systems within the property optimization studies.

Global energy minima of clusters: algorithms

In order to identify the global energy minima of clusters frequently applied GO algo-

rithms are simulated annealing [95, 96, 97], basin hopping [98, 99, 100], genetic algo-

rithms (GA) [94, 101, 102] or particle swarm optimizations [103, 104]. An approach,

specifically designed for the GO of clusters, is the Aufbau-Abbau algorithm. This ap-

proach was developed in our working group by V. Grigoryan and M. Springborg. It has

been applied succesfully to the global optimization of several metal clusters, for instance

Ni [105] and Cu clusters [106]. It is also used for the GEO of alkali metal clusters in this

thesis.

In principle, the Aufbau-Abbau algorithm combines a random and regular search for

cluster structures. Initially, for each cluster size N , so-called random calculations are

performed. Within a calculation each cluster is generated randomly and subsequently

it is relaxed to its local energy minimum. A certain, predefined number of clusters is

calculated until the program stops (stop criterion) and the best, energetically lowest-

lying structures of this cluster size N are kept. These ”best” isomers serve as input

structures for the Aufbau and Abbau calculations. Within an Abbau calculation a low-

lying cluster of size N + 1, obtained from the random calculations for cluster size N + 1,
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is used to create clusters of size N . This is done by removing successively each of the

atoms of the cluster with N + 1 atoms. Each time an atom is removed, a cluster with

N atoms is obtained, which is optimized locally. Again, the best performing clusters,

i.e. the most stable ones, are kept. For an Aufbau calculation a cluster of size N − 1

is used as input to create N atomic clusters. To the structure with N − 1 atoms one

atom is added randomly and a N -atom cluster is obtained. This cluster is also relaxed

locally. The procedure is repeated many times and again, the lowest-lying isomers of

cluster size N are kept. The most-stable clusters obtained from the random, the Aufbau

and Abbau calculations are compared and the lowest-energy isomers are identified. The

Aufbau and Abbau calculations may be performed until no new lowest-lying isomers for

a certain cluster size are found. In practice, in an Aufbau or an Abbau calulation, always

a predefined number of clusters is calculated until the program stops and convergence is

assumed.

Here, just a rough overview of the Aufbau-Abbau algorithm is given. This procedure can

be designed arbitralily complex and extensive. A detailed description of the procedure

that was used for the GO of the alkali clusters in this thesis can be found in section 9.2.

Global property optima: algorithms

A key challenge in a GPO is to find structures on the hypersurface that have optimal

property values, since in the most cases, the variable parameters (see eqs. 7.3 and 7.4)

exhibit no simple relationship with the sought property P̂ [87]. As explained in the pre-

vious section, one can distinguish between property optimizations within a discrete or a

continuous search space. A prominent example for approaches using discrete chemical

structures are genetic algorithms (GA). GAs have found wide application in the opti-

mization of properties [32, 107, 108, 109]. Further discrete methods are best first search

[90, 110], the dead-end elimination algorithm [90, 111, 112] or the Monte Carlo optimiza-

tion [8, 113, 114]. The LCAP approach, introduced before, uses a property gradient to

screen continuous or discrete search spaces [50, 88, 89, 115]. Again, the explanation of

the various algorithms is beyond the scope of this work and we limit the short discussion

below to the genetic algorithms, since we also use this kind of optimization procedure

for the global optimizations within our PooMa method.

A GA is a type of evolutionary algorithm, based on populations, which was developed in

the 1960s and 1970s [87, 116, 117]. The basic idea of GAs is the incorporation of concepts

of Darwinian biological evolution into optimization algorithms [32, 87]. Today they be-

long to the standard optimization methods in materials design [32, 101, 102, 107, 108].

Examples include the study of Collins et al.. They optimized the CO2 uptake of metal-
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organic frameworks (MOFs) [109] and used a GA for varying the functional groups inside

the pores of the MOFs. A GA has also been applied by Froemming and Henkelman to

investigate the catalytic properties of bimetallic core-shell nanoparticles [118]. Here,

various combinations of transition metals have been optimized with respect to the re-

duction of oxygen.

Generally within a GA an initial population of chemical structures (candidates) is created

randomly. This is followed by a local relaxation and the calculation of the performance

function (property) for each structure. This initial population (parents) is then sub-

jected to different operations, where the parents are recombined or mutated to form

new candidate structures (children). The children are locally optimized and theirs fit-

ness functions are evaluated, too. Out of the parents and children, a certain number of

structures is selected that serve as parents to form the next generation of children. The

selection can be made according to various criteria. But the primary and overarching

objective is to keep that structures with the best property values in order to optimize a

predefined property. This whole procedure is repeated until a predefined abort criterion

is fulfilled. In more detail, the main elements of a GA are:

1. The encoding method. Usually, the chemical structures are encoded within a GA.

This can be accomplished in various ways, e.g. by the use of binaries [87, 119] or

integers [52]. With regard to biological concepts, a structure may be imagined as a

chromosome and a single integer or binary may be thought of as a gene. Thereby

a certain gene (integer or binary) represents a certain atom, functional group or

any other physical/chemical object. Furthermore there are real-coded GAs [120],

using real numbers as representation for the genes (chemical groups).

2. The fitness function. It describes the performance of each candidate structure.

Within a GPO it represents the property to be optimized, whereat this property is

a function of the genes (chemical groups) of each chromosome (structure). Because

a large number of structures has to be evaluated within an unbiased GPO an

important issue is to have a simple mathemetical description of the property to

be investigated. This also includes the need for approximations in order to reduce

the computing time.

3. The selection process. Out of the candidate structures of the previous generation

(parents) and current generation (children) a particular number of structures is

selected. These form the parents for the subsequent generation. A large number of

different selection procedures exist [119, 121]. For instance, it is possible to select

only a certain number of candidates, for example those with the best performance.
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Or the selected structures may also include some randomly chosen candidates to

introduce more variability into the algorithm [87]. Furthermore, there is the so-

called Roulette Wheel method, where the probability for a structure to be selected

is proportional to its performance [119].

4. The recombination operations. Genes (chemical groups) are exchanged between

parent structures. The most simple and most widely used recombination process

is the one point crossover operation. A random point within two parents is chosen

and the parents are cut at this position. The equally sized parts are swapped

and thereby genetic information (chemical groups) is exchanged between the two

parents. New structures (children) are formed. Well-performing structural parts

of the parents are combined for the purpose of generating even better performing

children that incorporate good genes (chemical groups) of both parents. There

are also GAs that use a certain probability to decide whether a recombination be-

tween two parents takes place or not [119]. Moreover, also multiple point crossover

operations are possible and a many other recombination procedures [119].

5. The mutation operations. Genes (chemical groups) within children may be mu-

tated. One simple mutation process is the substition of one gene by another one,

e.g. the exchange of an atom type at a certain position into another atom type.

Also for mutation operations many different possibilities exist [101, 122]. Mu-

tations increase the diversity within a population and may prevent a premature

convergence, so that the algorithm does not get caught in a local optimum [123].

At the same time, it has to be considered that the mutation rate should not be too

large, because this may lead to a slow convergence with too much randomization

counteracting the basic idea of a GA [87].

6. Convergence criteria. Termination criteria have to be chosen, but it is not possible

to define any criterion that guarantees that the global optimum has been identified.

So one has to make a decision when convergence of a GA can be assumed. Therefore

different stop criteria have been developed and used in GAs [119, 124]. For instance,

a GA may stop if a predefined maximum number of generations has been calculated

or some predefined criteria are met by the structures of a population [119].

GAs are widely used optimization algorithms. Hence, a huge variety of procedures exist

that differ more or less from each other. A more comprehensive description would go

beyond the scope of this thesis. In the discussion above only the main ideas of this

type of algorithms should be outlined. The details concerning the GAs used for the
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GPOs within this thesis can be found in sections 12.2.2 and 13.3.2 of the corresponding

chapters.
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Clusters are nanoparticles that can be made of up to 1 to 10 billion atoms or molecules

[35]. Due to the increasing demand for miniaturization in technological devices, nano-

science is a popular field of research. In order to manipulate chemical systems on the

nanoscale a thorough understanding of the behaviour of nanoparticles on the atomic

level is required. Clusters exhibit size-dependent properties, which are different from

the bulk material. Therefore, the investigation of the clusters’ properties with varying

cluster size N is basic research, whereat theoretical and experimental studies comple-

ment each other [35, 37].

Alkali metal clusters belong to the most intensively studied types of clusters. One reason

for this is that they posses a rather simple electronic structure with one valence electron

per atom, which is why they are used as model systems to test theoretical methods

[125]. But alkali clusters are also of practical importance: for example the formation of

Li clusters within Li-ion batteries can lead to malfunctions [126] or the redox potential

of Li clusters may be used for advanced battery technologies [127].

The measurement of mass abundance spectra by Knight et al. [128, 129] revealed in-

teresting aspects regarding the size dependent stability of alkali clusters. Clusters with

a certain number of atoms N , i.e. N = 2, 8, 20, 40, occur more frequently, indicating

a higher stability of these sizes. This phenomena is explained via electronic effects,

where clusters with a number of valence electrons corresponding to electronic shell clos-

ings, exhibit a especially high stability. These cluster sizes are called electronic magic

numbers. Theoretical predictions via the spherical jellium model [130, 131, 132] ver-

ify these findings. But this is only true for closed-shell clusters, whereas for so-called

open-shell clusters, with a number of valence electrons different from electronic shell-

closings, a reduced stability and a lower abundance in mass spectra is observed. Accord-

ing to the Jahn-Teller theorem these open-shell systems distort and as a consequence

they can not be described using the spherical jellium approach [37, 133], but for in-

stance with the more advanced ellipsoidal Clemenger-Nilsson shell model [134]. For

larger Na cluster sizes, with the number of atoms N > 2000, peaks of high intensity

appeared in abundance mass spectra, which can be explained by geometrical shell clos-

ings [135]. The adoption of certain geometries with a large volume-to-surface ratio

(e.g. icosahedra), enhances the stability due to an increase of the average coordination

number and a decrease of the surface energy of the cluster [35]. According to the elec-

tronic magic numbers, these geometrical stabilized clusters are called geometrical magic
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numbers. Magic numbers, based on icosahedra or decahedra for example can posses

N = 13, 55, 147, 309, 561, 923, 1415, 2057, ... atoms [135]. In experiments, it was dis-

covered that for hot, liquid clusters electronic shell effects are present, whereas for cold

and solid clusters geometrical magic numbers are observed [136, 137]. But often this

distinction is not very clear and, for smaller cluster sizes, an interplay between elec-

tronic and geometrical effects can be identified [136]. Both types of effects have been

disvovered for a huge number of different cluster types and not only for alkali clusters

[35, 136].

A large variety of properties of alkali clusters (and of course of clusters in general) are of

scientific interest. These include the polarizability [138, 139, 140], optical [141, 142, 143],

thermal [144, 145, 146] or magnetic properties [147, 148]. As mentioned before, in many

cases experiments are not sufficient to fully understand and to explain certain phenom-

ena in cluster science. But the prediction of the alkali clusters’ properties via theoretical

calculation is only reliable, if the geometries of the clusters have been identified accu-

rately. Hence, a lot of effort has been put into the application of computational methods

to alkali clusters and the determination of their structural-energetic minima. More ad-

vanced levels of theory as ab initio methods [149, 150, 151] (section 6.2) as well as

DFT studies [152, 153, 154] (section 6.3) and simpler, computationally less demanding

model potentials [155, 156] have been used for structural-energetic optimizations of al-

kali clusters. An unbiased structural-energetic GO can only be performed using a simple

description of the interactions between the atoms in order to reduce computational time

and to faciliate the extensive investigation of the huge search spaces. This has already

been performed within several studies. Tevekeliyska et al. used a density-functional

tight binding approach to identify global energy minima of Na clusters with up to 20

atoms [157]. As GO procedure a genetic algorithm was chosen. Within the same work

Na clusters with up to 60 atoms have been optimized, whereat the embedded atom

method (EAM) was combined with the Aufbau-Abbau algorithm [157]. In 2011 Kostko

et al. performed a GO for neutral and anionic NaN clusters (N ≤ 80) with a Gupta

(G) potential and an unbiased basin hopping optimization [156]. Two model potentials,

namely Murrell-Mottram (MM) and Gupta, have been applied to Na clusters with up

to 380 atoms, also in combination with the basin-hopping approach [155].

Hereinafter a GO of LiN and NaN clusters for N = 2−150 is presented. Up to six isomers

are considered for each cluster size N . A modified embedded atom method (MEAM)

is used to describe the interatomic interactions within the clusters. The putative GEM

are determined via a combination of the variable metric/quasi-Newton method for local

structural relaxations and the Aufbau-Abbau algorithm. Moreover, a detailed energetic
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and structural analysis is performed. Due to the simplicity of the used computational

method, the MEAM, and its analytical form, an extensive investigation of the clusters’

PES can be performed. To the best of our knowledge this is the first time a study consid-

ers up to six isomers for two types of alkali clusters within this size range. Interestingly,

not all cluster geometries are solely dictated by packing effects with a high coordination

of the atoms, but which are planar or also linear.

This part of the thesis is structured as follows: first the technical details of this study

are presented, including a description of the MEAM (section 9.1), and the used opti-

mization algorithms (section 9.2). This is followed by a detailed analysis and discussion

of the results (chapter 10). The chapter concludes with a final summary and an outlook

(chapter 11).
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9.1 The computational method: MEAM

Formally the EAM has its roots in DFT and the underlying idea is based on the quasi-

atom model of an impurity within a host system, which was constructed by Stott and

Zaremba in 1980 [158]. The original EAM of Daw, Baskes and Foiles was initially

developed to describe metals and has been used to calculate many different properties of

these systems [159, 160, 161, 162]. The basic assumption of this method is to treat the

metallic system as a kind of host in which each of the systems’ atoms is embedded. If

an atom is embedded into the host at a certain position i, this atom ”feels“ an electron

density ρhi at this site, which is caused by all the other atoms constituting the host. This

gives rise to the so-called embedding energy Fi(ρ
h
i ), which is a function of the hosts’

electron density ρhi at this position i. Moreover, the embedded atom i interacts with

each other atom j in the host via a short-ranged potential φ(rij) that is a function of

the interatomic distance rij . Within the EAM the total energy of a N -atomic system

can be described as a sum of two energetic contributions:

Etotal =

N∑
i=1

Fi(ρ
h
i ) +

1

2

N∑
i,j=1
i 6=j

φ(rij), (9.1)

with the local electron density ρhi at site i being a simple superposition of spherically

averaged atomic electron densities ρaj (rij). The functions to calculate the total energy

Etotal, i.e. the embedding function, the electron density and the pair potential function,

are obtained from fitting data of experiments or higher-level theory like ab initio meth-

ods. For use in calculations these functions are tabulated and interpolated via cubic

splines.

Furthermore, there are analytic embedded atom methods, which have been used for

various different applications [163, 164, 165, 166]. As the name suggests, analytical

mathematical functions and no spline descriptions are used to describe the quantities

appearing within equation 9.1. The parameters of such analytical functions can be ob-

tained from several properties, e.g. the cohesive energy or the elastic constants of the

considered metals [163, 166]. Additionally modified EAM models exist, in which an

additional term is added to the total energy expression as an adjustment to the assumed

superposition of spherically atomic electron densities [167, 168, 169].
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The semiempirical EAM has been successfully applied to wide range of metal clus-

ters, including homoatomic systems [105, 106, 157, 170, 171] as well as nanoalloys

[172, 173, 174, 175]. As a simple model potential the EAM is particularly suitable

for the search of the lowest-energy structures of clusters, which has made it a popular

computational method to perform global optimizations [105, 106, 157, 174, 175]. In

this thesis an analytic MEAM is used to calculate the energy of Li and Na clusters. It

was initially developed for bulk alkali metals and applied to various properties of these

systems, e.g. the Debye temperature, heat capacity or surface energy [176]. The results

were in good accordance with other theoretical methods and experiments, therefore we

were optimistic that an application to alkali clusters would be successful. Initial, pre-

liminary investigations, published as bachelor thesis [177], showed the applicability of

this analytic modified EAM to sodium clusters. Three isomers of NaN clusters (with

2 ≤ N ≤ 60) had been considered for the global optimization process. Due to the short

time available for the bachelor thesis, only a limited investigation of the clusters’ PES

was possible. This was not a problem within the present study, where a very thorough

GEO of the clusters and a comprehensive structural and energetic analysis could be

performed. Each cluster size could be studied in more detail, more isomers and larger

cluster sizes could be considered. Additionally, some minor errors have been removed,

which enhances the efficiency and accuracy of the source code, used for the GEO of the

alkali clusters. Moreover, it should be stressed that none of the results, obtained within

the bachelor project, have been used for the investigations within the present study.

According to the MEAM, used in the present study, the total energy of a system can

be described via three terms [176], where the first two terms, the embedding energy

F (ρhi ) and the pair potential φ(rij), are also included in the original version of the EAM

[159, 160]. The embedding energy depends on the interatomic distances rij through the

hosts’ electron density ρhi at position i, whereas the pair potential directly depends on

the distance between two atoms, with one atom being located at position i and the

other one being located at position j. The electron density ρhi originates from the pres-

ence of the other atoms of the system. The third energetic contribution M(P hi ) is the

aforementioned modification term that corrects the assumption of linearly superposing

spherically atomic electron densities and it is a function of the second order of the hosts’

electron density P hi at site i [176]. Hence, the total energy of a system consisting of N

atoms can be described by the following equation:

Etot =
N∑
i

F (ρhi ) +
1

2

N∑
i,j=1
i 6=j

φ(rij) +
N∑
i

M(P hi ) (9.2)
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The electron density of the host ρhi and the the second order term P hi are sums of the

corresponding atomic contributions fa(rij):

ρhi =
∑
j

fa(rij) (9.3)

P hi =
∑
j

(fa(rij))
2. (9.4)

The atomic electron densities fa(rij) in turn are calculated as

fa(rij) =
( r1
rij

)4.5(rcut2 − rij
rcut2 − r1

)2

, (9.5)

with r1 being the nearest-neighbour interatomic distance in an undistorted perfect bcc

crystal. The cut-off distance rcut2 is decribed via rcut2 = r4 + 0.9(r5 − r4), is therefore

located between the fourth r4 and fifth r5 nearest-neighbour distance in an undistorted

perfect bcc lattice [176].

The analytical description of the embedding energy is

F (ρhi ) = −
[
F0 − γ ln

(
ρhi
ρe

)](
ρhi
ρe

)n
(9.6)

with the MEAM parameters F0, γ, and n and ρe representing the electron density of a

bcc lattice in equilibrium. The formula for the calculation of the modification term is

[176]

M(P hi ) = α

{
1− exp

[
− 100

(
ln
(P hi
Pe

))2]}
, (9.7)

with α and Pe representing a model parameter and the second-order equilibrium electron

density for a bcc alkali metal, respectively. Moreover, the pair potential is truncated

between the third and fourth nearest-neighbour distance of an undistorted bcc crystal,

after the distance rcut1 = r3 + 0.9(r4− r3). A power series expansion is used to describe

the pair potential φ(rij) [176],

φ(rij) =
3∑

m=−1
km

(rij
r1

)m
, (9.8)

where the km represent model parameters of the MEAM. For the calculation of the

clusters’ energies the MEAM and the parameters of the original work of Hu and Masahiro

[176] were used. Several properties of the alkali metals, like the lattice constants a, the
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cohesive energies and the elastic constants have been calculated within their study and

the values for the model parameters of the MEAM were adjusted to accurately reproduce

these quantities. These parameter values are listed in in table 9.1.

Table 9.1: Values for the parameters of the analytic MEAM used within this thesis. Lattice
parameters a are in Å, F0, γ, α, km are in eV and n is dimensionless. Adapted by
permission from Springer Nature: Springer, J. Clust. Sci., Global Optimization of
Li and Na Clusters: Application of a Modified Embedded Atom Method, K. Huwig,
V. G. Grigoryan and M. Springborg, Copyright 2019.

Parameter Li Na

a 3.491 4.225

F0 0.96797 0.33292

γ 0.55765 0.57694

α x (10−6) 45.23040 7.66488

k−1 4.51824 1.93482

k0 -13.85574 -6.86288

k1 14.90406 7.90187

k2 -6.81276 -3.74485

k3 1.13050 0.63419

n 0.320 0.465

9.2 The global optimization algorithm

The applied GO algorithm is a two-step procedure, where the first step includes the

random creation of clusters and the local relaxation of the generated structures. As

local optimization procedure a variable metric/quasi-Newton method [92] is used. Due

to the analytical form for the energy within the MEAM model it is possible to calculate

analytical expressions for the derivatives of the energy. The first order derivatives of

the energy, the forces, are needed for the local optimizations. Due to this simplicity of

the semiempirical MEAM, the local relaxations are very fast. Thus, for each cluster size

many millions of clusters can be calculated, which enables an extensive investigation

of the PES. In the subsequent second step, the up to six lowest-energy isomers of the

”random” calculations are used as input structures for the Aufbau-Abbau algorithm. The

energetic minima obtained in the second step are compared to that of the first one and
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the best, energetically lowest, structures are chosen. Using this optimization procedure,

we are convinced that we could identify the global energetic minima or at least that

clusters, that are very close to them.

9.2.1 The “random” calculations: unbiased optimizations

Random cluster generation

The concept of cluster creation that is used within this work, was developed by M.

Valtchev [178] and it was adjusted to the present task. First, an initial volume V0 is

created, by using crystallographic data of the metal under investigation. In this case

this initial volume is represented by the volume of a primitive bcc unit cell of the alkali

metals. Furthermore, to take into account the size of the corresponding cluster, the

volume of the primitive cell is multiplied by the number of atoms N in the cluster:

V0 = N
a3

2
. (9.9)

a is the lattice constant of the respective alkali metal (see table 9.1). One calculation

of a certain cluster size involves the optimization of many millions or for larger sizes

hundred thousands of single clusters. Instead of creating each cluster of a certain size

within the same, constant volume, variations are imposed upon this volume throughout

a calculation. The shape of the confining volume may be prismatic or elliptic and the size

of the volume is varied between 0.88 ∗V0 and 1.12 ∗V0 in increments of 0.04. In addition

to the inclusion of compressed and enlarged volumes, the side ratios of the volumes are

also varied. For the side ratios x : y : z it is sufficient to change the values for x and y

[178]. Hence, the considered side ratios x : y : 1 can range from 1 : 1 : 1 to 10 : 10 : 1,

where x and y are allowed to adopt only integer values. In this context it is taken into

account that there may be ratios that are permutative identical, e.g. 4 : 5 : 1 and 5 : 4 : 1

and they are not both considered. After the creation of the confining volume, the cluster

is generated by placing the clusters’ atoms randomly within this volume. Afterwards

this initial random geometry is locally relaxed using the variable metric/quasi-Newton

method [92].

The variable metric/quasi-Newton method

Variable metric/quasi-Newton methods are popular optimization algorithms and have

been successfully applied to the local optimizations of other metal clusters, such as Ni

or Cu clusters [105, 106]. They have proved to be reliable, effective local optimization

64



9 Technical details

procedures, eminently suited for unbiased structural optimizations.

The original, exact Newton algorithm is a method that needs the inverse of the Hessian

matrix to determine the minimum values of some function f . In practice this exact

Newton method, in most cases, is not suitable. The calculation of the Hessian that

includes the second derivatives of the function f , is often computationally too demanding

[92]. So-called quasi-Newton methods avoid the calculation of the true Hessian, and

therefore the determination of the second derivative, by using an approximation to the

inverse of Hessian [92]. Information on the gradient, the first derivative of f , is involved

in the construction of the approximated Hessian. This reduces the computational cost

for the optimization drastically and has made the quasi-Newton methods very popular

in science and engineering. The general procedure of these algorithms is visualized in a

simplified form in figure 9.1.

Figure 9.1: Simplified flowchart showing the general workflow of a quasi-Newton algorithm, as
used within this study of the GO of alkali clusters.

Starting with an inital argument value xk = x0 and an initial approximation to the

inverse Hessian Mk = M0, the quasi-Newton direction is determined [179]. The latter

specifies the search direction of the optimization ∆xk, which gives the direction on the

PES one has to move to reach the next point in space xk+1. The approximation Mk to the

inverse Hessian matrix H−1k and the gradient of the function f at the point xk, ∇f(xk),
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are used to calculate ∆xk. The matrix Mk is positive definite [92, 179], which ensures

that starting from xk one moves in a downhill direction on the PES towards a minimum

value. Next, the parameter tk is computed, which represents the size of the step one

moves along the search direction. Subsequently, the new point xk+1 is determined using

∆xk and tk [179]. Afterwards the stop criteria are checked, which may be the reaching

of some tolerance value and/or a maximum number of iteration steps k. If the stop

criteria are fulfilled the algorithm stops, if not, the matrix Mk is updated to yield a

new approximated matrix Mk+1 to the true inverse H−1k+1 [179]. The next iteration step

k = k+1 again starts with the calculation of the quasi-Newton direction ∆xk+1 using the

updated matrix Mk+1 and the recent gradient information ∇f(xk+1). There are different

versions of variable metric/quasi-Newton algorithms, with the Davidon-Fletcher-Powell

(DFP) and Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm being the two most

popular ones [92, 179]. These versions differ in how the approximated Hessian is updated.

In this study the BFGS method is used for the local optimization of the single cluster

structures. The designation ”variable metric“ is derived from the fact that the positive

definite matrix Mk defines a metric. Due to the updating process of the matrix Mk, in

each iteration step another metric is defined, i.e. the metric is variable.

The efficiency of the applied quasi-Newton algorithm, together with the simplicity of

a simple model potential as the MEAM and especially its analytical formulae and the

possibility to use the gradient in an analytic form, lead to a fast and effective screening

of the PES of the clusters. A large number of clusters could be generated and optimized

within each calculation. For the 20-atomic Na cluster about 12.5 million single clusters

have been examined during one calculation, what took approximately 42h. Eight such

calculations for Na20 have been performed in total, which gives roughly 100 million

systems that have been investigated for this cluster size. In general for each cluster size

eight to ten of these calculations have been carried out and even larger cluster sizes have

been studied extensively (e.g. 5 million clusters in total for Na150). For each cluster size,

the results of each of the eight to ten calculations are examined and the six energetically

lowest isomers are identified, which are used afterwards in the Aufbau-Abbau procedure.

9.2.2 The Aufbau-Abbau algorithm

The second step within the GO procedure is the Aufbau-Abbau method. In principle,

this algorithm consists of two parts: on the one hand the Aufbau and on the other the

Abbau process. To perform an Aufbau calculation for a cluster MN with N atoms an

optimized cluster with N − 1 atoms is needed as an input structure. This N − 1-atom

cluster has been obtained in a previous Aufbau-Abbau step or in a ”random calculation“
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Figure 9.2: Example for the workflow of the Aufbau-Abbau algorithm used within this study.
Adapted by permission from Springer Nature: Springer, J. Clust. Sci., Global
Optimization of Li and Na Clusters: Application of a Modified Embedded Atom
Method, K. Huwig, V. G. Grigoryan and M. Springborg, Copyright 2019.

for this cluster size N − 1. An atom is added at a random position of the (N − 1)-atom

cluster and a cluster with N atoms is obtained, which is subsequently optimized locally

using the previously discussed quasi-Newton method. The whole process of the addition

of an atom to the (N − 1)-atomic input structure as well as the local relaxation are

repeated many thousands or million of times, which enables a further extensive study of

the clusters’ PES. In contrast, an Abbau calculation makes use of an optimized cluster

with (N + 1) atoms as input system, whereat by removal of an atom a N -atomic cluster

is obtained. Afterwards the MN cluster is locally relaxed. Each single atom of the MN+1

input structure is removed once, resulting in N + 1 different structures with N atoms

that are considered within one Abbau calculation.

The workflow of the Aufbau-Abbau algorithm, as used within this study, is shown in the

sketch in figure 9.2. Starting with the smallest cluster size, this algorithm is performed

successively. As an example we show the Aufbau-Abbau procedure, for the general case

of a N -atomic cluster MN .
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The optimization process for the MN−1 cluster just has been finished and now we arrive

at the cluster size N . The recent six energetically lowest isomers for the (N − 1)-atomic

cluster among the results of the ”random calculations” and the Aufbau-Abbau algorithm

have been identified and are used as input structures for the Aufbau calculations of

the N -atom cluster MN (step 1 in figure 9.2). Therefore, six Aufbau calculations are

performed within step 1. Among the results of the six Aufbau calculations of step 1

the energetically lowest structures of the MN cluster are chosen and compared to that

of ”random calculations“. Again, the six energetic minimum structures of this cluster

size are identified and used as input for the following six Abbau calculations (step 2),

which in turn gives (N − 1)-atom clusters. The results of this Abbau step are compared

to the previous lowest-energy isomers of the MN−1 cluster and the best structures are

kept. These two initial Aufbau and Abbau steps that are higlighted in light-blue, are

always performed for each cluster size N . But the following step 3 is only performed,

if new structures for the (N − 1)-atomic cluster have been identified in step 2, i.e. at

least one new lowest-energy isomer is among the six most stable structures. We may now

assume that this is the case and a new set of six energy minima has been found for MN−1

(denoted by the green coloured ”new“ in figure 9.2). With this current set of minimum

structures Abbau calculations are performed (step 3) and optimized (N − 2)-atomic

clusters are obtained. These structures are compared to the current set of lowest-energy

minima of cluster size N −2 and the best ones are kept. Due to the identification of new

energy minima, again Abbau calculations have to be performed (step 4). This sequence

of Abbau steps is carried through until a size is reached, where no new set of structures

is obtained (denoted by the red coloured ”old” in figure 9.2). We may now assume that

this is the case for the Abbau calculations that yield clusters of the size N − 4 (step 5).

Therefore the subsequent step 6 is a Aufbau procedure, using the recent six energetically

lowest isomers of the MN−3 clusters as input. Within the results of these calculations,

new structures are found for the (N − 2)-atom cluster. Due to this fact, also Abbau

calculations have to be performed with current best isomers of this size (step 7). Since

this does not lead to new energy minima for cluster size N − 3, one proceeds with the

next Aufbau procedure (step 8). Although step 8 does not result in a new set of isomers

for the MN−1 cluster, the Aufbau calculations of step 9 to yield MN clusters have to be

performed with the current set, because new structures for the (N − 1)-atomic cluster

have already been found in step 2. The application of the Aufbau-Abbau procedure

in this form guarantees, that in case of the identification of new isomers for a certain

cluster size, Aufbau as well as Abbau calculations are performed, using the updated

set of structures as input. The optimization process outlined above is assumed to be
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finished, if no new lowest-energy isomers are identified for the examined cluster sizes.

The workflow depicted is complicated and, if performed manually, also time-consuming

as well as error-prone. Hence, to perform all the calculations as well the analyses and

identifications of the lowest-energy isomers automatically, a self-written bash script was

used.
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10 Results and discussion

10.1 Smaller cluster sizes

10.1.1 Dimers of Li and Na

The discussion of our results starts with the smallest clusters, the dimers Li2 and Na2.

Since the used MEAM approach [176] was initially developed for bulk alkali metals,

this also offers the opportunity to check the accuracy of our approach. Alkali metals in

the solid state and the corresponding bulk properties may be described well with the

MEAM, but can nanoparticles like clusters also be treated with this method? Therefore

we compare the bond lengths of the optimized Li2 and Na2 dimers to experimental

results as well as to those of other theoretical methods. This is shown in table 10.1.

The bond length for Li2 obtained with the MEAM is in very good agreement with the

experimental determined value [180] and deviates less from experiment than the listed

DFT calculations [181, 182]. Also the MEAM result for the Na dimer is satisfactory

and is in good accordance with other studies, but exhibits a larger deviation from the

experimentally determined bond length [180] than it is the case for Li2. For Na2, DFT

studies using B3LYP as the exchange-correlation functional [183] yield a more accurate

Na2 bond length than the MEAM potential of the present work and the MP2 calculations

of Ref. [184]. The latter two studies slightly overestimate the sodium dimer bond length.

Nevertheless, the results for Li2 as well as Na2 obtained with the MEAM are in good

agreement with other studies. Taken together with the findings for the bulk alkali metals

in Ref. [176] we are convinced that the application to larger cluster sizes will also be

successful.

Additionally in figure 10.1 we exemplarily show the energy curve, the most simple type

of PES, for the diatomic Li cluster calculated with the MEAM potential. It can be

recognized that a well-defined energy minimum exists at an interatomic distance of

rmin = 2.674 Å.

10.1.2 Clusters with up to ten atoms

In the ensuing discussions about cluster structures the notation MN.k will be used. Here

the letter M denotes the type of alkali metal (Li or Na) and N represents the number

of atoms in the cluster. The number of the isomer is denoted by k, where the order is

according to increasing energy. A higher number k indicates an isomer with a larger
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Table 10.1: Bond lengths of the optimized lithium and sodium dimer obtained with the MEAM
potential compared to the results of experimental and other theoretical studies.
MEAM, exp., DFT, MP2 denotes modified embedded atom method, experiment,
density functional theory and second-order Møller-Plesset perturbation theory, re-
spectively. Adapted by permission from Springer Nature: Springer, J. Clust. Sci.,
Global Optimization of Li and Na Clusters: Application of a Modified Embedded
Atom Method, K. Huwig, V. G. Grigoryan and M. Springborg, Copyright 2019.

Li2 R(Å) Method Na2 R(Å) Method

2.674 MEAM 3.166 MEAM

2.673 exp.[180] 3.079 exp.[180]

2.714 DFT[181] 3.054 DFT[183]

2.691 DFT[182] 3.153 MP2 [184]

Figure 10.1: Total energy curve for the Li2 cluster calculated with the MEAM potential.
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energy value, i.e. an isomer with a less stable structure.

The cluster geometries obtained with the MEAM are compared to the results of various

other methods at different levels of theory, like ab initio studies, DFT calculations or

model potentials. As mentioned before, in this study up to six isomers are considered

for each cluster size. But in general, we focus on the three lowest-energy isomers within

the following discussions and only in special cases the fourth, fifth or sixth isomer is

considered. Tables including the point groups of all six isomers of Li and Na clusters are

enclosed within the appendix A.

Clusters with N = 3− 6 atoms

Table 10.2 lists the symmetries for the three energetically most stable LiN clusters (with

N = 3− 6) of this work compared to the results of other investigations. The structures

for the putative global energy minima within this size range are depicted in figure 10.2.

Within the MEAM the GEM for the three-atomic Li cluster is the equilateral triangle

with the symmetry group D3h, whereas the other studies yield an isosceles triangle with

the C2v point group. The reduction of symmetry for the results of the other studies

occurs due to a Jahn-Teller distortion [37, 185]. The ab initio as well as the DFT cal-

culations listed in table 10.2 explicitly include electrons, but this is not the case for the

MEAM used in this work. The simple MEAM model does not encompass electronic de-

grees of freedom and a Jahn-Teller distortion, an electronic effect, can not be depicted.

Experimental investigations substantiate the existence of a Jahn-Teller effect for Li3.1

[186]. Only the DFT calculations of Ref. [185] yield an equilateral triangle. But it is the

second-lowest energy isomer of this study with a quartet electronic state and lies 1.31

eV higher in energy than the energetic minimum, the isosceles triangle. For the MEAM

a linear geometry (D∞h) is found as second isomer, which represents the third isomer of

the DFT calculations of reference [185]. The third most stable structure yielded by the

MEAM has a C2v point group and has a large apex angle of about 129.1◦. In contrast

to the obtuse triangle of our study, the angle at the vertex of the C2v structures of the

other studies is smaller [185, 187, 188].

The MEAM exhibits the tetrahedron (Td) for Li4.1. Compared with the other investi-

gations that yield a planar rhombus with D2h symmetry [185, 187, 188, 189, 190], the

result for the model potential is dictated by packing effects. From an energetic point of

view the MEAM prefers a high coordinated cluster geometry like a tetrahedron. The

rhombus is also obtained with the MEAM, but as the second-lowest energy isomer Li4.2.

It is 114 meV less stable than the aforementioned tetrahedron. With the exception of the

DFT study of Jones et al. [185], where a Jahn-Teller distorted tetrahedron is the second
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isomer, such a structure is not reported by the other investigations listed in table 10.2.

Furthermore, another study, not listed in table 10.2, using configuration interaction and

coupled-cluster methods, reports a stable tetrahedron in a no-pair bonding state [191].

The existence of a planar rhombus is also confirmed via experiments [192]. However,

comparing the structural parameters of the rhombus Li4.2 obtained with the MEAM

with that of the other investigations it becomes obvious that the diagonal and the side

bond exhibit almost the same length (3.007 Å and 2.929 Å) for the MEAM structure,

whereas this is not the case for the rhombus of the other calculations. Here the side bond

is noticeable larger than the diagonal [188, 189]. Finally we obtain a bended rhombus

for the third-most stable isomer Li4.3 that has a C2v point group. The calculations of

Ref. [189] produce a similar cluster as second isomer. The square (D4h) is the third

isomer of this study, which is the fourth-lowest energy structure for the semiempirical

MEAM.

The lowest-energy structure for Li5 is the trigonal bipyramide (D3h), which is not the

GEM for the other calculations. A distorted bipyramidal geometry with a C2v point

group is reported as the second or first isomer within a few other studies [185, 189, 193].

For the DFT calculations of Ref. [185] also a stable, undistorted D3h bipyramide in a

quartet state exists. The lowest-energy structure found with some ab initio [189] and

DFT [187, 194] methods is a 2D structure with a C2v symmetry. This planar cluster

geometry is also obtained with our MEAM model, but due to its preference of higher

coordinated structures, it is the fourth most stable isomer for Li5. However, it should

be noted that normally planar structures are not the result of semiempirical model po-

tentials as the MEAM. For the latter Li5.2 is a pyramid with a square base (C4v) that is

only reported within two other studies [193, 194], but as an anionic system and not as

a neutral cluster. The tetrahedron with one additional atom occupying an edge is the

second metastable isomer for the MEAM. This C2v structure is also obtained for Ref.

[193] as third isomer and, in a symmetry reduced version (C2), as second isomer for the

DFT calculations of Ref. [194].

A distorted octahedron (C4h) is the GEM for Li6 within this work as well as for other

studies [185, 187, 193, 194] listed in table 10.2. The MEAM yields a trigonal bipyramid

with one atom capping a trigonal face (C2v) as second isomer. Also the ab initio calcu-

lations of Ref. [189] give this structure as third most-stable geometry for the six-atomic

Li clusters. Li6.3 is a capped square pyramid, with the additional Li atom also capping

a trigonal face (Cs). The latter cluster has not been obtained within any other study

listed. The pentagonal pyramid with a flattened geometry and a C5v point group is

the first [189] or second [187, 193, 194] isomer for other investigations and represents
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the fourth metastable cluster in our work. The DFT calculations of Ref. [185] yield

the corresponding planar cluster with a D5h symmetry as second isomer. Among the

most stable clusters of the other studies another two-dimensional structure (D3h) is men-

tioned, which is not included within the six Li6 isomers produced by the MEAM. As

to be expected for a model potential like the MEAM lower-coordinated geometries are

less-stable and no planar clusters are found among the six lowest-energy isomers for

cluster sizes with more than five atoms. Concerning the order of stability, and especially

the putative global energy minima, already for cluster sizes N = 4 3D structures are

energetically favoured compared to planar systems.

Table 10.2: The symmetry of smaller lithium clusters (N = 3 − 6) obtained with the MEAM
compared to other studies. The three lowest-energy isomers are listed. MEAM,
DFT, and AI denotes modified embedded atom method, density functional the-
ory, and ab initio calculations, respectively. Adapted by permission from Springer
Nature: Springer, J. Clust. Sci., Global Optimization of Li and Na Clusters: Ap-
plication of a Modified Embedded Atom Method, K. Huwig, V. G. Grigoryan and
M. Springborg, Copyright 2019.

N Ref. Method N.1 N.2 N.3 N Ref. Method N.1 N.2 N.3

3 Here MEAM D3h D∞h C2v 5 Here MEAM D3h C4v C2v

[187] DFT C2v C2v [187] DFT C2v

[188] AI C2v [189] AI C2v C2v D3h

[189] AI C2v [185] DFT C2v C2v D3h

[185] DFT C2v D3h D∞h [193] AI C2v C2v C2v

[194] DFT C2v C2

4 Here MEAM Td D2h C2v 6 Here MEAM C4h C2v Cs

[187] DFT D2h [187] DFT D4h C5v D3h

[188] AI D2h [189] AI C5v D3h C2v

[189] AI D2h C2v D4h [185] DFT D4h D5h D3h

[185] DFT D2h C3v [193] AI D4h C5v D3h

[190] AI D2h [194] DFT D4h C5v D3h

Concerning the MEAM structures for the Na clusters within the size range N = 3−6,

it becomes obvious that they correspond, by and large, to the geometries of the Li

clusters presented above. Therefore, for sodium, this cluster size range is not discussed

in detail here and the geometries of the putative GEM structures are just mentioned

briefly. Na3.1 is an equilateral triangle (D3h) as to be expected without Jahn-Teller

effect, Na4.1 is a tetrahedron (Td), the trigonal bipyramid is obtained for Na5.1 and an
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Putative global energy minima of small Li clusters

Figure 10.2: Structures of the putative global minima for LiN clusters for N = 3 − 6 obtained
with the MEAM. Adapted by permission from Springer Nature: Springer, J. Clust.
Sci., Global Optimization of Li and Na Clusters: Application of a Modified Em-
bedded Atom Method, K. Huwig, V. G. Grigoryan and M. Springborg, Copyright
2019.

undistorted octahedron with the point group Oh represents the global optimum for the

six-atomic Na cluster.

Clusters with N = 7− 10 atoms

Due to the slight geometric differences between the optimized Li and Na clusters of the

present study, for the cluster sizes N = 7 − 10 only the sodium clusters are presented.

As before for the Li clusters, the point groups of the three lowest-energy isomers of

the Na clusters obtained with the MEAM are compared to the results of various other

theoretical methods (see table 10.3). The MEAM global minimum structures Na7.1 up

to Na10.1 are depicted in figure 10.3.

As to be expected, the results for the sodium clusters obtained with other semiempirical

methods like the Gupta (G) [195] potential are very similar to that of the MEAM,

whereas DFT [154] as well as ab initio [149, 151] methods yield cluster structures, which

exhibit similar differences as in the case of the Li clusters. Concerning the six lowest-

energy isomers for the two alkali metals, small differences may occur for the energetic

ordering and in a few cases also a structure may be found for Li, which is not obtained

for Na and vice versa. The linear Na4.6 can be mentioned as an example for this. Being

the sixth most-stable structure for Na, this geometry is not among the six isomers of

Li4.

The lowest-energy structure Na7.1 is the pentagonal bipyramid (D5h) within the MEAM,

which is in accordance with all the other studies, listed in table 10.3 [157, 184, 195, 196].

In our work the first and second metastable isomer for the seven-atomic Na cluster are

a singly capped octahedron (C3v) and a bicapped trigonal bipyramid (C2), respectively.

Also in Ref. [196] a second isomer is reported. Its geometry corresponds to our fifth
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most stable structure: a tricapped tetrahedron with a C3v point group.

For Na8 the MEAM yields a bisdisphenoid with D2d symmetry as GEM, which is also

obtained with the other model potentials [157, 195] and with the DFTB method [157]. A

fully capped octahedron is the first isomer within the other investigations [184, 196, 197].

The mono-capped pentagonal bipyramid (Cs) is the second isomer within our study and

is also reported as first metastable isomer in Ref. [197]. The latter study yields a

dodecahedral cluster as third lowest-energy structure.

Both, the MEAM and the EAM [157] model yield a doubly capped pentagonal bipyramid

as putative energetic minimum for Na9. The most-stable clusters obtained with the

other methods exhibit other geometrical structures [184, 195, 196], e.g. a monocapped

tetrahedron is reported in reference [196].

Na10.1 is a triply capped pentagonal bipyramid within the MEAM model, the Gupta

[195] calculations, and the semiemprirical Murrell-Mottram (MM) [195] potential. This

C3v structure is not the result for the other investigations. Hückel calculations [196]

yield a cluster with a C4v symmetry, whose geometry can be described as an octahedron

with four capping atoms. The DFT studies of Ref. [198] as well as the listed ab initio

calculations [184] mention a bicapped antiprism with a C2 point group as lowest-energy

cluster. Moreover, a trapezoidal antiprism is the second most-stable ten-atomic Na

cluster for the MEAM and exhibits a D2h symmetry.

For N = 7 − 10 the energetic ordering of the six isomers of the LiN clusters is similar

to that of the NaN clusters. Also here, cluster geometries occur for Li that are not

found for Na and vice versa. In general the geometries of the putative energy minima

for Li and Na clusters do not differ within the size range N = 7 − 10. An exception:

The undistorted bisdisphenoid (D2d) is the first metastable cluster Li8.2 and Li8.1 is a

bisdisphenoidal structure with a reduced symmetry (C2v).

10.2 Energetic and structural analysis of the alkali metal

clusters

Concerning the large amount of data produced upon the global optimization of the Li

and Na clusters, it is not feasible to discuss each single cluster size in detail. Rather, we

focus on identifying energetic and structural trends using several analytical tools.
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Table 10.3: Point groups of smaller sodium clusters (N = 7 − 10) obtained with the MEAM
compared to other studies. Only the three most stable isomers are listed. Adapted
by permission from Springer Nature: Springer, J. Clust. Sci., Global Optimization
of Li and Na Clusters: Application of a Modified Embedded Atom Method, K.
Huwig, V. G. Grigoryan and M. Springborg, Copyright 2019.

N Ref. Method N.1 N.2 N.3 N Ref. Method N.1 N.2 N.3

7 Here MEAM D5h C3v C2 9 Here MEAM C2v Cs C1

[195] G D5h [195] G D3h

[157] DFTB D5h [157] EAM C2v

[157] EAM D5h [157] DFTB C1

[196] H D5h [196] H C2v Cs

[184] AI D5h [184] AI C2v

8 Here MEAM D2d Cs D3d 10 Here MEAM C3v D2h C2

[195] G D2d [195] G C3v

[157] DFTB D2d [196] H C4v C4v C2v

[157] EAM D2d [184] AI C2 D4d C4v

[196] H Td Cs [195] MM C3v

[184] AI Td [198] DFT C2

[197] DDTB Td Cs D2d

Putative global energy minima of small Na clusters

Figure 10.3: Structures of the putative global minima for NaN clusters for N = 7−10 obtained
with the MEAM. Adapted by permission from Springer Nature: Springer, J. Clust.
Sci., Global Optimization of Li and Na Clusters: Application of a Modified Em-
bedded Atom Method, K. Huwig, V. G. Grigoryan and M. Springborg, Copyright
2019.
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10.2.1 Energy and stability: trends

For the two most stable isomers of each cluster size, obtained with the MEAM, we

calculated the binding energy per atom. The corresponding curves (first isomer: solid

line, second isomer: dashed line) are depicted in figure 10.4. With increasing cluster size

N the binding energy per atom increases monotonically for both alkali metal clusters.

Additionally, one can recognize a fine structure with several tips, especially pronounced

for the curve of the putative global minima. These cluster sizes represent structures with

a larger binding energy, i.e. a higher stability, than the neighbouring sizes. Overall, the

curves for the first and second isomers do not differ very much for both alkali metals.

Moreover, the dotted, horizontal lines depict the corresponding binding energies of the

Li and Na bulk material (1.63 eV/atom for Li, 1.11 eV/atom for Na). The binding

energy of the clusters converges towards the bulk value without reaching it within the

investigated cluster size range.

Binding energy as function of cluster size

Figure 10.4: Binding energy per atom for the the first and second isomers of LiN (left panel) and
NaN clusters (right panel) for 2 ≤ N ≤ 150. The solid and dashed lines represent
the values for the lowest-energy and second lowest-energy isomers, respectively.
The dotted, horizontal lines depict the corresponding bulk values. Adapted by
permission from Springer Nature: Springer, J. Clust. Sci., Global Optimization
of Li and Na Clusters: Application of a Modified Embedded Atom Method, K.
Huwig, V. G. Grigoryan and M. Springborg, Copyright 2019.

The fine structure within the curves mentioned above can be investigated in more detail.

Two quantities concerning the stability of the clusters can provide further insights into

this phenomena. First, the stability function gives the stability of a certain cluster size

compared to the stability of neighbouring cluster sizes. It is calculated as:

S(N) = Etot(N + 1) + Etot(N − 1)− 2 · Etot(N). (10.1)
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Here, N is the total number of atoms in the cluster. The other quantity describing

the stability is the difference in the total energy of the two most-stable isomers. Both

stability criteria are depicted in figure 10.5.

Stability criteria: stability function and energy difference

Figure 10.5: Stability criteria for the Li and Na clusters. The upper and the lower panels de-
pict the stability function and the energy difference between the first and second
isomers, respectively. Pronounced maxima within the upper panels are so-called
magic cluster sizes. Adapted by permission from Springer Nature: Springer, J.
Clust. Sci., Global Optimization of Li and Na Clusters: Application of a Mod-
ified Embedded Atom Method, K. Huwig, V. G. Grigoryan and M. Springborg,
Copyright 2019.

Within the two upper panels the stability function S(N) for the Li and Na clusters is

depicted. Peaks within these panels, i.e. pronounced maxima, describe cluster sizes

with higher stabilities, if compared to the neighbouring sizes. It can also be noticed that

these so-called magic sizes, represented by the tips in figure 10.4, also posses a larger

binding energy per atom. Except for the cluster sizes N = 74 and N = 119 lithium and

sodium have the same magic numbers. As to be expected for a model potential including
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packing effects, the Mackay icosahedra at N = 13, 55 and 147 exhibit the largest peaks

for Li and Na. Furthermore, for Li several smaller peaks at N = 26, 46, 107 and 109 can

be found, which are not highlighted in the figure. The stability function for Na shows

some less pronounced maxima at N = 26, 31 and 46.

Other studies, using the EAM [157], the Gupta (G) [155, 199] or the Murrell-Mottram

(MM) potential [155] yield magic sizes for sodium that most often correspond to that

of the present study. However, frequently magic sizes are obtained with the MEAM

that have not been found within the investigations, previously mentioned, i.e. the magic

clusters at N = 74, 83, 87, 95, 104, 131 and 137 identified with the MEAM, have not

been listed within the other studies. Sometimes, the different model potentials also yield

structures with different symmetries for the same magic number, e.g. Na101 or Na116

for the present study and the MM method. But there are also magic numbers that have

not been identified using the MEAM, i.e. N = 45, 47, N = 29, 81 or N = 28, 42 for

the EAM, the G and MM model, respectively. The DFTB method [157] yields magic

cluster sizes for Na that are quite different from those of the model potentials, and

which are in good agreement with the jellium model or mass-spectrometric investiga-

tions [37, 128, 132]. Here, electronic shell-closing effects are the reason for pronounced

peaks, i.e. a higher stability of certain cluster sizes. Electrons are not explicitly included

within simple potentials like the MEAM, the EAM or the G and MM method. So, elec-

tronic effects can not be described with these methods and the resulting structures are

rather dictated by packing effects. Here, also odd magic numbers are obtained. Com-

paring the MEAM results for the Li clusters to the magic numbers obtained with the

jellium model [132] similar observations can be made.

Whether a cluster size belongs to the magic numbers depends on the investigated sys-

tem and on the theoretical method that is used to describe the interactions among the

atoms of that system. Therefore, it is difficult to predict such magic sizes in advance.

Electronic shell-closings effects as well as geometric packing effects may influence the

existence of the magic numbers. In this connection, the used computational method

is of great importance. This may be explained by a simple example. For the MEAM

the lowest-energy isomer for Li19 and Na19 is the highly-symmetrical double icosahe-

dron with a C5v point group. It is a highly-coordinated structure, which is dictated by

the packing-effects that are included within the MEAM. In our study Li19.1 as well as

Na19.1 exhibit a pronounced stability compared to the neighbouring cluster sizes and

they belong to the magic clusters. The twenty-atom clusters Li20.1 and Na20.1, the

double-icosahedron with an additional atom attached to a pentagonal ring, are of lower

symmetry (Cs) and stability. The DFT calulations of Ref. [198] that explicitly include
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electrons and therefore electronic effects, yield a magic Na20 cluster with a honeycomb-

like geometry. Here, Na19 is no magic number. In this study the pronounced stability

for the twenty-atom cluster agrees well with the experimental findings of Ref. [128],

where the stability of these cluster sizes is explained via the filling of electronic shells

for N = 8, 20, 40, . . . in accordance with the jellium model. These electronic effects can

not be depicted by the MEAM, since electrons are not explicitly included within this

method. Rather, the previously mentioned packing effects influence the geometries of

the clusters and the (non-)existence of magic numbers for certain cluster sizes. In section

10.2.4 a more detailed discussion on the magic cluster sizes can be found.

The lower panels in figure 10.5 show the other stability criterion: the energy difference

between the first and second isomers of the Li and Na clusters. In many cases, the cluster

sizes with pronounced peaks found for the energy difference correspond to maxima of the

stability function S(N). Also here exceptions exist. For example for the three-atomic

cluster, the energies of equilateral triangles Li3.1/Na3.1 are well below that of the linear

second isomer. Therefore, at N = 3 there is a maximum for the energy difference. But

the three-atomic lithium and sodium clusters are no magic clusters (see upper panels in

figure 10.5).

10.2.2 Structural trends

Coordination and shape

Next we analyzed trends concerning the structural arrangements within the clusters.

Figure 10.6 shows the average coordination number (ACN, upper panels), the minimum

coordination number (MCN, middle panels) and the average bond distance (ABD). In

case of the ACN (upper panels), we defined that two atoms are bonded, if their distance is

less than 3.26 Å for Li and 3.94 Å for Na. In order to obtain these values, we averaged the

nearest-neighbour (Li: 3.02 Å, Na: 3.66 Å) and the second nearest-neighbour interatomic

distance (Li: 3.49 Å, Na: 4.23 Å) for bulk Li/Na. As to be expected, with increasing

cluster size an increase in the ACN can be noticed. This is due to the decreasing number

of atoms that is located in the surface region with increasing system size. Moreover,

there is a fine structure within the curves describing the ACN. This fine structure is

more pronounced for smaller-sized clusters and is smaller for larger cluster sizes: for

Li after N = 130 and for Na after N = 120. For both alkali metal clusters the bcc

coordination number of eight is reached at about N = 50. For larger cluster sizes even

higher values for the ACN are found. In summary, it can be said that, at about N = 50
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the bulk value is exceeded and is not reached again within the size range under study. A

less dense packing, as found within the bcc lattice is unfavourable for the clusters within

this size range and more compact structures are preferred. Therefore, larger sizes would

have to be studied in order to investigate in which size range a transition to the less

dense bcc packing occurs.

The two middle panels in figure 10.6 depict the MCN. A cluster growth with additional

atoms attached to the surface of a cluster can be understood in terms of a low value

between one and four for the MCN. Atoms that are added to a position inside a cluster

or new arrangements of surface atoms are indicated by higher MCN values in figure 10.6.

The ABD for the two alkali metal clusters is depicted in the lower panels in figure 10.6.

In both cases, the average bond distance of the bcc bulk systems (Li: 3.02 Å, Na: 3.66

Å) is exceeded. Again, as observed for the ACN, the bulk properties are not reached

within the studied cluster size range.

82



10 Results and discussion

Coordination analysis

Figure 10.6: Analyses of the coordination within the clusters. The two upper panels, the two
middle panels and the two botton panels depict the average coordination number,
the minimum coordination number and the average bond distance, respectively.
The left panels show the results for the Li clusters and the right panels the cor-
responding analyses for the Na clusters. Adapted by permission from Springer
Nature: Springer, J. Clust. Sci., Global Optimization of Li and Na Clusters: Ap-
plication of a Modified Embedded Atom Method, K. Huwig, V. G. Grigoryan and
M. Springborg, Copyright 2019.
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Moreover, the overall shape of the lithium and sodium clusters might be of interest.

Suitable quantities to describe these properties are the moments of inertia [105, 106].

Here, we considered the 3× 3 matrix, including the following elements:

Iστ =
1

u2l

N∑
n=1

(Rn,σ −R0,σ) · (Rn,τ −R0,τ ). (10.2)

ul = 1 Å is the unit length, the variables σ and τ denote the directional components x, y

and z and ~R0 represents the center of the corresponding cluster. The latter is calculated

as

~R0 =
1

N

N∑
n=1

~Rn, (10.3)

with the position of the nth atom ~Rn. The three eigenvalues Iαα, belonging to the

aforementioned 3×3 matrix, can be used to classify the clusters according to their shapes.

Here, three shape categories can be distinguished. Clusters of overall spherical shape

posses three identical eigenvalues, whereas cigar-shaped systems exhibit two large and

one small eigenvalues. One large and two small eigenvalues are found for clusters with a

lens shape. Another parameter, which can be used to describe the spatial extension of

a cluster is the average 〈Iαα〉 of the previously mentioned eigenvalues. Assuming that

we have a homogeneous sphere with N atoms, it is beneficial to scale the average 〈Iαα〉
by N−5/3. In doing so, roughly N independent values are obtained. The normalized

average, as well es the shapes of the clusters for all six isomers are shown in the upper

and middle panels of figure 10.7.

Analyzing the two middle panels reveals that Li and Na exhibit an overall spherical

shape for same cluster sizes. According to our analysis for both alkali metal clusters

the putative global minima at N = 4, 6, 13, 26, 28, 34, 55, 92 and 147 as well as Li146.3

and Na146.2 are of spherical shape (bottom set of rows). Except for Li6.1, a distorted

octahedron (C4h), all lowest-lying isomers are of high symmetry. Comparing with the

stability function in the upper panels of figure 10.5, one recognizes that the magic clusters

at N = 13, 55, 92 and 147 are also overall spherical. Also Li146.3 and Na146.2 exhibit high

symmetries, i.e. both posses a Ih point group. Further examination of the cluster shapes

shows cluster size ranges, in which a certain shape seems to be dominant. For the sizes

ranges 55 < N < 74 and 94 < N < 111 almost all six isomers of both alkali metal clusters

predominantly exhibit cigar-like shapes (middle set of rows). Lens-shaped clusters can

be found for Li for the cluster sizes 45 < N < 54, 77 < N < 85, and 111 < N < 140

84



10 Results and discussion

and for Na for 45 < N < 51, 78 < N < 85, and 111 < N < 138 (top set of rows). A

dominating shape can not be identified for smaller lithium or sodium clusters LiN/NaN

with N < 45. Within this size range more cigar-shaped systems can be found than

spherical or lens-shaped structures.

The two upper panels in figure 10.7 show the average 〈Iαα〉. Here, for both alkali metals

all six isomers exhibit similar trends. Smaller average values, for 50 < N < 55 and N >

140, indicate more spherical shaped clusters. For the maximum eigenvalue difference

∆maxIαα (lower panels in figure 10.7) similar observations can be made. Spherical shaped

clusters posses small eigenvalue differences, which is true for the cluster size ranges

around N = 55 and N = 90 as well as for clusters with more than 140 atoms.

Growth pattern and similarity studies

In figure 10.8 we study the growth patterns of the lithium and sodium clusters. Here, the

question arises: how similar is a N -atomic cluster to another cluster consisting of N − 1

atoms? How can a cluster withN atoms be build from a (N−1)-atom structure? In order

to investigate this issue we employ a similarity function Sd using interatomic distances.

[105, 106] All interatomic distances di (with i = 1, 2, · · · , N(N − 1)/2) between the

atoms of the cluster with N − 1 atoms are calculated and subsequently these distances

are sorted in increasing order. In a following step we take the cluster with N atoms

and remove a single atom, thereby creating a (N − 1)-atom cluster. So, we obtain N

structures with N − 1 atoms out of the N -atomic cluster. The interatomic distances

d′i are calculated for each of those newly generated clusters and they are also sorted in

increasing order. Next, we use the interatomic distances to calculate the quantity

qd =

[
2

N(N − 1)

N(N−1)/2∑
i=1

(di − d′i)2
]1/2

. (10.4)

N values for qd are obtained and we keep the smallest one, qd,min. Subsequently, the

similarity function Sd is computed using this minimum value for qd:

Sd =
1

1 + qd,min/ul
, (10.5)

with ul = 1 Å. There is a high degree of similarity between the two structures if the value

for Sd is close to 1. The top panel in figure 10.8 depicts this similarity function for the

comparison of the most-stable isomers of the (N − 1)-atomic and the N -atom Li (left)

and Na (right) clusters. Due to the similarity function not being close to 1 for cluster

sizes N ≤ 42, a rather complex growth pattern is indicated for these smaller clusters. For
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Shape analysis

Figure 10.7: Analysis of the shape of the Li (left) and Na clusters (right). Three quantities are
used to describe the clusters’ shape. The two upper panels depict the average of the
eigenvalues 〈Iαα〉 (scaled by N−5/3). The middle panels shows the overall shape
of the clusters and the bottom panels depict the maximum eigenvalue difference.
Within the middle panels, clusters of spherical, cigar and lens shape are depicted
in the bottom, the middle and the top set of rows, respectively. Adapted by
permission from Springer Nature: Springer, J. Clust. Sci., Global Optimization
of Li and Na Clusters: Application of a Modified Embedded Atom Method, K.
Huwig, V. G. Grigoryan and M. Springborg, Copyright 2019.
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both alkali metals the cluster sizes around 10 ≤ N ≤ 24 are exceptions and a pronounced

similarity can be observed within this size range. Furthermore, there are larger peaks for

Li (N = 6−9, 25−29, 32−34, 40−42, 87, 90) and Na (N = 6−9, 25−30, 32, 41, 42, 87, 90),

representing a lower degree of similarity for the N - and (N − 1)-atom structures for

these cluster sizes. With a few exceptions (C2 for N = 90), the aforementioned Li and

Na clusters often are of higher symmetry. The low similarity indices found for several

cluster sizes, indicate that also the energetically higher-lying isomers may contribute to

the growth patterns of the alkali metal clusters. It can be noticed that in many cases,

the most stable isomers of a cluster size N are not very similar to a structure with N −1

atoms.

In order to study the role of the metastable cluster structures we also calculate the

similarity function Sd for the comparison of the lowest-energy isomers of the N -atomic

clusters with all six isomers of the clusters with N−1 atoms. Also here, the lowest value

qd,min is kept and Sd is calculated. The results of this investigation are depicted in the

middle panel of figure 10.8. Obviously, many of the pronounced peaks (e.g. at N = 87

and N = 90) that could be identified within the uppermost panels, disappeared within

the middle panels. Several metastable isomers of cluster size N − 1 are more similar to

the first isomer of a N -atom structure than the corresponding (N − 1)-atomic system of

lowest energy. Especially for larger cluster sizes, i.e. N > 133 for Li and N > 127 for

Na, a high degree of similarity can be observed, with Sd being close to 1.

Which of the isomers with N − 1 atoms exhibits the highest degree of similarity to the

most-stable N -atom cluster? We adress this issue within the bottom panels in figure

10.8. For Li as well as for Na for smaller cluster sizes with N ≤ 24, the lowest-energy

isomers show the largest similarity. This is different for the larger clusters, where also

the higher-lying isomers play a pivotale role in the growth process. This finding is in

accordance with the results depicted in the upper two panels in figure 10.8. In order to

understand the complex growth patterns of the alkali metal clusters it is necessary to

take into account the most-stable as well as the higher-lying isomers of these systems.

How similar are the Li/Na clusters and the corresponding bcc crystal? We will investigate

this question below. In order to calculate the similarity function Sr [105, 106] the clusters’

radial distances

rn = |~Rn − ~R0|, (10.6)

have to be determined. Here, ~Rn and ~R0 represent the position vector of the nth atom

and the center of the cluster, respectively. The radial distances rn are calculated for
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Growth patterns of Li and Na clusters

Figure 10.8: The growth patterns of Li (left panels) and Na clusters (right panels) are inves-
tigated using similarity functions. The two upper panels depict this similarity
function, when comparing the most stable N -atomic cluster to the lowest-lying
isomer with (N − 1) atoms. The two middle panels show the function, when the
most stable cluster with N atoms is compared to each of the six isomers with
(N − 1) atoms. The two lower panels depict which of the isomers in the latter
case exhibits the highest degree of similarity to the N -atom cluster. Adapted by
permission from Springer Nature: Springer, J. Clust. Sci., Global Optimization
of Li and Na Clusters: Application of a Modified Embedded Atom Method, K.
Huwig, V. G. Grigoryan and M. Springborg, Copyright 2019.
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each atom of a cluster and subsequently these distances are sorted in increasing order.

Also for a spherical bcc fragment radial distances r′n are calculated and sorted. Due

to the non-uniqueness of the center of a crytal reference system three different centers

were taken into account: the position of an atom within the crystal, the middle of the

nearest-neighbour bond and the middle of a second-nearest-neighbour bond. Using the

calculated radial distances rn and r′n, the quantity

qr =

[
1

N

N∑
n=1

(rn − r′n)2

] 1
2

(10.7)

is calculated. With the help of this qr, it is possible to calculate the radial similarity

function

Sr =
1

1 + qr
ul

, (10.8)

with ul = 1 Å being the unit length. The value of the similarity function Sr is close to

1, if there is a high similarity between a cluster and a bcc reference system. Moreover,

according to our experience, only for values roughly above S = 0.7 any similarity exists

between the two systems, which are compared.

In figure 10.9 the similarity functions Sr between all six isomers of the clusters and the

three different bcc reference systems is shown (Li: left panels, Na: right panels). The

upper, middle and lower panels depict this comparison with the bcc fragments with

the center being placed at an atom, at the middle of a nearest-neighbour bond and

at the middle of a second-nearest neighbour bond, respectively. In all three cases at

least a marginal similarity between the Li and Na clusters and the corresponding crystal

fragments can be found. The fragments with the centers being placed at the middle of

a nearest- (middle panel) and second-nearest-neighbour bond (bottom panel) generally

exhibit a little larger similarity to the clusters of the considered size range than the

fragment with the center at an atomic position. In the latter case, the values for Sr

range between 0.5 and 0.7, whereas the similarity functions takes values between 0.6

and 0.8 in the two lower panels. But within the upper panel it can be noticed that the

cluster size range around N = 17 shows a larger similarity to the fragment with values

above 0.8 for the similarity function Sr.

Figure 10.10 shows the similarity function Sr, when comparing to an isocahedral Li/Na

cluster with 309 atoms (top panel) and three different fragments of a corresponding fcc

crystal (three lower panels). The lattice constants of Ref. [200] were used to build the

fcc reference systems. For both alkali metals a high similarity between the icosahedral
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Similarity of the clusters with bcc fragments

Figure 10.9: The similarity function, when comparing the Li and Na clusters to different bcc
fragments (Li: left panels, Na: right panels). The center of the fragments are placed
at the position of an atom (upper panels), at the middle of a nearest-neighbour
bond (middle panels) and at the middle of a second-nearest neighbour bond (lower
panels).
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Mackay structures of cluster size N = 13, 55 and 147 and the 309-atom structure can be

found. These are results to be expected. Due to the existence of icosahedral structural

motifs for the cluster sizes around 13, 55 and 147 also these clusters exhibit similarity

function values up to around 0.9. For both alkali metals a cluster at N = 3 shows a quite

large similarity, with S > 0.8, to the icosahedron. This pronounced peak corresponds

to the linear Li3.2/Na3.2. Obviously, these structures contain no icosahedral motifs, but

the linear atomic arrangement within these clusters can be found within the 309-atom

icosahedra. This leads to a relatively large similarity function Sr for this cluster size.

The peaks at N = 25 correspond to the fourth most-stable isomers Li25.4/Na25.4. Both

structures posses a D5d point group. This fivefold symmetry belongs to a pentagonal

subgroup of the icosahedral symmetry group. The three bottom panels on the left and

right in figure 10.10 depict the similarity function, when comparing the clusters to a

spherical fcc fragment with the center located at an atom (second top panel), at the

middle of a nearest-neighbour bond (second lowest panel) and at the center of the cube

(lowest panel). Here, similar observations can be made like for the comparison of the

cluster structures with the bcc fragments, with the values for Sr in general ranging from

0.6 to 0.9. For the center being placed at the middle of a nearest-neighbour bond (second-

lowest panel), on average the similarity function is slightly larger than for the other two

fcc reference systems. Moreover, the most pronounced peaks occur for smaller clusters

around N = 4, 6, 8, 13 (second uppermost and lowest panel) and for larger cluster sizes

around N = 55 (second upper panel). So, for both, the bcc as well as the fcc case the

fragments and the clusters are more or less similar to each other, with the similarity in

principle being relatively small.

The radial distances rn as function of the cluster size are depicted in figure 10.11 for the

lowest energy isomers of the Li (left panel) and Na clusters (right panel). Only curves

for the first isomers are shown, because the meta-stable isomers exhibit very similar

function profiles. Each of the small horizontal lines in this figure represents at least

one single atom for a N -atom cluster, that posseses this value. Shell constructions are

visible around N = 13 as well as for N = 55. A drop in the radial distances indicates the

formation of the first (N = 13) and second (N = 55) Mackay icosahedron, the lowest-

energy isomers for Li and Na at these cluster sizes. A less smooth shape of the curves

with sudden drops can be found for N < 90 for Li and Na. Again, this indicates a shell

construction, where the magic clusters Li87.1 and Na87.1 are formed. Furthermore, one

can identify shell constructions below and above N = 140, including the formation of

the third Mackay icosahedron at N = 147.

As mentioned before, the structures of the Li and Na clusters are often quite similar (see
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Similarity of the clusters to icosahedral structures and fcc fragments

Figure 10.10: The similarity function, when comparing the Li and Na clusters to a 309-atomic
icosahedron and different fcc fragments (Li: left panels, Na: right panels). The
center of the fragmens are placed at the position of an atom (upper panels), at
the middle of a nearest-neighbour bond (middle panels) and at the center of the
cube (lower panels). Adapted by permission from Springer Nature: Springer, J.
Clust. Sci., Global Optimization of Li and Na Clusters: Application of a Mod-
ified Embedded Atom Method, K. Huwig, V. G. Grigoryan and M. Springborg,
Copyright 2019.
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Radial distances within the clusters

Figure 10.11: The radial distribution for lowest-energy isomers of the Li (left panel) and Na
(right panel) clusters. Here, the radial distances (in Å) are shown as function
of the cluster size N . Each small line within the panels indicates (at least) one
atom with such a radial distance. Adapted by permission from Springer Nature:
Springer, J. Clust. Sci., Global Optimization of Li and Na Clusters: Application
of a Modified Embedded Atom Method, K. Huwig, V. G. Grigoryan and M.
Springborg, Copyright 2019.

e.g. the discussion on the smaller clusters in section 10.1.2). In the following a more

detailed investigation of this observation is presented. In order to study the similarity of

the clusters, the similarity function using the radial distances Sr (equations 10.6–10.8)

is employed. The results of these calculations are shown in figure 10.12. To enable the

comparison of the two systems the atomic coordinates of the clusters have been rescaled.

First, the most stable N -atom Li isomers are compared to the lowest-energy structures of

the NaN clusters (top left panel) and vice versa (top right panel). Frequently pronounced

peaks occur, while for the majority of the clusters, the similarity function is close to 1.

The minima, located at N = 33, 40, 48, 72 − 74, 78 and 139, indicate relatively large

structural differences for the most-stable isomers of the Li and Na clusters for these

cluster sizes. In this case, also the higher-lying isomers may have to be investigated.

Therefore, the middle panels in figure 10.12 depict the similarity between the Li and

Na clusters, when considering all six isomers of lithium (left middle panel) and sodium

(right middle panel). It can be noticed that many of the minima that could be observed

in the uppermost panels, can not be identified within the middle panels of figure 10.12

anymore. This means that there are also a few cluster sizes, for which a metastable

cluster geometry of the one system exhibits a larger similarity to the first isomer of the

other system. Predominantly this is due to a different energetic ordering of the lithium

and sodium cluster for a certain cluster size (see tables with cluster structures in the

appendix A). But there are also some cluster geometries for one system, which do not

belong to the six most-stable structures of the other system. Such cases are indicated
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by the remaining pronounced peaks in the middle panel of figure 10.12. Moreover, the

bottom panels depict, which of the six lowest-lying isomers of the one system (left: Na,

right: Li) shows the highest degree of similarity to the putative global minima of the

other system (left: Li, right: Na). Obviously, also in accordance with chemical intuition

and experience, in most cases the most-stable cluster geometries of Li and Na clusters

correspond to each other. This can be explained by the very similar chemical as well as

physical properties of both alkali metals, which is a consequence of the same electronic

configuration of the valence-shell of Li and Na. However, as recognized before, there

are also cluster sizes, for which meta-stable isomers of the one system exhibit a higher

similarity to the minimum structure of the other system. From the bottom panels of

figure 10.12 it can be seen that the second-most stable isomers are the most common

ones among the energetically higher-lying structures.
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Similarities between Li and Na clusters

Figure 10.12: The Li and Na clusters (lithium: left, sodium: right) are compared to each other
employing the similarity function using the radial distances. The upper two panels
depict the similarity of the lowest-lying isomers of both systems. The two middle
panels show the similarity function, in case of comparing all six sodium cluster
isomers of a certain cluster size to the putative global minimum structure of Li of
the same size (left panel) and vice versa (right panel). Which isomer is the most
similar to the global minimum of a Li (left panel) or a Na cluster (right panel) is
depicted within the bottom panels. Adapted by permission from Springer Nature:
Springer, J. Clust. Sci., Global Optimization of Li and Na Clusters: Application
of a Modified Embedded Atom Method, K. Huwig, V. G. Grigoryan and M.
Springborg, Copyright 2019.
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10.2.3 Clusters with special structural features

As previously mentioned in section 10.1.2, sometimes the MEAM yields clusters that

are usually not the result of that kind of model potentials. Such clusters showing special

structural features may be planar/linear or may exhibit another certain exceptional

atomic arrangement. Planar or linear cluster geometries are special within an approach

like the MEAM, because such potentials show a strong preference for densely packed,

highly-coordinated structures. Exceptional atomic arrangements may be very symmetric

clusters with interesting geometries, e.g. star-shaped clusters.

Smaller clusters with special structural features

The smaller MEAM clusters with special atomic arrangements are depicted in figure

10.13. Additionally theirs point groups and the energy difference to the corresponding

putative global minima of this cluster size are shown. Clusters with linear geometries

and D∞h symmetries are found for Li3.2, Na3.2 as well as Na4.6. Furthermore the MEAM

yields two-dimensional structures for clusters with 4 and 5 atoms. Li4.2 and Na4.2 both

are planar rhombuses, each with a D2h symmetry. A simple square (point group: D4h) is

obtained for Li4.4 as well as Na4.3. Additionally the five-atom clusters Li5.4 and Na5.5 are

planar and each posseses a C2v point group. However, these linear and planar clusters

are always less stable than the corresponding lowest-energy isomers. From figure 10.13 it

can be noticed that the higher coordinated global minima are at least 100 meV lower in

energy than these clusters. Although the MEAM predicts these clusters as being stable,

theirs stabilities are significantly lower than that of the compact, high coordinated and

three-dimensional lowest-energy isomers. In general, such low coordinated linear or

planar structures are the result of higher-level theory like ab initio or DFT approaches

and for these methods these structures are often the most-stable isomers [184, 185, 187].

Larger clusters with special structural features

Also some of the larger alkali metal clusters exhibit interesting structural arrangements.

These are depicted in figure 10.14. Since in most cases the geometries of the Li and Na

clusters do not differ, only the sodium clusters are shown.

Na22.6 is a hexagonal double antiprism, where the two hexagonal faces each are capped

by a single sodium atom. This structure with D6h symmetry is not among the six lowest-

energy isomers of the Li clusters. For Na, the putative global minimum structure for

this cluster size is a triple icosahedron minus an atom at a pentagonal ring. This GM

structure is 46 meV more stable than Na22.6.
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Smaller clusters exhibiting special structural features.

Figure 10.13: Planar and linear cluster geometries for cluster sizes N = 3, 4, 5. Below the
structure the second line shows the symmetry (point group) and the third line
denotes the energy difference between each of the structures and the putative
global minimum in eV obtained with the MEAM for this cluster size. Again
the Li and Na clusters exhibit similar geometries. Therefore, we only show the
structures of the sodium clusters. Adapted by permission from Springer Nature:
Springer, J. Clust. Sci., Global Optimization of Li and Na Clusters: Application
of a Modified Embedded Atom Method, K. Huwig, V. G. Grigoryan and M.
Springborg, Copyright 2019.

97

https://link.springer.com/article/10.1007/s10876-019-01685-7
https://link.springer.com/article/10.1007/s10876-019-01685-7
https://link.springer.com/article/10.1007/s10876-019-01685-7
https://link.springer.com/article/10.1007/s10876-019-01685-7


10 Results and discussion

A star-shaped cluster geometry is obtained for Li34.2/Na34.3. It exhibits a D5h point

group and is ten-pointed. The DFT calculations of Ref. [154] yield this cluster geometry

for the 34-atom Na cluster as lowest-energy isomer.

Bimetallic clusters may adopt pancake-like geometries [201, 202]. Such a flat, highly-

symmetric atomic arrangement (point group: D6h) is also obtained for the monometallic

Li38.4 and Na38.5 clusters.

Larger clusters exhibiting special structural features.

Figure 10.14: Larger clusters with special geometries. Below the structure the second line shows
the symmetry (point group) and the third line denotes the energy difference be-
tween each of the structures and the putative global minimum in eV obtained
with the MEAM for this cluster size. Again the Li and Na clusters exhibit sim-
ilar geometries. Therefore, we only show the structures of the sodium clusters.
Adapted by permission from Springer Nature: Springer, J. Clust. Sci., Global
Optimization of Li and Na Clusters: Application of a Modified Embedded Atom
Method, K. Huwig, V. G. Grigoryan and M. Springborg, Copyright 2019.

10.2.4 The magic cluster sizes for Li and Na

In this section we study the magic cluster sizes for Li and Na obtained with the MEAM

in more detail. They are compared to the results of other studies, with the cluster sizes

of the other investigations not necessarily belonging to the magic numbers for these

calculations. In most cases, Li and Na posses the same magic numbers and cluster

geometries. Therefore, only the structures of the sodium clusters are depicted.

Magic numbers for cluster sizes N ≤ 80

For smaller cluster sizes N ≤ 80 the magic numbers as well as their point groups are

listed in table 10.4. Moreover, in figure 10.15 the corresponding cluster structures for Na

are depicted. For the 74-atom system the lowest-energy isomer for Li exhibits a different

geometry than the Na cluster and Li74.1 does not belong to the magic cluster sizes, but
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Na74.1 does. In general, most of the magic numbers show a compact atomic arrangement

with a high symmetry. But some of the clusters are also of lower symmetry (e.g. Li49).

For N = 13, the MEAM yields the first Mackay icosahedron for both alkali metals (point

group: Ih). This geometry is build up successively beginning with the doubly-capped

pentagonal bipyramid at N = 9. Atom by atom is added, whereat for example the tri-

capped (N = 10) and quadruply-capped (N = 11) pentagonal bipyramides are formed

until the 13-atom isosahedron is obtained. This finding mainly agrees with the results of

the other investigations for Na13.1 (see table 10.4). All model potentials (EAM [157], G

[195], MM [195]) yield the first Mackay icosahedron as Na13.1, whereas clusters with C2

symmetry are obtained with the DFTB approach [157] and DFT reoptimized Gupta cal-

culations [156]. Moreover, the DFT-GGA (GGA = generalized-gradient approximation)

study of Ref. [154] list the icosahedron for Na13 as third isomer. For Li13.1 the results of

the DFT calculations of Ref. [181] correspond to the results of our model calculations,

while a lower-symmetry cluster (Cs) is obtained within another study [187].

For our study, the double icosahedron Li19.1/Na19.1 (point group: D5h) is a magic num-

ber. Again, the EAM [157], the G [195] and the MM [195] method also give this structure

in accordance with our calculations. As for Na13 the DFT reoptimized Gupta calcula-

tions [156] and the DFTB computations [157] yield sodium clusters with lower symmetry.

Both DFT studies listed in table 10.4 do not yield the double icosahedral structure for

Li19.1. Instead of the D5h geometries, clusters with C2v symmetry are obtained within

these investigations [181, 187].

At N = 23 we obtain the triple icosahedron as putative global minimum for Li and Na.

Also for this magic size the results of the other model calculations [157, 195] for sodium

agree with our investigations.

The magic numbers obtained with the MEAM model for Na and that reported for the

EAM study of Ref. [157] coincide up to this cluster size. At N = 39 and 49 the MEAM

yields magic clusters, which do not belong to the magic sizes for this EAM calculations.

The magic clusters Li39.1/Na39.1 both posses a D5 point group and they exhibit a similar

geometry like the C5 structures for Na39.1 obtained with the G and MM potential [195].

Compared to Na49.1 (C3v), Li49.1 is slightly distorted and has a reduced symmetry with a

C3 point group. Both, the Li and Na cluster with 49 atoms are derived from the second

Mackay icosahedron at N = 55 by removing a face consisting of six atoms. Concerning

the other studies for Na listed in table 10.4, only the MM calculations [195] yield the

same geometry with a C3v point group, whereas the Gupta potential [195] gives a C5v

structure and the DFT reoptimized Gupta computations [156] give a cluster with lower

symmetry (C1).
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For the cluster size N = 55 the results of the present study for Na correspond to that

of the other theoretical investigations that are listed in table 10.4. All calculations yield

the undistorted second Mackay icosahedron (point group: Ih). This is confirmed by

other theoretical [154] and experimental [203] studies. Using photoelectron spectroscopy

and melting experiments the latter predict a closed-shell icosahedron for the 55-atom Na

cluster. The DFT calculations of reference [204] confirm the the Mackay icosahedron as

lowest-energy structure for Li55.

Li71.1 and Na71.1 exhibit a prolate shape and have a C5 point group. Here, the G as

well as the MM calculations agree with our study. This structure may be described as

55-atomic Mackay icosahedron with an additional cap, consisting of 16 atoms, attached

to its vertex [155]. Within reference [156] the 71-atom cluster is a less twisted, higher

symmetric version of the clusters found with the MEAM model.

Being a magic number for sodium, the cluster of size N = 74 is not magic for lithium.

Na74.1 is of high symmetry with a D3d point group, whereas the lowest-energy isomer for

Li74 exhibits a lower C2 symmetry. For the G model [195] the most-stable 74-atomic Na

cluster exhibits a similar geometry as our D3d structure, but posseses a lower symmetry

(C2h). The dihedral atomic arrangement for Na74.1, found within the present study,

is also obtained for the calculations of reference [195] (MM potential) and [156] (DFT

reoptimized Gupta calculations).

Magic numbers for cluster sizes N > 80

Next, we discuss the larger magic numbers for 80 < N ≤ 150. The point groups of the Li

and Na clusters obtained with the MEAM as well as the results of other investigations

are shown in table 10.5. Also in this size range the geometries of the magic lithium and

sodium clusters are largely the same, which is why only the structures of the Na clusters

are shown in figure 10.16.

The MEAM yields dihedral 83-atom magic clusters (D3) for Li and Na. The G potential

[195] also predicts this geometry and symmetry for this cluster size. A distorted version

of this structure (point group: C1) is obtained with the MM model [195].

While our MEAM calculations give prolate 87-atomic Li and Na clusters (point group:

D5h), both the G and the MM potential yield other structures, with Cs (G) and C2v

(MM) symmetries. The D5h geometries of our study are build up by a shell construction,

where a 16-atom cap is attached to the top of the second isomers Li71.2 and Na71.2. This

construction can also be noticed, when examining figure 10.11 in section 10.2.2, where a

abrupt drop in the radial distance can be observed below N = 90 for both alkali metals.

At N = 92 the Li and Na clusters exhibit a tetrahedral symmetry, which is substantiated
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Table 10.4: The symmetries of smaller magic alkali clusters (Li and Na) for cluster sizes N ≤ 80
obtained in the present study. They are compared to structures of other investi-
gations. Adapted by permission from Springer Nature: Springer, J. Clust. Sci.,
Global Optimization of Li and Na Clusters: Application of a Modified Embedded
Atom Method, K. Huwig, V. G. Grigoryan and M. Springborg, Copyright 2019.

N Ref. Method Li Na N Ref. Method Li Na

13 Here MEAM Ih Ih 39 Here MEAM D5 D5

[181] DFT Ih — [195] G — C5

[187] DFT Cs — [195] MM — C5

[157] DFTB — C2 49 Here MEAM C3 C3v

[157] EAM — Ih [195] G — C5v

[195] G — Ih [195] MM — C3v

[195] MM — Ih [156] G/DFT — C1

[156] G/DFT — C2 55 Here MEAM Ih Ih

[204] DFT Ih —

19 Here MEAM D5h D5h [157] EAM — Ih

[181] DFT C2v — [195] G — Ih

[187] DFT C2v — [195] MM — Ih

[157] DFTB — C1 [156] G/DFT — Ih

[157] EAM — D5h 71 Here MEAM C5 C5

[195] G — D5h [195] G — C5

[195] MM — D5h [195] MM — C5

[156] G/DFT — Cs [156] G/DFT — D5

23 Here MEAM D3h D3h 74 Here MEAM C2 D3d

[157] EAM — D3h [195] G — C2h

[195] G — D3h [195] MM — D3d

[195] MM — D3h [156] G/DFT — D3d
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Smaller magic cluster sizes

Figure 10.15: Structures for the magic cluster sizes with N ≤ 80. Since the geometries of the
Li and Na clusters predominantly match, only the sodium clusters are shown.
Adapted by permission from Springer Nature: Springer, J. Clust. Sci., Global
Optimization of Li and Na Clusters: Application of a Modified Embedded Atom
Method, K. Huwig, V. G. Grigoryan and M. Springborg, Copyright 2019.

by the results obtained for the Gupta potential of reference [195]. As for the 83-atomic

cluster the MM calculations [195] predict a less symmetric cluster geometry with a C1

point group.

Li95.1 and Na95.1 both show a rotational symmetry and posses a C3 point group. This is

in accordance with the other investigations listed in table 10.5, but where, for example,

Na95.1 is not a magic number for the Gupta method [195].

The 101-atom Li cluster exhibits a D3 point group, whereat Na101.1 is distorted and less

symmetric (C3). Furthermore, the magic size at N = 104 posseses a twofold rotational

symmetry (point group for Li104.1/Na104.1: C2). Here, the two other model potentials (G

and MM) [195] yield different geometries and point groups for the 104-atom cluster (D5

(G), C1 (MM)). Moreover, this cluster size is no magic number for these two approaches

[155].

For Na (as well as Li), the lowest-energy isomer with 116 atoms has a D5 symmetry and

is a distorted, twisted version of the Na116.1 cluster obtained with the MM model (D5h)

[195]. The Gupta calculations yield a different structure with a C5v point group, which

is no magic number for this model potential [155, 195]. Experimental investigations also

predict a 116-atom magic cluster for Na [203].

Within the other investigations (see table 10.5) the 131- and 137-atom Na clusters do not
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belong to the magic cluster sizes and are only identified as magic numbers for our MEAM

calculations [155]. Li131.1 and Li137.1 are also magic according to our study. Furthermore,

the point groups of the MEAM structures obtained for these cluster sizes differ from those

of the other model potentials. Na131.1 and Li131.1 both posses a C2v symmetry, whereas

the sodium clusters for the other calculations exhibit lower symmetries (G: Cs and MM:

C2) [195]. Also the geometries of the 137-atomic Li and Na systems differ among the

considered studies. Here, we identify a C3v point group for Li137.1 and Na137.1, but

for Na137.1 a D5d and C2v symmetry is predicted by the Gupta and MM model [195],

respectively.

This is different for the cluster with 147 atoms. Our MEAM approach yields the third

Mackay icosahedron for Li147.1/Na147.1 which is in accordance with the results of the

other studies that are shown in table 10.5 [195, 204]. The existence of a icosahedral

geometry for the 147-atomic Na cluster is also predicted by experimental investigations

[203].

Larger magic cluster sizes

Figure 10.16: Structures for the magic cluster sizes with N > 80. Since the geometries of the
Li and Na clusters predominantly match, only the sodium clusters are shown.
Adapted by permission from Springer Nature: Springer, J. Clust. Sci., Global
Optimization of Li and Na Clusters: Application of a Modified Embedded Atom
Method, K. Huwig, V. G. Grigoryan and M. Springborg, Copyright 2019.
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Table 10.5: The symmetries of larger magic alkali clusters (Li and Na) for cluster sizes N > 80
obtained in the present study. They are compared to structures of other investi-
gations. Adapted by permission from Springer Nature: Springer, J. Clust. Sci.,
Global Optimization of Li and Na Clusters: Application of a Modified Embedded
Atom Method, K. Huwig, V. G. Grigoryan and M. Springborg, Copyright 2019.

N Ref. Method Li Na N Ref. Method Li Na

83 Here MEAM D3 D3 104 Here MEAM C2 C2

[195] G — D3 [195] G — D5

[195] MM — C1 [195] MM — C1

87 Here MEAM D5h D5h 116 Here MEAM D5 D5

[195] G — Cs [195] G — C5v

[195] MM — C2v [195] MM — D5h

92 Here MEAM T T 131 Here MEAM C2v C2v

[195] G — T [195] G — Cs

[195] MM — C1 [195] MM — C2

95 Here MEAM C3 C3 137 Here MEAM C3v C3v

[195] G — C3 [195] G — D5d

[195] MM — C3 [195] MM — C2v

101 Here MEAM D3 C3 147 Here MEAM Ih Ih

[195] G — D3 [204] DFT Ih —

[195] MM — D3 [195] G — Ih

[195] MM — Ih
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11 Conclusions and outlook

An energetic and structural global optimization of alkali metal clusters has been per-

formed using a simple, semiempirical modified embedded atom method (MEAM). For

both, Li and Na clusters we considered cluster sizes N with 2 ≤ N ≤ 150 and up to

six isomers per cluster size. A two-step optimization procedure has been employed. Ini-

tially, the clusters are generated randomly and the variable metric/quasi-Newton method

is used to relax the structures locally. From those calculations we keep up to six lowest-

energy isomers for each cluster size, which serve as input structures for the following

Aufbau-Abbau algorithm. A bash script is used to automatize this second step. More-

over we have performed a detailed energetic and structural analysis of the obtained Li

and Na clusters, including the magic numbers and the growth patterns. We obtained

interesting results, which are surprising to some extent. But the majority of our findings

are to be expected for a model potential like the MEAM.

We were able to perform a thorough investigation of the clusters’ potential hypersur-

faces, because the optimization of a single cluster structure is quite fast. This is due

to the analytical formulae for the total energy of a system within the MEAM. The first

derivatives of these expressions, which are needed for local relaxations with the quasi-

Newton approximation, are derived easily. Even for larger cluster sizes it is possible to

optimize millions of clusters. Based on this extensive studies, it can be assumed that our

identified putative global minima are realistic within the framework of a semiempirical

model potential.

The bond length of the Li and the Na dimer obtained with MEAM are in accordance

with the findings of other theoretical approaches and experimental studies. Already for

smaller cluster sizes N ≤ 3, it becomes obvious that the MEAM prefers compact clus-

ters with higher coordinated atoms. As for other model potentials, i.e. the Gupta or

Murrell-Mottram method, the cluster structures of the MEAM are dictated by packing

effects. But the latter method exhibits some special features. Some of the metastable

isomers of the cluster sizes N = 3, 4 and 5 are of planar and/or linear geometries. Such

cluster structures are normally obtained with higher-level theory, but not with simple,

semiempirical model potentials as the MEAM.

The cluster sizes that have been investigated within this study are not large enough to

reach the bulk properties of lithium or sodium. This becomes obvious, when examining

the binding energy, the coordination numbers and bond lengths between the atoms of

the clusters. Additionally, a more dense atomic arrangement than within bcc crystals
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can be found for some of the clusters of considered size range.

Concerning the analysis of the clusters’ shapes, there are cluster size ranges in which a

certain shape is predominant and the lowest-energy isomers of Li and Na clusters almost

exclusively exhibit spherical, compact shapes. In principle, lithium and sodium show

the same cluster shapes for similar cluster sizes. Analysis of the growth patterns reveals

that also metastable isomers seem to play a role in the growth process of the Li and

Na clusters. A rather simple growth pattern can not be identified for the whole cluster

size range under study and in order to understand the growth processes of clusters the

importance of considering several isomers becomes evident.

As already indicated by the shape analyis, the geometries of most of the putative global

energy minima of the Li and Na clusters correspond to each other, which is also largely

true for higher-lying isomers. This is in accordance with chemical intuition. Li and

Na posses a similar valence shell configuration and exhibit similar chemical and physi-

cal properties. Hence, both systems might prefer similar cluster geometries, too. And

indeed, as our findings show, this is the case for the lithium and sodium clusters. Fur-

thermore, the clusters have been compared to bcc as well as fcc crystal fragments. In

both cases the clusters exhibit some similarity to the corresponding crystal reference sys-

tems, although this resemblance is not very pronounced for the majority of the clusters.

We also performed a detailed analysis of the magic cluster sizes. With our approach

we almost exclusively obtain the same magic sizes for the Li and Na clusters, which

also posses the same geometries and symmetries. Many of the magic numbers predicted

by the MEAM for Na are also found for other model potentials, e.g. the strongly pro-

nounced energetic maxima at N = 13, 55 and 147, representing the highly-symmetric

Mackay icosahedra. Additionally, there are several clusters of enhanced stability, which

have not been mentioned in previous studies. These include the magic sizes N =

74, 83, 87, 95, 104, 131 and 137. However, other studies yield some magic numbers

that have not been identified with the present approach. Except for a few low-symmetric

magic clusters, e.g. the 95-atom cluster (point group: C3) and the cluster with 104 atoms

(point group: C2), most of the magic clusters are of higher symmetry, with a compact,

almost spherically-shaped geometry. Theoretical methods that include electronic de-

grees of freedom, yield even magic numbers. With the MEAM, which does not explicitly

include electronic but packing effects, even and also odd magic numbers are obtained.

A large amount of data has been produced during this global optimization study, since

we have considered LiN and NaN clusters with 2 ≤ N ≤ 150 and up to six isomers for

each cluster size. Following studies may make use of this huge quantities of data and

push forward the research activities on the alkali metal clusters. With regard to the
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”direct approach“, discussed in the very beginning of this thesis in chapter 5, various

properties of the minimum structures may be calculated. Examples include the ther-

modynamic or the vibrational behaviour of the Li and Na clusters. Additionaly, many

of the clusters’ properties, e.g. the melting behaviour, require the lowest-energy isomer

and also the metastable cluster structures. Here, only considering the global minimum

structure may lead to unreliable and inaccurate cluster properties.
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Part III

Global property optimization:

sunlight harvesting and

adsorption properties



The previous part II of this thesis dealt with the automatic computational determi-

nation of the lowest-energy structures of certain systems (global energy optimization,

GEO), in this case: alkali metal clusters. The present part adresses the question of

the automatic computational identification of optimal structures concerning properties

different from the total energy. We call it a global property optimization (GPO). In the

following, two different GPO tasks are presented: the optimization of organic solar cell

materials and the optimization of the adsorption properties of transition-metal surfaces.

Chapter 12 presents the optimization of benzene with varying functional groups with

respect to solar-energy harvesting properties [205]. Here, benzene is chosen as simple

model system to represent a dye-sensitized solar cell material. In reality, more com-

plex systems like substituted porphyrins are used for dye-sensitized solar cells (DSSCs).

Hence, the use of the model system benzene within this study should be considered as

a first approach and that, in principle, it is possible to determine automatically systems

with optimal properties different from energy. The sunlight harvesting properties are

approximated by using simple mathematical descriptions that may have an influence on

the solar light absorption and conversion of sunlight. Therefore, the properties presented

are to be considered as recommendations that may have a more or less strong influence

on the optical properties of real systems for DSSCs. Depending on the considered sys-

tem also other properties may be important and a decision which of them should be

considered has to be made with regard to the corresponding system.

In chapter 13 our inverse design (ID) approach (PooMa) is extended to optimize tran-

sition metal surfaces with respect to their adsorption performance of simple molecules.

Since we are interested in strong interactions between the surface and the molecules and

because of they have been studied extensively, Ni, as well as Ti surfaces have been chosen

as test systems. Within these adsorption studies, a single simple property is considered,

the adsorption energy. A glance at the literature shows that the latter is actually always

used to describe the adsorption properties of surfaces and therefore we consider it to be

a good approach for our study.

Within both GPO studies, described within this thesis, our goal is to investigate many

systems and to identify trends. Trends that show, which substitution pattern or which

surface composition may be ideal for a certain property. Therefore, we do not seek for

a maximal accuracy and we rather use many approximations that allow for an exten-

sive search of the property hypersurfaces, in analogy to the use of the simple MEAM

potential for the GEO of the alkali metal clusters. This makes our ID approach quite

simple and fast with no need for expensive hardware. Additionally, since we perform

theoretical studies, no expensive laboratory equipment is needed. Therefore we call our
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approach the “Poor Man’s Material optimization” (PooMa).

Within the GPO of molecules for applications in dye-sensitized solar cells, we define an

organic backbone, e.g. porphyrine or in this study benzene. To this core system various

substituents, single atoms and functional groups, may be attached. The goal is to in-

dentify automatically the type and positions of substituents that optimize a predefined

optical property. In the case of adsorption properties, the core is represented by a tran-

sition metal surface. The position on this surface may be occupied by a metal atom or a

vacancy. Here, the number and positions of atoms and vacancies on the surface, which

give the optimal adsorption performance is determined automatically. In addition, we

also consider different adsorption sites on the surfaces.

In principle, the PooMa approach can be applied to many different problems, but there

are some basic principles which the different PooMa studies have in common. The

following points are essential components of our PooMa approach, which are adapted

according to the systems and properties under study [52, 205]:

1. The representation of chemical compounds by an array of N integers. Each integer

describes a different kind of substituent or component within the system, e.g. an

atom, a functional group or a vacancy. For a certain optimization problem within

PooMa there are K such different components which can be chosen. With N

being the number of positions that can be occupied by the K different chemical

groups, this gives KN possible systems for such an optimization task. Due to the

consideration of symmetry, this number may be reduced.

2. An underlying electronic-structure method which is essential for the calculated

properties. The property values depend on the electronic and structural parameters

obtained with the used theoretical approach. In principle there is no limitation

to one certain method, although it has been shown that the parametrized density

functional tight-binding (DFTB) method is ideally suited for our purposes. The

DFTB method combines speed and accuracy, enabling to study a large amount of

systems within a short period of time and, at the same time, to retain a relatively

high accuracy.

3. A simple genetic algorithm (GA) as GO algorithm and efficient local optimizations.

The GA procedure is used to scan a discrete search space (see figure 7.2 in section

7.2) and to identify structures with optimal property values. Prior to property

calculation each system is relaxed locally to yield well-converged structures. These

local optimizations are required to obtain reliable property values. In principle,

also other suitable global optimization procedures may be used within our PooMa
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approach. However, genetic algorithms have the advantage that they can give

more, different optimal systems.

4. A fast way of molecule/compound construction. This includes an efficient method

to attach functional groups and atoms at given sites of an organic backbone

(DSSCs) as well as a simple way of generating slabs, molecules and slab-molecule

systems for the adsorption studies. The requirement for an efficient construction

of chemical compounds may be extended to any GPO task treated with PooMa.

5. Identification and the subsequent mathematical definition of suitable properties. In

this connection we use simple mathematical descriptions of the sought properties,

yielding one property value for each system, which can be optimized for. Here, we

optimize for a smallest or largest property value. Thereby, it may be necessary

to consider the size-dependency of certain properties, i.e. to focus on intensive

properties. Here, it should be avoided that the largest system yields the largest

property value.
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12 Solar energy harvesting

12.1 Introduction

The DSSC (also called Grätzel cell) has been invented by Grätzel and co-workers in 1991

[206]. The basic working principle of these types of solar cells is depicted in figure 12.1.

Figure 12.1: Simplified representation of the basic working principle of a DSSC.

An organic molecule, a dye, is used as sunlight absorbing component (colored red in

figure 12.1). If the dye absorbs a photon, an electron e− is excited from an occupied

orbital (e.g. HOMO) of the organic molecule to a virtual orbital (e.g. LUMO). Thereby

a hole is created in the starting orbital, resulting in an electron-hole pair. Subsequently,

the electron is transported to an electrode, with a semiconductor material, e.g. TiO2

(colored green in figure 12.1). From the anode (colored grey in figure 12.1), e.g. a Pt-

coated electrode the e− migrates to the counterelectrode, the cathode, and reduces the

electrolyte ion (colored purple in figure 12.1). The reduced ion transportes the electron

to the organic molecule and transfers it to the dye. This whole process converts sunlight

into an electric current that can be used as an energy source.

But what makes a well-performing dye-based solar cell? With reference to the working

principle shown in figure 12.1 and our previous study [52] one can define several criteria

that are of fundamental importance for DSSCs. The following list is not exhaustive, but

includes several key points:

1. The HOMO-LUMO energy gap and also the gap between other occupied orbitals
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and virtual ones should not be too large and rather small, in order to faciliate

absorption processes within the organic molecule [52]. Systems that fulfill this re-

quirement are organic molecules including conjugated electronic structures and/or

transition metals.

2. If an organic dye absorbs a photon, an electron is excited into a virtual orbital

and leaves a hole in its starting orbitals: a electron-hole pair is created. If the

two orbitals are spatially too close to each other, an undesired phenomena may

occur, the recombination of the electron and the hole [52]. The possibility for

recombination can be reduced by using donor (D) and acceptor (A) groups within

the molecule. A conjugated π bridge seperates the D and A groups and therefore

these molecules are called D-π-A systems.

3. An easy transfer of the excited electrons to the semiconductor has to be guaranteed.

To create strong bonds between the dye and the electrode so-called anchor groups

are used that attach the molecule to the semiconductor [52]. Here, the Fermi level

of the electrode material should be lower than the HOMO level of the organic dye

in order to faciliate the electron transport into the conduction band (CB) of the

electrode.

4. The last criterion is related to the mediator, the redox system. The redox couple

transports the electrons from the counterelectrode to the dye. To ensure the elec-

tron transfer from the ion to the molecule, the LUMO level of the ions should lie

above the HOMO level of the organic dye.

It becomes obvious that the DSSCs are relatively complex, multi-faceted systems

with various variable parameters and components. A lot of efforts have been put into

the development of these solar cells to improve the conversion efficiency, stability, costs

and other relevant properties [207, 208]. These include the investigation of different

organic molecules [207, 209], different electrode materials [208, 210, 211] and several

types of electrolytes [207, 208, 212]. The complexity of DSSCs, concerning components,

conditions and parameters can not be completely depicted by theoretical approaches,

including this work. Therefore choices have to be made, which part of the system DSSC

should be considered and what can be neglected. Here, we limit our studies to the

investigation of the light absorbing component, the organic dyes. The performance of

the organic sensitizer is a central issue and the dye is the fundamental component within

the DSSC. A sensitizer without suitable properties may not lead to an at least acceptable

conversion of light into electric current.
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But the task of finding organic molecules with desired solar harvesting properties is not

an easy one. Various organic systems with different atomic compositions and including

many different possible functional groups exist. Hence, a strictly experimental approach

is not able to deal with the vast amount of possible chemical structures. The use of

theoretical calculations comes into play. They are able to reduce the amount of costs, and

to save time that otherwise would be needed for pure experimental studies. Theoretical

models are needed that are simple enough to screen large search spaces and which are

still accurate enough to yield acceptable results. Since such theoretical methods make

use of many approximations (see chapter 6 in part I) and, as mentioned above, one has to

reduce the complexity of the DSSCS, theory can only be understood as an assistance to

experiments. This is also true for the present study, where our results can be interpreted

as suggestions for the improvement of the performance of dyes for solar cell applications.

Experimental investigations can not be completely replaced by theoretical studies, but

theory may help to reduce the amount of experiments in order to faciliate a more targeted

research on DSSCs. A prescreening of a large chemical space may substitute time-

consuming, expensive experimental “trial-and-error” approaches.

In general, a dye can be thought of as an organic backbone, a core, to which different

functional groups are attached. Prominent organic backbones that are used frequently as

sensitizers are porphyrins [213, 214, 215], BODIPY [216, 217, 218] or bipyridine ligands

[219, 220]. In this work, we study benzene derivatives as a simple model system to show

that in principle, it is possible to determine automatically that substitution patterns

of organic molecules that exhibit desired properties concerning solar energy harvesting.

Without the need for considering all possible systems, our ID method is able to identify

that molecules with optimal values for a predefined property. There are also other ID

studies on dye-based solar cells. In Ref. [50] a LCAP approach is used to study a variably

substituted phenylacetylacetonate backbone. Also alchemical structures are considered

within this optimization process and the actually discrete hypersurface is smoothened out

(see section 7.2). Hence, their optimization takes place within a continuous search space

in contrast to our approach, where, as outlined in section 7.2, we investigate a discrete

search space. The composition, i.e. the substitution patterns of the organic molecules

span a dicrete space. A certain functional group is attached to a certain position or not.

There is nothing in between. In our case, the compositions of the chemical structures

are discrete variables. In principle, this decreases the dimensionality of our optimization

task. This is a fundamental difference between our GPO, the PooMa, and that of Ref.

[50] and it also distinguishes the PooMa approach from the GEO of the alkali metal

clusters (see chapter 7 of the present thesis). The global optimization of the Li and
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Na clusters is also performed within a continuous search space, with the position-space

coordinates representing continuous variables.

The technical details of our ID method are presented in section 12.2, which is followed

by a detailed discussion of the results of our GPO in section 12.3. In section 12.4 a brief

conclusion will be drawn from the obtained results and an outlook on further studies on

solar energy harvesting and other optimization tasks using PooMa is provided.

12.2 Technical details

First, the underlying computational method, the density functional theory tight-binding

method (DFTB), is discussed (subsection 12.2.1). Subsequently, the local optimization

algorithm, i.e. the steepest descent method and the global optimization procedure, i.e.

the genetic algorithm, are introduced in subsection 12.2.2. In subsection 12.2.3 the way

of molecule construction will be presented briefly. And finally, subsection 12.2.4 deals

with the solar energy harvesting properties that are considered within this study.

12.2.1 The computational method: DFTB

The simple semiempirical MEAM model used for the GEO of clusters (part II, section

9.1), is efficient and suitable to perform unbiased global optimizations, where a large

number of systems has to be considered. Also bigger systems with hundreds of atoms

can be treated with such methods. This can not be achieved by more accurate HF or

DFT approaches. One problem of such model potentials as the used analytic MEAM or

force field approaches, is the limited transferability [221]. They are parametrized for a

specific element or a few similar elements, but can not be just applied to any arbitrary

ones. Moreover, quantum effects are not included explicitly within these methods, what

may reduce the accuracy. This may also influence the outcome of such calculations and

therefore this has to be taken into account when interpreting the results obtained with

such methods (see part II, chapter 10).

The density functional tight-binding (DFTB) method [222, 223, 224] is an approach,

which is computationally inexpensive and therefore suitable for unbiased GO tasks.

Based on DFT, the DFTB method inludes quantum and electron correlation effects

[221], resulting in a higher accuracy compared to model potentials. Furthermore, the

parametrization process is less complicated and includes only the performance of several

DFT calculations, faciliating transferability [221, 225]. In order to derive the first-order

non-SCC DFTB method used in this study, one starts with the KS-DFT (see section 6.3.2

in part I of the present thesis). Therefore, it is necessary to remember the expression for
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the total energy of a system according to the KS approach. Equation 6.31, in a slight

modified form, reads:

Etot[ρ] =
∑
αβ
β>α

Eαβ +
∑
k

nk

〈
ψk

∣∣∣∣− ~2

2me
∆ + vext(~r) +

1

2

∫
e2ρ(~r ′)

4πε0|~r − ~r ′|
d~r ′
∣∣∣∣ψk〉

+ Exc[ρ], (12.1)

with Eαβ being the nuclear repulsion energy between the nuclei α and β and the remain-

ing terms representing the electronic KS energy. Now the electron density ρ(~r)/ρ(~r ′)

is replaced with some reference density ρref (~r)/ρref (~r ′) and its perturbation, a small

charge fluctuation δρ(~r): ρ(~r) = ρref(~r) + δρ(~r). Inserting this into equation 12.1 and

using the short notation ρref = ρref(~r), ρ
′
ref = ρref(~r

′) and δρ = δρ(~r), yields [225]:

Etot[ρref + δρ] =
∑
αβ
β>α

Eαβ +
∑
k

nk

〈
ψk

∣∣∣∣− ~2

2me
∆ + vext(~r) +

∫
e2ρ ′ref

4πε0|~r − ~r ′|
d~r ′ + vxc[ρref ]

∣∣∣∣ψk〉

− 1

2

∫ ∫
e2ρ ′ref(ρref + δρ)

4πε0|~r − ~r ′|
d~rd~r ′ −

∫
vxc[ρref ](ρref + δρ)d~r

+
1

2

∫ ∫
e2δρ ′(ρref + δρ)

4πε0|~r − ~r ′|
d~rd~r ′ + Exc[ρref + δρ]. (12.2)

Since the Coulomb energy ∫
e2ρ ′ref

4πε0|~r − ~r ′|
d~r ′, (12.3)

within term two of equation 12.2 is counted twice, the third term

1

2

∫ ∫
e2ρ ′ref(ρref + δρ)

4πε0|~r − ~r ′|
d~rd~r ′ (12.4)

is introduced as a correction. The Coulomb term itself is divided into two different

energetic contributions, where one is related to the density ρref/ρ
′
ref (within term two

in equation 12.2 / equation 12.3) and the other to the fluctuation δρ/δρ ′ (term five in

equation 12.2) [225]

1

2

∫ ∫
e2δρ ′(ρref + δρ)

4πε0|~r − ~r ′|
d~rd~r ′. (12.5)
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Finally, the new exchange-correlation expression within term two of equation 12.2

vxc[ρref ], (12.6)

is corrected by the fourth term in equation 12.2∫
vxc[ρref ](ρref + δρ)d~r. (12.7)

A Taylor series expansion of the exchange-correlation energy Exc around ρref + δρ up to

the second order leads to the following expression for Exc [221, 224, 225]:

Exc[ρref + δρ] = Exc[ρref ] +

∫
δExc
δρ

∣∣∣∣
ρref

δρd~r

+
1

2

∫ ∫
δ2Exc
δρδρ ′

∣∣∣∣
ρref

δρδρ ′d~rd~r ′ (12.8)

Combination of equation 12.2 and 12.8 gives an expression for the second-order expansion

of the KS total energy

Etot[ρref + δρ] =
∑
αβ
β>α

Eαβ +
∑
k

nk

〈
ψk

∣∣∣∣− ~2

2me
∆ + vext(~r) +

∫
e2ρ ′ref

4πε0|~r − ~r ′|
d~r ′ + vxc[ρref ]

∣∣∣∣ψk〉

− 1

2

∫ ∫
e2ρ ′ref(ρref + δρ)

4πε0|~r − ~r ′|
d~rd~r ′ −

∫
vxc[ρref ](ρref + δρ)d~r

+
1

2

∫ ∫
e2δρ ′(ρref + δρ)

4πε0|~r − ~r ′|
d~rd~r ′ + Exc[ρref ] +

∫
δExc
δρ

∣∣∣∣
ρref

δρd~r

+
1

2

∫ ∫
δ2Exc
δρδρ ′

∣∣∣∣
ρref

δρδρ ′d~rd~r ′ (12.9)

By rewriting this equation and making use of the relation (δExc/δρ)ρref = vxc[ρref ] [225],

one can simplify expression 12.9 to
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Etot[ρref + δρ] =
∑
αβ
β>α

Eαβ −
1

2

∫ ∫
e2ρrefρ

′
ref

4πε0|~r − ~r ′|
d~rd~r ′ −

∫
vxc[ρref ]ρrefd~r + Exc[ρref ]

+
∑
k

nk

〈
ψk

∣∣∣∣− ~2

2me
∆ + vext(~r) +

∫
e2ρ ′ref

4πε0|~r − ~r ′|
d~r ′ + vxc[ρref ]

∣∣∣∣ψk〉

+
1

2

∫ ∫ (
e2

4πε0|~r − ~r ′|
+
δ2Exc
δρδρ ′

∣∣∣∣
ρref

)
δρδρ ′d~rd~r ′. (12.10)

Equation 12.10 can be further simplified and the various energetic contributions can be

summarized in three terms, according to up to which order the density fluctuations are

considered:

Etot[ρref + δρ] = E0[ρref ] + E1[ρref , δρ] + E2[ρref , (δρ)2]. (12.11)

E0[ρref ] is the zeroth-order term with respect to the density fluctuations that includes

the first four energetic contributions in equation 12.10 [221]. E1[ρref , δρ] is the first-order

and E2[ρref , (δρ)2] the corresponding second-order energy term that represent the fifth

and sixth energetic term of equation 12.10, respectively [221]. For the first-order non-

SCC DFTB, used within this study, only the first two terms are relevant and they will

be discussed in more detail in the following.

The non-SCC DFTB

The first-order contribution to the total energy is,

E1[ρref , δρ] =
∑
k

nk

〈
ψk

∣∣∣∣− ~2

2me
∆ + vext(~r) +

∫
e2ρ ′ref

4πε0|~r − ~r ′|
d~r ′ + vxc[ρref ]

∣∣∣∣ψk〉 ,
(12.12)

whereat we can introduce the reference Hamiltonian Ĥ0 as a short-hand notation [225],

which yields the much simpler expression

E1[ρref ] =
∑
k

nk

〈
ψk

∣∣∣Ĥ0[ρref ]
∣∣∣ψk〉 . (12.13)

Here, the operator Ĥ0 solely depends on the reference electron density ρref and not on

the fluctuation term δρ, and therefore also E1[ρref ] depends only on the reference density

ρref [225]. As for the KS-DFT, within the DFTB method the molecular orbitals ψk are
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written as a linear combination of non-orthogonal atomic orbitals [222, 223]

ψk(~r) =
∑
µα

cµαkφµα , (12.14)

with cµαk being the expansion coefficients and φµα representing the atomic basis func-

tions belonging to atom α. A minimal basis set is used within the DFTB approach and

only valence electrons are treated explicitly [221]. The remaining electrons are consid-

ered within a frozen core approximation [52]. The functions φµα are Slater-type orbitals,

obtained from SCF-LDA calculations [224]. As discussed in section 6.3.2, the use of the

LCAO ansatz results in secular eigenvalue problems

∑
νβ

cνβk(H
0
µανβ

− εkSµανβ ) = 0, (12.15)

where µα and νβ denote the µth/νth orbital belonging to atom α/β. The Hamiltonian

matrix elements H0
µανβ

and the overlap matrix elements Sµανβ take the following forms:

H0
µανβ

= 〈φµα |Ĥ0|φνβ 〉 (12.16)

and

Sµανβ = 〈φµα |φνβ 〉, (12.17)

where, according to a superposition of atomic potentials [223], the operator H0 is

Ĥ0 = T̂ + Veff (ρα) + Veff (ρβ). (12.18)

T̂ , Veff (ρα) and Veff (ρβ) represent the kinetic energy, the potential of atom α and the

potential of atom β, respectively. The matrix elements H0
µανβ

are calculated using a two-

centre approximation and three-centre terms are neglected [223]. For the DFTB method

the two-center elements of the Hamiltonian matrix H0
µανβ

as well as that of the overlap

matrix Sµανβ are tabulated as functions of the interatomic distance within so-called

Slater-Koster (SK) files. No integrals have to be evaluated during a calculation and these

elements are just read from the SK files and interpolated to the actual distance between

a pair of atoms [222]. The atomic potentials Veff (ρα)/Veff (ρβ) in equation 12.18 are

functions of the atomic electron densities ρα/ρβ of the neutral atoms α/β. The reference

density ρref is a simple superposition of this atomic densities. The functions φµα/φµβ as

well as the atomic reference electron densities ρα/ρβ are obtained via DFT calculations

using the KS approach.
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Depending on the atomic orbitals considered, the Hamiltonian matrix elements H0
µανβ

can be represented as follows:

H0
µανβ

=


εfree atomµα , for µα = νβ

〈φµα |Ĥ0|φνβ 〉, for α 6= β

0, otherwise.

(12.19)

Once the atomic orbitals φνα as well as the initial electron density ρα have been deter-

mined, it is possible to solve the secular equation system 12.15. This gives the electronic

energy E1 (equation 12.13) within the DFTB method [221] as

E1[ρref ] =
∑
k

nk

〈
ψk

∣∣∣Ĥ0
∣∣∣ψk〉 =

∑
k

nk
∑
µανβ

cµαkcνβkH
0
µανβ

=
∑
k

nkεk, (12.20)

where nk is the occupation number of the kth KS orbital and εk its corresponding energy.

As E1 the energy term E0 solely depends on the reference density ρref [221]. Within

the DFTB method E0[ρref ] is approximated as a sum of interatomic repulsive potentials

U repαβ [221, 225]:

E0[ρref ] ≈ Erep =
1

2

∑
αβ

U repαβ . (12.21)

Also the repulsive potentials are calculated using only two-center approximations. They

can be fitted to polynomial functions [222, 223, 226]

U rep,polαβ =

NP∑
i=2

ci(rcut − r)i, (12.22)

with NP being the order of the polynomial, r representing the interatomic distance and

the coefficients ci and the cutoff distance rcut being tabulated in the SK files. Besides

there is a spline repulsive, where, depending on the interatomic distance r the repulsive

term is described as [226] by an exponential function or a spline. If the distance r between

two atoms is smaller than the starting distance of the first spline, the exponential function

e−a1r+a2 + a3, (12.23)

is used to describe the repulsive interaction, where the parameters a1, a2 and a3 are

tabulated in the SK files. For larger interatomic distances r a spline repulsive interaction

would be, for instance,
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c0 + c1(r − r0) + c2(r − r0)2 + c3(r − r0)3, (12.24)

with the parameters c0, c1, c2 and c3 as well as the starting distance r0 also being

tabulated in the SK files. According to the non-SCC DFTB approach the total energy

of a system becomes [221, 225]

EnSCC
tot = E1[ρref ] + E0[ρref ] =

∑
k

nkεk +
1

2

∑
αβ

U repαβ . (12.25)

No integrals have to be solved and all relevant energetic quantities that are needed to

compute Etot are obtained from KS-DFT calculations and are read from the SK files.

This makes the DFTB approach a very efficient and fast method [221] and, since it is

based on the DFT level of theory, a high accuracy can be achieved. Within the non-SCC

DFTB used in this study charge fluctuations are not considered and the third energy

term in equation 12.11 is neglected. Therefore, the secular eigenvalue equations 12.15 do

not have to be solved self-consistently. Calculations including the self-consistent charge

treatment can take up to five to ten times longer than the non-SCC DFTB method [221].

12.2.2 The global optimization algorithm

Property optimizations are performed using a genetic algorithm. In order to obtain

reliable properties, each constructed molecule is optimized locally by the steepest descent

method. In the following two subsubsections the basic concepts of the used algorithms

are presented.

Local structural relaxations: the steepest descent relaxation

The steepest descent (gradient descent) method is an algorithm for searching local min-

ima. Upon minima search of a function f , the gradient vector gk is calculated [91] and

the path along the steepest descent of the gradient is followed [91].

The basic workflow of the steepest descent relaxation for a function f is shown figure

12.2. One starts with a initial guess, a starting point for the function’s argument, x0

and an initial gradient vector g0 [91]. The initial gradient g0 is calculated using the

known vector b and the known symmetric, positive-definite matrix A. In each iteration

step k the step size αk is determined, the new point xk+1 is computed and finally the

new gradient vector gk+1 is calculated. If the termination criteria are fulfilled, e.g. a

predefined threshold value is reached, the algorithm stops, convergence is reached. If
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not, the loop variable is incremented by one and the optimization is continued. The

whole procedure is repeated until convergence is reached.

Figure 12.2: Simplified flowchart showing the general workflow of a steepest descent algorithm,
as used for local relaxations within this study.

Optimization of solar energy harvesting properties: the genetic algorithm

We use a simple GA for the automatic property optimization. The organic backbone

of the molecules is kept fixed during the calculations, only the substitution pattern is

varied. Different functional groups and atoms can be attached to this core and the

GA automatically determines which substituents at which sites yield optimal property

values. Each molecule is encoded as a string of N integers and the substituents adopt

integer values from 1 to K. On these strings of integers the GA is applied.

The applied evolutionary algorithm can be devidided into the following steps [52, 205]:

1. Creation of the initial generation. 2P parent molecules are generated randomly.

It is ensured that there are no identical or symmetry equivalent molecules.

2. To obtain well-converged structures, local optimizations are performed for each

molecule of the recent generation.

3. The performance function is calculated and the different candidates are ordered

according to theirs property values. Depending on the chosen property, the optimal
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value can be the smallest (minimum search) or largest one (maximum search).

4. The molecules are separated randomly into P pairs.

5. A crossover procedure is used to create two children from each pair of molecules.

Each of these two molecules, represented by N integers, is divided randomly into

two parts, with one part consisting of N −M and the other one consisting of M

integers with 0 < M < N . Upon interchanging the parts between the molecules,

it is ensured that each child consists of N integers, i.e. the parts of length M and

length N −M are recombined.

6. To prevent premature convergence also mutations are introduced. A random num-

ber is used to determine, whether a mutation takes place or not. A structure is

mutated by the random exchange of one integer into another.

7. It is checked that all 4P structures, parents and children, are different. This also

includes the test for symmetricall equivalent molecules. If there are duplicate

structures the steps 4, 5 and 6 are repeated.

8. The children structures are relaxed locally and their performance functions are

calculated (see steps 2 and 3).

9. The 2P best performing molecules are selected out of the 4P parents and children.

These structures represent the parents of the subsequent generation.

10. The two termination conditions are checked: either a certain number of the 2P

molecules are unchanged for several consecutive generations or a predefined max-

imum number of generations has been reached. The first termination condition is

the desired one, showing a convergence of the applied GA.

Figure 12.3 shows the working flow of the used GA. As discussed for the model system

benzene in section 12.3, the used GA is able to identify certain functional groups that oc-

cur repeatedly as substituents within the benzene molecules. These groups may enhance

the performance of a molecule for a certain property, i.e. there are substituents which

seem to be beneficial for a certain solar energy harvesting property. In this context, it is

important to note that we do not test the created molecules for being synthesizable in

a laboratory. The molecular fragments and atoms occuring more frequently within the

substitution patterns of the molecules should be understood as recommendations. The

inclusion of such a substituent within a molecular sensitizer may lead to an enhanced

performance of this system.
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Figure 12.3: Simplified flowchart showing the workflow of the genetic algorithm used within this
study.

12.2.3 Molecule construction

An important component within our PooMa approach is the efficient construction of

the molecules. For the former study on Silicium-Germanium clusters [52] the cluster

generation was a rather simple task. Only single Si or Ge atoms, having the same

number of valence electrons, were allowed to occupy positions within a cluster. This

is very different from the current study, where different functional groups may have a

different number of atoms and also a different number of valence electrons. Also the

substituents’ orientation in space has to be considered. Depending on which site of the

molecule a substituent is attached, this orientation may vary.

Within our approach a molecule consists of two parts. One part is the ”naked“ organic

backbone, a core, and the other one are the functional groups that can be attached to

this core system. Concerning molecules used as sensitizers for solar cells, the backbone

may include an anchor group that fixes the dye at the electrode (see figure 12.1, the

DSSC working principle). An anchor group facilitates the electron transport from the

molecule to the electrode.

A subroutine within our source code reads in the structural data from an input file.

This file contains all relevant information about the systems to investigate, e.g. position-
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space coordinates, types of atoms and number of electrons of the organic core and the

functional groups. Within this subroutine the molecules are constructed according to

the following procedure (figure 12.4). The first step involves the building of the ”naked”

organic backbone (1). Subsequently at each substituent site of the ”naked” core, ”empty“

sites are defined. Each ”empty” site includes two different types of information: a typical

position (2) and a typical orientation. If a substituent is attached to the organic backbone

it is positioned relative to the ”empty“ site and according to the typical orientation of this

site. Within our global optimization procedure many molecules have to be investigated

and the optimization of a single molecule should be fast and efficient. Therefore, it is

extremely important to have a good guess for the initial structure of a molecule prior

to relaxation. Therefore, the position-space coordinates of the functional groups are

defined in such a way that each substituent has a typical distance relative to the empty

sites as well as a realistic orientation. Within the last step of molecule construction the

functional groups are attached to the ”empty” sites of the core (3).

Construction of molecules within the PooMa approach for DSSCs

Figure 12.4: The way of molecule construction for benzene derivatives used within this study.
The process involves three steps: 1) definition of the ”naked“ organic backbone,
2) definition of ”empty” substituent sites, 3) final molecule after attachement of
the functional groups. Reproduced/Adapted from K. Huwig, C. Fan, and M.
Springborg. From properties to materials: An efficient and simple approach. J.
Chem. Phys., 147(23):234105, 2017, with the permission of AIP Publishing.

Functional groups and anchor groups are attached the same way to the organic backbone.

But whereas the ”normal“ functional groups are always varied during a calculation, the

anchor groups can kept fixed at a certain substituent site of core.

Within this study 18 different functional groups are considered as possible substituents:

–CH3 , –H, –CN, –F, –Cl, –Br, –I, –OH, –OCH3, –NH2 , –N(CH3)2, –CHO, –COOH,

–HC=CH2 , –C≡CH, –NO2 , –SH, and –SCH3. Moreover, –COOH is used as a fixed

anchor group.
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12.2.4 Solar energy harvesting: the properties

For a GPO the definition of suitable properties is of crucial importance. The identifica-

tion of such properties that may be important for solar energy harvesting, is not always

a simple task. There is not a structural parameter or electronic property, which alone

determines the suitability of a molecule as dye sensitizer. As discussed in section 12.1

there is a subtle interplay between different parameters that influence the performances

of the organic molecules. Therefore we defined several properties that we consider as

being important for the performance to approach the optical performance of DSSCs.

The performance functions described below can be understood as suggestions, which

may have a more or less strong influence on a real sensitizers light harvesting properties.

Furthermore, as described within our earlier work [52], some of the chosen properties

may be correlated. Our GO algorithm searches for these molecules that exhibit an op-

timal value concerning a predefined property. As mentioned above in subsection 12.2.3

the size, i.e. the number of atoms and valence electrons, of the systems within this study

varies. Now the problem appears that the chosen properties may increase with system

size, leading to the largest or smallest systems as optimal solutions. To prevent this,

intensive properties are defined in cases where molecule size plays a role. Within our

previous study on the solar energy harvesting properties of SiGe clusters [52], where the

number of atoms and valence electrons stayed constant during a calculation, this was

not necessary.

Various properties concerning light harvesting are investigated within this study and

for each computation a single property is optimized. In order to take into account the

problem of varying molecule size during a calculation and to obtain intensive quantities,

properties that depend on the number of orbitals of a system are divided by the number

of valence electrons Ne of the system. Hereinafter we discuss the optimized properties.

In detail, these are

a. The HOMO-LUMO gap G. It is the energetic difference between the highest

occupied molecular orbital (HOMO) and the lowest unoccupied molecular orbital

(LUMO). The value for G shall be as small as possible:

G = εLUMO − εHOMO (12.26)

b. The sunlight absorption A. It is described as a sum of spectral functions P (εu−εo),
which represent the probabilities for single electron excitations. εu and εu are the

energies of an unoccupied and an occupied orbital, respectively. As weigthing fac-
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tor the oscillator strength fou is used. A should be as large as possible. Removing

size dependency through division by Ne the absorption A is:

A =

∑
o,u fouP (εu − εo)

Ne
, (12.27)

with o and u denoting an occupied and an unoccupied orbital, respectively. The

black-body approximation is used to describe the probabilities P (εu − εo):

P (εu − εo) =
8π(εu − εo)3

(2π~c)3

[
exp

(
εu − εo
kbT

)
− 1

]−1
. (12.28)

The oscillator strength fou is approximately calculated as

fou =
4

3
(εu − εo)|~dou|2 =

4

3
(εu − εo)|

∑
α

~Rαqα,ou|2, (12.29)

with ~dou representing the transition dipole moments for the transition o→ u that

are calculated using the Mulliken transition charges qα,ou and the position-space

coordinates ~Rα of the corresponding atoms α. fou is described according to the

TD-DFTB (time-dependent density functional tight-binding) approach [227]. Due

to the use of non-SCC DFTB in our study and since we only take one-electron

excitations into account we use a simplified expression for fou compared to the

original expression.

c. The light-harvesting efficiency LHE. A larger value for the LHE means a larger

capacity for sunlight harvesting of the molecule. Only transitions o → u with

energies lower than a predefined threshold are considered to calculate this property.

Here it is computed according to

LHE =

∑
o,u(1− 10−fou)

Ne
. (12.30)

d. The orbital overlap Oav. This is one of the properties that are related to the spatial

distribution of the molecular orbitals (MOs). In order to prevent the recombination

of electron-hole pairs a small spatial overlap between occupied and virtual MOs is

preferable. The overlap Oou between an occupied orbital and an unoccupied one

is calculated as:
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Oou =
∑
α

|qα,o · qα,u|, (12.31)

with qα,o and qα,u being the atomic gross Mulliken populations of occupied orbital

o and unoccupied orbital u on atom α. For all possible transition o → u Oou is

calculated and its transition probability is taken into account by multiplication

with fouP (εu − εo). Summation over all possible transitions and division by the

number of valence electrons Ne yields the average value Oav:

Oav =

∑
o,u fouP (εu − εo)Oou

Ne
. (12.32)

e. The orbital distance Dav. The spatial distance between an occupied and a virtual

MO should be large to reduce the possibility for the recombination of electron-hole

pairs. As in the case for the overlapping of MOs, a single distance Duo between

pair of occupied/unoccupied orbitals is calculated in terms of atomic gross Mulliken

populations:

Duo = |
∑
α

qα,u ~Rα −
∑
α

qα,0 ~Rα|, (12.33)

To obtain an average value, we sum up over the different transitions o→ u, weight

them and divide by Ne:

Dav =

∑
o,u fouP (εu − εo)Duo

Ne
. (12.34)

f. The spatial distribution DL of the LUMO on the anchor group (ag). Since an effi-

cient transfer of electrons between the sensitizer molecules and the semiconductor

is desirable, the participation of the atoms of anchor group in forming the LUMO

should be not too small. Here, the distribution DL is computed as:

DL =
∑
α∈ag

qα,LUMO, (12.35)

with the atomic gross Mulliken populations qα,LUMO.

g. The reorganization energies λ+ and λ−. Electrons, charges, are transferred between

molecules within the dye-sensitized solar cells. The theoretical background of such
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charge transfers is described via the Marcus theory [228, 229]. According to this

model the charge transfer rate ktr is:

ktr ∝
1√
λ
t2exp(− λ

4kBT
), (12.36)

with λ, t, T and kB being the reorganization energy, the transfer integral, the tem-

perature and the Boltzmann constant, respectively. The calculation of the complex

transfer integral t is computational too demanding for our PooMa approach, since

it depends on the spatial distance and orientation between neighbouring sensitizer

molecules. In contrast to that, the reorganization energy λ can be calculated for a

single molecule according to the following simple expressions:

λ+ = (E+
0 − E

+
+) + (E0

+ − E0
0),

λ− = (E−0 − E
−
−) + (E0

− − E0
0), (12.37)

where λ+ and λ− representing the reorganization energies for holes and electrons,

respectively. E+
0 and E−0 are the total energies of the cationic and anionic molecule

in the neutral geometry, whereas the energies of the neutral molecules in the equi-

librium cationic and anionic geometry are described by E0
+ and E0

−. Moreover E+
+ ,

E−− and E0
0 are the total energies for the cationic, anionic and neutral molecules in

the corresponding optimized geometries, respectively. The transfer of electrons be-

tween the molecules should be fast and efficient and therefore a small value for the

reorganization energies is desirable. To describe the performance of each molecule

with a single number the average value of λ+ and λ− is determined.

12.3 Results and discussion

In this study benzene is used to study solar energy harvesting properties. The anchor

group –COOH is attached to one of the six substituent sites of benzene and is kept

fixed at this position throughout a calculation. To the remaining sites, five out of the

18 different functional groups can be attached. In consideration of symmetry equivalent

structures approximately 1
2185 ' 106 different molecules are possible. In this context,

the investigation of each single molecule is not feasible. A simple ID method seems to

be ideally suited for such an optimization task.

In the following the results of this GPO are presented and it can be stated that our
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PooMa method is able to yield interesting results regarding the substitution pattern of

the benzene derivatives. The present study demonstrates that our approach basically is

suitable to optimize molecules with respect to their use in DSSCs and it is possible to

extract valuable information out of the results. Here, the benzene derivatives are not

studied for their own purpose and rather should be considered as a simple model system

to present the ideas and possibilities of our method.

12.3.1 Energy gap, sunlight absorption and light-harvesting efficiency

Figure 12.5 shows the five best performing molecules concerning the HOMO-LUMO gap

G, i.e. that systems with the lowest values for G. It can be recognized that there

are some functional groups (circled) that occur frequently. Referring to the use of a

genetic algorithm as optimization procedure, these substituents can be seen as good gene

fragments. Each of the molecules shown in figure 12.5 contains electron-withdrawing

substituents, such as –CHO or –NO2, as well as electron-donating groups, e.g. –OH or

–NMe2. Extended conjugated π-electron systems together with electron-donating and

-withdrawing functional groups are known to be beneficial to reduce the energy gap

between HOMO and LUMO [230].

HOMO-LUMO gap GGG

Figure 12.5: The five benzene derivatives, exhibiting the optimal (smallest) values for the
HOMO-LUMO gap G. The marked substituents occur more frequently within
the substitution pattern of the best molecules. The molecules’ performances de-
creases from left to right. Reproduced/Adapted from K. Huwig, C. Fan, and M.
Springborg. From properties to materials: An efficient and simple approach. J.
Chem. Phys., 147(23):234105, 2017, with the permission of AIP Publishing.

Next we discuss the results obtained when optimizing the light absorption A (top row)

and the light-harvesting efficiency LHE (bottom row) (see figure 12.6). In both cases,

molecules with property values that are supposed to be as large as possible, are consid-

ered to be optimal solutions. The multiple occurence of functional groups with conju-

gating effects within the best candidates, e.g. –CHO, –NMe2 or –C≡CH is in accordance

with physical and chemical understanding. Moreover, iodine as a substituent seems to be

beneficial for the LHE, but this can not be explained so easily using chemical intuition.
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Sunlight absorption AAA and light-harvesting efficiency LHELHELHE

Figure 12.6: The top row depicts the five benzene derivatives exhibiting optimal (largest) values
for the sunlight absorption A. The bottom row depicts molecules with the best
(largest) values for the light-harvesting efficiency LHE. Substituents with a con-
jugating effect as well as iodine are excplicitly marked. For both properties, the
molecules’ performance decreases from left to right. Reproduced/Adapted from
K. Huwig, C. Fan, and M. Springborg. From properties to materials: An efficient
and simple approach. J. Chem. Phys., 147(23):234105, 2017, with the permission
of AIP Publishing.

12.3.2 Spatial orbital distribution and reorganization energies

In the following the spatial separation between occupied and unoccupied orbitals is con-

sidered. In figure 12.7 the benzene derivatives with the best values for the average

orbital distance Dav (top row) and average orbital overlap Oav (bottom row) are shown.

In order to prevent electron-hole recombination a large value for Dav and a small value

for Oav is desireable. Refering to the molecules with large average orbital distance, all

shown structures have a certain fragment in common: an electron-withdrawing (–CHO)

and an electron-donating group (–NMe2) opposite each other, i.e. located in para posi-

tion. For the two best-performing molecules two such para-positioned pairs of electron-

donating and -withdrawing groups occur within their substitution patterns. Molecules

with a small average orbital overlap almost exclusively posses electron-donating func-

tional groups, such as –SMe or –NMe2. Except the fluorine atom within the third best

structure (bottom row in figure 12.7) with its strong -I effect, no electron-withdrawing

groups appear. Concerning Dav and Oav a simple explanation for the obtained substi-

tution patterns based on physical and/or chemical assumptions is not easily found.

In case of benzene derivatives with a high propertion of the LUMO on the anchor group

(figure 12.8) the occurrence of two opposing amino groups within each molecule is obvi-

ous. Also here, electron-donating functional groups are predominant, except the fluorine

atoms within the three best structures. No groups with strong -M effect, such as –NO2
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Spatial orbital distance DavDavDav and orbital overlap OavOavOav

Figure 12.7: The five benzene derivatives, exhibiting the optimal (largest) values for the spatial
orbital distance Dav and the best (smallest) values for the orbital overlap Oav.
Marked substituents occur more frequently within the substitution pattern of the
best molecules. For Dav the appearence of para-positioned electron-withdrawing
and -donating substituents within each of the molecules depicted is noticeable.
Except the circled fluorine atom, electron-donating groups are predominant for
molecules with small orbital overlap Oav. For both properties, the molecules’
performance decreases from left to right. Reproduced/Adapted from K. Huwig,
C. Fan, and M. Springborg. From properties to materials: An efficient and simple
approach. J. Chem. Phys., 147(23):234105, 2017, with the permission of AIP
Publishing.

appear as substituents. It seems to be beneficial to have a high proportion of the

LUMO on the electron-withdrawing –COOH anchor group, if there are no other strong

electron-withdrawing groups within the molecule, i.e. there is no competition between

the –COOH and such functional groups. Due to the appearence of fluorine substituents

within the two best molecules, the order of the optimal structures is not easily under-

stood in terms of chemical intuition. Such electron-withdrawing groups are completely

absent within the fourth and fifth benzene derivatives. Again results are obtained that

may only have been predicted partially using chemical expertise.

The best performing molecules with respect to the reorganization energy λ are shown

in figure 12.9. It can be noticed that each molecule has two electron-withdrawing (-M

effect) nitro groups in meta position to each other and an electron-donating (+M effect)

SH group. Due to the mesomeric effects of these functional groups these molecules posses

a highly delocalized π electron system and several resonance structures are possible for

these molecules. Therefore, only a small change of the total energy and of structural

parameters upon formation of anions and cations may be expected for these benzene

derivatives.
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Spatial distribution of the LUMO DLDLDL

Figure 12.8: The five benzene derivatives, exhibiting the optimal (largest) values for the spatial
distribution of the LUMO on the –COOH anchor group. The marked substituents
occur more frequently within the substitution pattern of the best molecules. Re-
produced/Adapted from K. Huwig, C. Fan, and M. Springborg. From properties
to materials: An efficient and simple approach. J. Chem. Phys., 147(23):234105,
2017, with the permission of AIP Publishing.

Averaged reorganization energy λλλ

Figure 12.9: The five benzene derivatives, exhibiting the optimal (smallest) values for the av-
eraged reorganization energy λ. The marked substituents occur more frequently
within the substitution pattern of the best molecules. Reproduced/Adapted from
K. Huwig, C. Fan, and M. Springborg. From properties to materials: An efficient
and simple approach. J. Chem. Phys., 147(23):234105, 2017, with the permission
of AIP Publishing.

12.4 Conclusion and outlook

The use of benzene within the present study should be considered as a test case. The

primary purpose of this study was to show the capabillities of our GPO technique, the

PooMa approach. Properties related to solar energy harvesting have been optimized au-

tomatically using a genetic algorithm. The calculations yield best performing molecules

that are not necessarily realistic since we make use of many approximations and we do

not test the constructed molecules for being synthesizable. But the type of functional

groups as well as their arrangements may include valuable information for other systems

considered as sensitizer molecules.

With our theoretical approach we are able to investigate huge search spaces within a

short period of time, without the need for studying each single system. We obtain results

that may include concrete suggestions for the substitution patterns of molecules. The

prescreening of large search spaces may assist computationally more demanding theoret-

ical calculations as well as experiments. The approximate nature of our method enables
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us to forego expensive computational ressources and to use relatively cheap hardware

(laptop, desktop). For this reason we call our approach the Poor Man’s Materials Opti-

mization (PooMa).We emphasize that the prescreening of a large search space is an initial

step towards the design of new materials with optimal properties. In this case, many

systems have to be investigated, which makes the use of very accurate and expensive

computational approaches unfeasible. An unbiased global optimization requires a fast

and approximated approach that enables to study a large amount of systems. Thereby

the approximations should not be too crude, leading to unusable results and one should

know about bottlenecks and drawbacks of the applied method. As mentioned above the

molecules should be considered as suggestions that may assist further theoretical and

experimental studies.

The PooMa method involves a genetic algorithm for global property optimization, lo-

cal structural relaxations in order to obtain reliable properties and a efficient way of

molecule construction. As underlying method of electronic structure calculation, which

is used to determine the structures and the properties of the molecules, the non-SCC

DFTB approach is used. PooMa is not limited to the use of DFTB as electronic struc-

ture method and in principle any other method, including more accurate ones, can be

applied. The choice of the method depends on the chemical/physical problem to be

investigated and has to be selected for each case individually. A further key point of our

approach is to find mathematical descriptions of the properties to be optimized.

As described in our previous studies on SiGe clusters [52] our optimization algorithm

does not always yield the structure with the overall best property, but at least well

performing candidate solutions. But also this may give some valuable information on

the systems of interest. The current study predicts the best molecules to have similar

substitution patterns or rather to have several functional groups in common. A certain

functional group or several groups that are beneficial for several different properties can

not be identified. But from the results it can be concluded, which substituents may be

advantageous for a certain property and this may be a good starting point for further

investigations. As in the case of the SiGe clusters [52] the results of the calculations can

not always be explained using chemical and/or physical intuition, e.g. for the orbital

overlap Oav and distance Dav, whereas for the absorption A, the distribution of the

LUMO DL and the HOMO-LUMO gap G it is possible to understand the results in

terms of chemical/physical effects.

In this study we only considered the simple model system benzene. The PooMa approach

has already been applied succesfully to more relevant sensitizer systems, i.e. porphyrins

[215], cyanopyridone [231] or thiophene oligomers [232]. But, of course, this approach is
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not limited to the optimization of sensitizer molecules for solar cell applications. Many

other GPO tasks are possible, such as the investigation of the adsorption properties of

transition metal surfaces as described in chapter 13.
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13 Adsorption on transition metal

surfaces

13.1 Introduction

The adsorption of atomic or molecular species on surfaces is a broad field of research.

Various applications exist, where the interaction between atoms/molecules and surfaces

plays a fundamental role: catalytic processes [233, 234, 235, 236], gas-sensing/toxic gas

adsorption [237, 238, 239, 240], surface poisoning effects during technological processes

[241, 242, 243], hydrogen storage [244, 245, 246, 247] and many more [248, 249, 250, 251].

Among the different surface systems, transition-metal (TM) surfaces, especially theirs

catalytic properties, are of particular interest and importance [252, 253, 254]. Therefore

the interaction of molecules and atoms with TM surfaces has been the subject of many

experimental [252, 255, 256, 257] and theoretical studies [243, 258, 259, 260, 261].

Computational investigations often involve the calculation of properties of single crystal

surfaces concerning the adsorption of certain molecules relevant for industrial processes

or just in order to gain basic knowledge about interactions between adsorbates and

abdsorbents. For example, in regard of undesired sulfur poisoning during industrial pro-

cesses the (111), (100), (110) and (211) surfaces of eight different fcc transition metals

have been studied in terms of the adsorption of atomic sulfur [243]. Within another

work calculations for a various number of different atomic and molecular species, as well

as fragments of molecules adsorbed on the Cu(111) surface have been performed and

analyzed using DFT-GGA [262]. Moreover, the interaction between water molecules

and metal surfaces is of technological importance: adsorption and dissociation on H2O

on the (111), (100) and (110) surfaces of Ni have been studied with the GGA-PBE

method [263]. To understand the influence of several simultaneously adsorbed molecules

on the adsorption performance of the surfaces, also different levels of coverage are taken

into account [264, 265]. Being the energetically most stable adsorption sites, in almost

all cases the high symmetry adsorption sites on the single crystal surfaces are consid-

ered for the adsorption processes. Furthermore, defects and steps as well as strain were

shown to have a positive effect on the adsorption properties of transition metal surfaces

[266, 267, 268, 269] and also other types of adsorbents [270, 271, 272]. Also dopant

atoms, incorporated within the surfaces may alter the performance of adsorbent systems

or catalytic surfaces [273, 274, 275].
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Here we extend our PooMa approach, previously applied to organic sensitizers for solar

cells (see chapter 12), to the adsorption properties of single crystal TM surfaces. Here,

we do not define an organic backbone but a TM slab consisting of several atomic lay-

ers. Instead of varying functional groups attached to an organic core, the number of

atoms/vacancies and their postions within the uppermost layer of the slab are varied,

i.e. a position within the uppermost layer can either be occupied by a TM atom or a va-

cancy. Furthermore, several different non-high-symmetry adsorption sites are taken into

account. A simple GA is used to determine automatically the slab with that composi-

tion, which yields the best performance concerning the adsorption of a certain molecule.

A discrete search space is screened in order to determine the structure with the best

property, i.e. the optimal adsorption energy. The objectives associated with such a

property optimization are numerous. It would be conceivable, for example, to prescreen

these property hypersurfaces, in order to identify optimal surfaces for toxic gas adsorp-

tion or for catalytic purposes. In this regard we focus mainly on strong interactions,

where molecules are chemisorbed on the corresponding surfaces and neglect long-range

interactions. Such an approximation is also necessary in order to make this unbiased

global optimization computationally feasible. As test systems, the single crystal surfaces

Ni(111) and Ti(0001) are used as adsorbents. CO as molecular adsorbate for Ni(111)

and H2 for Ti(0001) are considered. Various studies on Ni(111)/CO [264, 276, 277, 278]

and Ti(0001)/H2 [279, 280, 281] or Ti(0001)/H [282, 283] have been reported. Together

with the fact of relatively strong adsorbent-absorbate interactions and their technologi-

cal relevance these systems are considered as suitable adsorbent/absorbate combinations

for our testing purposes. In general, the surfaces are modelled via so-called slabs. A slab

consists of several atomic layers of the system to investigate [262, 264]. Also within this

study this ”slab-approach“ is used.

In section 13.3 the technical details, e.g. the used computational approach, the opti-

mization algorithm and details on the construction of the periodical slab systems, are

discussed. The subsequent section 13.4 deals with the results of the present study as well

as the difficulties that arose during these investigations. Finally conclusions are drawn

and future perspectives are described within section 13.5.

13.2 Theoretical background

13.2.1 Periodic calculations

Periodic structures, such as crystals, or crystal surfaces may be envisaged as very large

molecules. Since calculations on the entire systems are practically not feasible, symmetry
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properties of these structures are utilized and only a relative small section of such a

system is considered explicitly within a calculation. Here, the ideal infinite periodical

structure consists of repeated units with periodic boundary conditions. Wavefunctions

to describe a system consisting of N units are supposed to fullfill the cyclic boundary

conditions [284]

ψk(~r +N · ~a) = ψk(~r). (13.1)

a is the length of a unit, the lattice vector. Moving about N units along the system gives

again the initial state. For an infinite system, there is an infinite number of units and an

infinite number of molecular orbitals ψk = ψk(~r+N ·~a) . Functions that obey the cyclic

boundary conditions in equation 13.1 for N →∞ are the so-called Bloch functions [284]

ψk =

∞∑
l=0

eiklaχl =

∞∑
l=0

[cos(kla) + i · sin(kla)]χl, (13.2)

where the factors eikla represent the coefficients of this linear combination [284] and the

χl are translational images of each other. Within the first Brillouin zone [285] there is

an infinite number of values for the wavenumber k, where k may adopt the following

values:

− π

a
≤ k ≤ π

a
. (13.3)

Due to the fact that the crystal orbitals are described via trigonometric functions (equa-

tion 13.2), only the wavefunctions for 0 ≤ k ≤ π
a have to be considered. They contain

the complete information on the system of interest.

Two- and three-dimensional systems, e.g. surfaces and crystals, are described via a

two-component (~k = (kx, ky)) and three-component (~k = (kx, ky, kz)) wavevector [284],

respectively. For the simplest two-dimensional case, a square-grid [286], the first Bril-

louin zone is a square with dimensions

− π

a
≤ kx, ky ≤ π

a
. (13.4)

But, because of the symmetry properties of the Bloch functions, only the area 0 ≤
kx, ky ≤ π

a is of relevance. This area already contains all relevant information on the

system. Similarly, a three dimensional system is completely described with the three

components of the wavevector ~k: kx, ky and kz. They take values between 0 and π
a .

In practical calculations, points within the first Brillouine zone of the corresponding
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material are sampled via so-called k-points. There are several ways to generate the k-

points that describe a structure. They may be defined explicitly as k-point coordinates,

or they may be generated automatically via some scheme [287].

13.2.2 Adsorption on Ni(111) and Ti(0001) surfaces

Adsorption of CO on Ni(111)

In principle, on Ni(111) four different high symmetry adsorption sites exist. Figure

13.1 depicts a Ni(111) surface, with these positions being marked: the onefold ontop

(o) position, the twofold bridged (b) adsorption site and two threefold positions, fcc (f)

and hcp (h). At the ontop site, the adsorbate is adsorbed atop of one single adsorbent

atom and at the bridged position adsorption takes place atop two adsorbent atoms. For

the fcc as well as the hcp site the adsorbate is located above three surface atoms. The

threefold sites differ in the arangement of the Ni atoms within the second layer beneath

the adsorption position. For the hcp site a Ni atom of the second layer is directly below

the adsorption position. This is not the case for the fcc site.

A Ni(111) surface

Figure 13.1: Sketch of a Ni111 surface. The different high-symmetry adsorptions sites are
marked with arrows. The letters o, b, f and h denote the ontop, bridge, fcc and
hcp adsorption position, respectively.

As for many other surfaces [278], the CO molecule prefers to adsorb on Ni(111) in a

vertical upright position with the carbon atom pointing towards the surface. According

to the Blyholder model [278, 288, 289, 290] two dominating interactions exist between

CO and the metal surface. First of all, there is donation of electrons from the 5σ
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orbital (lone pair, centered on carbon) of the CO molecule to the conduction band

(vacant d orbitals) of Ni. Subsequently a back-donation from Ni to CO occurs. Here,

electrons are transfered from the metal’s valence band (consisting of filled d orbitals) to

the antibonding 2π* orbital of CO.

Concerning the stability of the different adsorption sites for CO on Ni(111), for the

low coverage adsorption the following order (in increasing stability) can be concluded

[264, 277, 278]:

ontop < bridge < fcc . hcp.

In general, the stability of the two threefold adsorption positions, fcc and hcp, is signif-

icantly higher than that of the one- or twofold adsorption sites. But the values for the

adsorption energies for the fcc and hcp site are always very close to each other, with the

hcp position in most cases being a little more stable than the fcc site [264, 276, 277, 278].

Experimental investigations confirm the hollow sites on Ni(111) to be favoured adsorp-

tion position for CO [257, 291]. The preference for certain adsorption sites also depends

on the coverage of the surface [264, 277]. Since coverage effects are neglected within this

study and we only consider the low-coverage regime, i.e. there is no interaction between

the adsorbate molecules, this will not be discussed in detail here.

Adsorption of H2 on Ti(0001) surfaces

Also the Ti(0001) surface exhibits four different high-symmetry adsorption sites. These

are the same as for Ni(111): ontop (o), bridge (b), fcc(f) and hcp(h). Figure 13.2 depicts

a sketch of a Ti(0001) surface with the high-symmetry sites being marked with arrows.

H2 is known to show a strong tendency for dissociative adsorption on Ti(0001) surfaces

[279, 281]. Especially the d electrons of the Ti atoms on the surface contribute to the

dissociation process [281]. Initally, when the H2 molecule approaches the surface the

s electrons of the Ti surface atoms and the MOs of H2 overlap. The s states of the

Ti atoms are fully occupied and due to the Pauli exclusion principle repulsion effects

occur [281]. However, the resulting energy barrier is rather small since the d states

of Ti are mainly unoccupied and the orbitals of H2 and the d states of the Ti surface

interact [281]. Electrons are transferred from the H2 molecule to the conduction band

(vacant d orbitals) of Ti. Electrons from the valence band (filled d orbitals) of Ti are

back-donated to the antibonding MO of H2 [281]. These interactions lengthen the H-

H bond and enhance the dissociation of the molecule [281]. Once H2 is dissociated,

the single H atoms tend to occupy the hollow adsorption sites on Ti(0001), i.e. the
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A Ti(0001) surface

Figure 13.2: Sketch of a Ti(0001) surface. The different high-symmetry adsorptions sites are
marked with arrows. The letters o, b, f and h denote the ontop, bridge, fcc and
hcp adsorption position, respectively.

fcc and hcp positions [279]. Here, the two hydrogen atoms may occupy neighbouring

threefold sites (unfavoured) or separated hollow positions (favoured) [279]. The general

preference for hydrogen adsorption on threefold sites is confirmed experimentally as well

as theoretically [292, 293]. Moreover it is known that the fcc and hcp hollow sites seem

to be nearly degenerate concerning the stability for H adsorption [292].

13.3 Technical details

At the beginning of part III of this thesis, the essential components of the PooMa ap-

proach are listed. Also our extention of the PooMa approach that is needed for the

issues of this chapter makes use of these essential elements and they are discussed in

this section. First, the used computational approaches, SCC-DFTB [224] and DFT-

LDA method, are discussed (subsection 13.3.1). This is followed by a description of

the applied local and global optimzation algorithms in subsection 13.3.2: the conjugate

gradient relaxation and the GA, respectively. The way of constructing the adsorbents,

adsorbates and the adsorbent-adsorbate pairs can be found in subsection 13.3.3. This

section concludes with a definition of the adsorption property that shall be optimized

(subsection 13.3.4).

The code used to perform the calculations within this study, was written in the Python

programming language. The basic simplicity of the Fortran code, used previously for the

study of DSSCs, was maintained and combined with the flexibility and efficiency pro-
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vided by available Python modules and tools, i.e. the Atomic Simulation Environment

(ASE) [1, 2]. As before within our earlier PooMa code each chemical compound is repre-

sented by an array of integers within the GA. Special functions implemented in ASE are

used to build up the structures before optimization and property calculation. Different

types of chemical systems can be built using ASE, e.g. molecules, crystals or surfaces.

This offers a high flexibillity concerning the optimization problems that can be treated.

The method of electronic structure calculation is also included by using ASE mod-

ules. Hence, a current theoretical method can easily be changed into another approach.

Many methods and packages are supported as calculators by ASE: simple potentials like

effective-medium theory or the embeded atom method, packages like Quantum Espresso

[294, 295], SIESTA [296], VASP [297] or DFTB+ [298]. Furthermore, local structural

optimizations can either be performed with optimization algorithms as implemented in

the package of the used calculator or with one of algorithms included in ASE [1, 2].

Among the different operations that are performed during a global property optimiza-

tion, the local relaxations are the most time consuming procedures. Thus, the code has

been parallelized with respect to the local optimizations of the pure adsorbents and the

adsorbent-adsorbate systems and several systems can be relaxed simultaneously. This is

realized by employing the Python package multiprocessing [3]. Summarizing the above,

it can be stated that the Python modules of ASE are helpful for a further development

of our PooMa approach, e.g. by offering a higher flexbillity concerning the uses of dif-

ferent electronic structure methods. Moreover, the simple ways of constructing various

chemical systems with ASE is another advantage of the present approach.

13.3.1 Computational methods: DFTB and DFT

Two different methods of electronic structure calculation are used within this study: the

DFTB approach as well as DFT in the local density approximation.

The SCC-DFTB

In order to obtain the total energy within the SCC-DFTB, the second-order term

E2[ρref , δρ] has to be added to the total energy expression of the non-SCC DFTB method

(equation 12.25 in section 12.2.1). This yields [221, 224, 225]:

ESCC
tot = E1[ρref ] + E0[ρref ] + E2[ρref , δρ]. (13.5)

With this correction, charge fluctuations are taken into account, which gives a better

description of e.g. heteronuclear systems [225]. The second-order energy term is
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E2[ρref , δρ] =
1

2

∫ ∫ (
e2

4πε0|~r − ~r ′|
+
δ2Exc
δρδρ ′

∣∣∣∣
ρref

)
δρδρ ′d~rd~r ′, (13.6)

with the density fluctuations δρ being approximated by atomic charge fluctuations ∆qα

that in turn are calculated using the Mulliken population analysis [221, 225]. The integral

in equation 13.6 is approximated via

γαβ = γαβ(Uα, Uβ, Rαβ), (13.7)

where γαβ is a function of the Hubbard parameters Uα and Uβ of atom α and β and

their interatomic distance Rαβ [299]. The Hubbard parameter (chemical hardness) Uα

is the second derivative of the energy Eat of the atom α concerning the total charge qat

of that atom [299]:

Uα =
1

2

∂2Eat

∂q2at
. (13.8)

Using these approximation the expression for the second-order energy term in equation

13.6 can be simplified to [224]:

E2[ρref , δρ] ≈ 1

2

∑
αβ

γαβ∆qα∆qβ. (13.9)

Hence, the total energy within the SCC-DFTB [299] is:

ESCC
tot =

∑
k

nkεk +
1

2

∑
αβ

U repαβ +
1

2

∑
αβ

γαβ∆qα∆qβ. (13.10)

As for the non-SCC case a LCAO ansatz is used to describe the molecular orbitals, what

leads to a secular equation system of the form:

∑
νβ

cνβk(Hµανβ − εkSµανβ ) = 0, (13.11)

with the Hµανβ representing the corrected charge self-consistent Hamiltonian elements

that are calculated as [299]:

Hµανβ = H0
µανβ

+
1

2
Sµανβ

∑
ζ

∆qζ(γαζ + γβζ). (13.12)

Since the atomic charges ∆qζ depend on the orbitals ψk, the secular equations 13.11 have

to be solved self-consistently with respect to the atomic charges [221]. With the SCC-
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DFTB method a higher accuracy is achieved at the expense of computational efficiency.

The DFTB calculations within this study are performed with the DFTB+ package [298],

which is used as a calculator within the ASE framework.

DFT-LDA

Besides DFTB, DFT is considered as a theoretical method for testing purposes within

this study. Here, the SIESTA package [296] is chosen as calculator within ASE. SIESTA

is a self-consistent DFT code that uses strictly localized basis functions [296]. Due to

the use of a flexible LCAO scheme a wide range of applications is possible: fast and

less accurate calculations using a minimal basis set and also very accurate computations

with multiple zeta basis sets and polarization functions [296]. Within the framework of

our GPO, the use of SIESTA with a minimal (or at least very small) basis set should be

suitable and appropriate.

When using DFT, the main issue is to find an expression for the exchange-correlation

functional Exc[ρ(~r)]. Within DFT-LDA the exchange-correlation functional solely de-

pends on the local electron density at a point in position-space and is not a function

of the gradient of the electron density ∇ρ(~r) as for GGA methods. Spatially slowly

varying electron densities are treated quite well, whereas for stronger density variations

the GGA method is superior. Nevertheless DFT-LDA often yields surprisingly good

results for various types of chemical systems [300, 301]. Since we are more interested in

qualitative results and a high accurracy plays a minor role for our studies, the LDA is

sufficient for our purposes, especially for test calculations.

Within the LDA (spin degeneration) or LSDA (local spin density approximation, differ-

ent electronic spin states), the exchange-correlation functional Exc[ρ(~r)] is approximated

by the exchange-correlation energy εxc(ρ(~r)) of a particle moving in an homogeneous

electron gas of density ρ(~r):

ELDA
xc =

∫
εxc(ρ(~r))ρ(~r)d~r. (13.13)

This form of calculating the energy of a uniform electron gas has, e.g. been treated by

Ceperley and Alder in 1980 [302]. Usually the exchange-correlation energy of a single

particle εxc(ρ(~r)) is split into two energetic terms: an exchange εx and a correlation εc

contribution [303]. For εx an explicit formula is given. For the correlation energy εc of a

particle there exist several parametrized expressions, like the Vosko-Wilk-Nusair (VWN)

[304], the Perdew-Wang (PW) [305] or the Perdew-Zunger (PZ) [303] parametrization.

In this study we use LDA with the PZ parametrization.
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Additionally, within our calculations we tested different basis sets: the minimal, single-

zeta (SZ) basis set, the double-zeta (DZ) basis set and the single-zeta basis set including

polarisation functions (SZP).

13.3.2 The global optimization algorithm

As for the optimization of solar energy harvesting properties a simple GA is used for

the GO of the adsorption properties. Well-converged structures are needed in order to

obtain reliable properties and therefore each single system is optimized locally. Here, the

DFTB method is used together with the conjugate gradient (CG) relaxation and when

using DFT-LDA the Limited-memory Broyden-Fletcher-Goldfarb-Shanno algorithm (L-

BFGS) is applied. First, the two local optimization algorithms are briefly discussed and

subsequently the used GA is presented.

Local structural relaxations: the Conjugate gradient and the

Limited-memory BFGS algorithm

In case of using DFTB as electronic-structure method, the CG algorithm turned out to

work best concerning the structural relaxation of the surface systems. For test calcula-

tions also the L-BFGS is employed.

The CG algorithm, developed by M. Hestens and E. Stiefel in 1952 [93], is an improve-

ment of the steepest descent relaxation. The steepest descent relaxation uses the updated

gradient as the new search direction. The optimization proceeds along the direction of

the largest descent [91]. This may be inefficient and many steps have to be taken to

reach the minimum point. In contrast to that, the CG method uses conjugate vectors

pk as search directions. The vectors pk are A-conjugate [91]:

pTkApk = 0, (13.14)

with A being a symmetric, positive-definite matrix. The search direction is not that of

the maximal descent, but it is ensured that the search proceeds along a descent direction.

Within the CG relaxation the vectors pk describe the conjugate descent directions, which

are calculated using the gradient vectors gk [91]. The flowchart in figure 13.3 depicts the

basic operating principle of the CG algorithm. Initially an arbitrary starting point x0

is used to calculate the initial gradient vector g0 as well as the initial conjugate search

direction p0 [91]. The step size αk and subsequently the new point xk+1 are determined.

After updating the gradient vector (gk → gk+1), it is checked whether convergence is

reached or not. If some termination criterion is fulfilled, the algorithm stops, otherwise
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it continues. The new conjugate search direction pk+1 is computed as linear combina-

tion of the recent gradient vector gk+1 and the previous conjugate search direction pk

[91]. The local optimizations of the chemical systems has been performed with the CG

method as implemented in DFTB+ code [298].

Figure 13.3: Simplified flowchart showing the general workflow of a conjugate gradient algo-
rithm, as used for local relaxations within this study.

The L-BFGS algorithm is an approximation to the BFGS method, presented in section

9.2.1 [306, 307]. The BFGS algorithm is a quasi-Newton approach, that stores an ap-

proximated version of the inverse Hessian matrix. The L-BFGS method only stores a

few vectors instead of a whole matrix, reducing the amount of computer memory needed

[306, 307]. Especially larger optimization tasks are treated with LBFGS algorithms.

Since this local optimization procedure is used only for testing purposes within this

study and the quasi-Newton method has been discussed in section 9.2.1, a detailed pre-

sentation of the L-BFGS is not provided within this section. Local optimizations have

either been performed with the L-BFGS method as implemented in DFTB+ [298] or as

implemented in ASE [1, 2].

Optimization of adsorption properties: the genetic algorithm

As for the optimization of the solar energy harvesting properties (section 12.2.2) a simple

GA is used. Prior to a calculation one defines the adsorbent system to be investigated

146



13 Adsorption on transition metal surfaces

and the molecule that is supposed to be adsorbed. The low-index surface types are used

as a kind of framework and it is varied, whether an atom or a vacancy occupies a position

within the uppermost layer of the slab. It is possible to consider different low-index sur-

face types of one transition metal within one calculation, e.g. fcc111, fcc100 and fcc110

for a fcc TM like Ni. Except for the local optimizations of the slabs and the slabs with

added adsorbate, where the positions of the slab atoms are adjusted, the corresponding

surface type acts as a fixed framework. The uppermost layer of a slab may include no

vacancy at all or only one atom, an adatom, remains within the top layer. Any possibil-

ity between no vacancies and a single remaining atom can be considered. Strings with

integers are used to present the slabs within the GA and all operations during the GA

are applied to these strings. Here, adsorbents atoms and vacancies are represented by

different integers.

To keep the approach as unbiased as possible, not only high-symmetric adsorption po-

sitions can be considered for the adsorbate, but also different, non-high symmetry sites.

At the same time, it can also be chosen that the adsorbate is added to the slab in a

less-symmetric orientation with respect to the surface, i.e. in a different orientation than

a vertical or horizontal one. Therefore, the adsorbate molecule can be rotated through

angles with respect to x, y or z axes. Figure 13.4 shows a CO molecule in such a tilted

position added to a Ni(111) slab. This strategy also takes into account the fact that in

reality most of the molecules to be adsorbed on a surface do not necessarily approach the

surface in high symmetric orientations and at high symmetric adsorption sites. Built-in

functions of ASE are used for rotating the molecular adsorbates.

A Ni(111) surface and a CO molecule

Figure 13.4: A 4x4x4 Ni(111) slab with a tilted CO molecule as adsorbate approaching the
surface. Green balls denote nickel atoms and the grey and red ball denote a carbon
and an oxygen atom, respectively.

At the moment one single orientation of a molecule can be considered within a calcula-
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tion. But the PooMa source code used for the present study may be developed further

in the future to include several orientations within one calculation. Hence, besides the

variation of the number of vacancies within the uppermost layer of the slab, also the

adsorption positions may be varied and each system can be identified via its number and

positions of vacancies, its surface type and the adsorption site, at which the adsorbate

molecule is placed.

The used GA is very similar to that described in section 12.2.2 and it can be divided

into the following steps:

1. An initial pool of 2P different slabs is created randomly. All relevant information

on the system, including the molecule’s adsorption site, are defined. It is ensured

that there are no identical systems within the pool.

2. Each of the pure slabs without adsorbate is optimized locally and subsequently

the relaxed adsorbate molecule is added to each of the optimized slabs and the

obtained adsorbent-adsorbate systems are relaxed locally, too.

3. The perfomance function is calculated for each single slab and the different candi-

date structures are ordered according to the optimal property value.

4. The pool of 2P slabs is seperated randomly into P pairs.

5. The pairs of slabs are subjected to recombination operations. For each pair of

slabs, each of the two, represented by a string of N integers, is cut into two parts

consisting of M and N −M integers with 0 < M < N . The two equivalent parts

of the two parent structures are interchanged, resulting again in two strings, each

with N integers. For each of the generated children its surface type and adsorption

site is chosen randomly out of its parents’ surface types and adsorption sites.

6. Mutation operations are performed. Using a random number it is decided if a

recently generated child is mutated or not. Four different mutation operations are

possible, with random numbers determining which of these operations is executed.

For example, a certain number of randomly chosen positions within the upper-

most layer of the slab is subjected to substition mutations. An adsorbent atom is

exchanged into a vacancy and vice versa, i.e. the one integer describing the cor-

responding object (atom or vacancy) is exchanged into the other one. Moreover,

permutation mutations are possible, where the integers in the string, representing

the structure, are randomly shuffled. Another possible operation is the shift of

the integers by a random number of places. Here, integers that are shifted beyond
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the last position in string, are re-introduced at the beginning of the string. The

last mutation process that is considered, is the simple exchange of the surface type

and adsorption site into another combination of type and site. If only one cell

type is considered within an investigation, only the adsorption site is exchanged.

It is always checked, that no duplicate structures exist among the 4P parent and

children slabs. If a structure is duplicate, this slab is discarded and a new child

is created by recombination of two parents. Also in this child mutations may be

introduced.

7. The children slabs are optimized locally, the relaxed adsorbate is added to the slab

and the adsorbent-adsorbate system is also relaxed. Subsequently the performance

function is calculated for each system and all structures (parents and children) are

ordered according to their property value.

8. Out of the 4P parents and children, the 2P best performing slabs are selected and

serve as parents for the next generation of slabs.

9. It is checked, whether one of the termination conditions is fulfilled: either a prede-

fined maximum number of calculated generations is reached or a predefined number

of best peforming structures stays unchanged for a predefined number of genera-

tions. The latter criterion is the desired one, since no better structures have been

obtained within a longer period of time and convergence of the calculation can be

assumed.

13.3.3 Construction of the systems

All of the chemical systems within this study are constructed using building functions

implemented in ASE [1, 2]. Within the GA each of the structures is represented by a

string of integers: here we use the atomic number of the element the surface consists of to

represent the slab atoms. Besides the atomic number for the adsorbent atoms, vacancies

are represented by any integer different from the atomic number of the adsorbent atom,

e.g. by the atomic number of another element. This could be considered as a dummy

atomic number, which is just a placeholder. These strings, including the different integers

for atoms and vacancies, are subjected to the operations within the GA as described in

the previous section 13.3.2. Through the use of different integers, the positions of the

vacancies within the strings, and hence within the surface, are marked. Initially each

slab is built without vacancies using the string with atomic numbers and subsequently

the atoms at the marked positions within the surface are deleted to yield the slab with
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defects. The slabs are easily built using so-called ASE Atoms objects and functions of

the ase.build module. This functions are used to build up chemical structures, that can

be optimized locally and whose properties can be calculated. For example, in order to

built up a 4x4 Ti(0001) slab with four layers (a 4x4x4 structure) and a vacuum of 10 Å

on both sides of the slab the one-line command [1, 2]

Adsorbent = ase.build.hcp0001(Ti,size=(4,4,4),vacuum=10.0) (13.15)

has to be used within the Python code. This results in a defect-free adsorbent in which

the vacancies are incorporated by deleting the corresponding atoms out of the uppermost

layer. The molecule to be adsorbed, e.g. H2, is obtained using the following function

[1, 2]:

Adsorbate = ase.build.molecule(’H2’). (13.16)

Using ASE, one can resort to a large database of different molecules. After optimization

of the pure slab, again a function of the ase.build module is employed to add the ad-

sorbate to the slab. Thereby, an adsorbent-adsorbate system is obtained. This can be

realized by the one-line command [1, 2]

ase.build.add adsorbate(Adsorbent,Adsorbate,height,position,offset,mol index),

(13.17)

with height, position, offset and mol index representing the initial height of the molecule

above the slab prior to local relaxation, the x-y position of the molecule on the surface,

the offset of the adsorbate and the index of the atom of the adsorbate, which is located

above the adsorption position, respectively. Figure 13.5 shows the constructed defect

free slab (1), the same slab including the vacancies (2) and the final adsorbent-adsorbate

system (3).

To speed up the calculations, i.e. the local relaxations of the slab systems, it is common

to fix the atoms of a certain number of layers of a slab during the relaxation processes

[243, 261, 262, 264]. This has also been done in the present study. The number of

layers that is kept fixed may vary depending on the investigated system or because of

other reasons. The number of moved/fixed layers within the present investigations are

indicated at the corresponding places in section 13.4.
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Construction of slab systems including vacancies

Figure 13.5: Example for the construction of the slab systems. Big, grey balls denote Ti atoms
and small, white balls denote H atoms: Ti slab without vacancies (1), Ti slab
including vacancies (2) and the Ti slab with added adsorbate H2.

13.3.4 Adsorption: the property

A widely used quantity to describe the adsorption properties of surfaces is, of course,

the adsorption energy Eads [239, 259, 271, 276]. Also in our study, we make use of this

quantity. The adsorption energy is calculated using the following simple formula

Eads = Eslab+mol − Eslab − Emol, (13.18)

with Eslab+mol, Eslab and Emol representing the total energy of the relaxed adsorbent-

adsorbate system, the total energy of the relaxed adsorbent and the total energy of

the relaxed adsorbate, respectively. Due to the simple mathematical description of the

adsorption energy, it is suitable to be considered as property within our PooMa approach.

Hence, it requires more local optimizations, i.e. the local optimization of the adsorbate,

the pure adsorbent and the adsorbent-adsorbate system.

With regard to the definition of the adsorption energy in equation 13.18 a negative value

for Eads corresponds to an exothermic adsorption process and a positive value for Eads to

an endothermic one. Furthermore, the more negative the value for Eads is, the stronger

the adsorption is.

13.4 Results and discussion

Several problems occured concerning the use of DFTB+ as a calculator in combination

with Ni(111) as adsorbent. These difficulties and the tests with SIESTA as alternative to

DFTB+ are described in section 13.4.1. But also with SIESTA as a calculator problems

arose, which complicate the use SIESTA within our PooMa approach. Simultaneously

further tests with the DFTB+ have been performed. This time Ti(0001) surfaces were
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considered. Ti as adsorbent turned out to be less problematic than Ni. Owing to a

lack of time the technical problems concerning the use of SIESTA could not be solved

anymore within this thesis. Therefore at least Ti was used to test the extention of our

PooMa approach. This is described in section 13.4.2. To reduce the computational cost

of the calculations, not all layers of a slab are moved during a relaxation and some of the

bottom layers are kept fixed. As previously mentioned, this is a common procedure, when

studying the adsorption properties of surfaces using theoretical methods [261, 264, 283].

The different calculational parameters, e.g. the slab sizes or the number of k-points, are

listed at the corresponding parts in this section.

13.4.1 Testing the electronic structure methods: Ni slabs

Test calculations with SCC-DFTB

Initially, test calculations with DFTB+, implemented as calculator in ASE, have been

performed. These tests were carried through in order to check the suitability of the

method and, especially, the Slater-Koster (SK) files. Ni as adsorbent and CO as adsor-

bate molecule have been chosen. The SK files for Ni, C and O have been taken from

the trans3d [308] and mio set [309] available on dftb.org [4]. The trans3d set has been

developed to describe the interaction between 3d transition metals with C, O, N, and

H atoms, but it was initially not tested for periodic systems. Other studies mention

the use of this SK file set in order to calculate the properties of Fe surfaces [310, 311].

Since they do not give a reference for the trans3d SK files, it is not clear if their used

set coincides with the SK set used within this thesis and Ref [308]. Nevertheless, for the

first test calculations the trans3d set has been used. Concerning the good transferability

of the DFTB method we were confident that our tests would be succesfull.

Unless not explicitly mentioned, the following calculations have been performed with-

out spin-polarization. It is reported that the consideration of spin, has a more quan-

titative than a qualitative impact on the results of the adsorption calculations for Ni

[312, 313, 314]. Since we are more interested in the qualitative order of adsorption ener-

gies and our purpose is to identify trends, the consideration of magnetization might not

be necessary. Moreover, the inclusion of spin increases the computational cost, which is

not practical for an unbiased GPO as PooMa. Nevertheless, for the sake of comparison,

also spin-polarized test calculations have been performed in certain cases. To determine

the k-point mesh, the difference in the total energy per atom obtained from single-point

calculations of the pure slabs have been used as criterion. Several calculations have been

performed, successively increasing the k-points. Starting with a grid of 2x2x1 and con-
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tinuing with 3x3x1, 4x4x1, 5x5x1 etc. it was checked, whether the difference in the total

energy per atom of the slabs of two subsequent calculations, e.g. with 3x3x1 and 4x4x1

k-points, is about 1 meV or lower. When the difference between two successive meshes

was lower than this value, convergence was assumed and the lower mesh of these two

was used for the calculations. In the case that the computational cost did not increase to

much, just to be sure, sometimes also the larger of the two meshes was chosen. Through-

out all investigations the mixing of charges within the SCC cycles was performed with

the Broyden charge mixer, using a mixing parameter of 0.1. Calculations for bulk fcc

Ni, using the equation of state analysis, yield a lattice constant of 3.636 Å. This is in

fair agreement with the experimental value of 3.520 Å [315].

The following slab calculations have been performed with a 4x4x1 k-point mesh. The

maximum force component was allowed to be 0.001 atomic units (= au, Hartree per

Bohr), the SCC tolerance was set to 0.0001 electrons and a vacuum of 10 Å was added

on each side of the slab. Moreover, an electronic temperature of 0.00001 Hartree was used

within these calculations. This was necessary in order to reach charge-self-consistency

within the SCC cycles and/or to improve the SCC convergence. The need for a finite

temperature for electrons is observed quite frequently, when investigating metallic or

near-metallic systems with the SCC-DFTB method [316, 317].

Initially, we wanted to perform test calculations in order to ckeck the qualitative ordering

of the different adsorption sites for CO on Ni(111). Here, we wanted to investigate, if the

SCC-DFTB method is able to reproduce the known order of stability for CO adsorption

on Ni(111): ontop < bridge < fcc . hcp (see section 13.2.2). But unexpected results

were obtained. The atoms that were allowed to move upon local relaxation, moved a lot

and no intact (111) structure could be obtained after optimization. This effect becomes

stronger, if the number of relaxed layers is increased and it also influences the value of

the adsorption energy Eads. Due to these problems, checking the order of stabilty of the

different adsorption sites on Ni(111) was not pursued any longer. Instead, we wanted

to understand the reason for the strange behaviour of the slab atoms upon relaxation.

In figure 13.6 4x4x4 sized Ni(111) slabs with CO as adsorbate, initially on a bridge ad-

sorption site, are depicted, prior to local optimization (left) and after local relaxation

(right).

Also the adsorption energy Eads and the number of relaxed layers are shown below the

optimized structures. The calculations for the two slabs with size 4x4x4 only differ in the

number of layers, which are relaxed. It can be noticed that the atoms within the slabs

moved a lot upon relaxation and the final structures seem to be relatively disordered

compared to the initial ones. The Ni(111) structure is no longer intact. Moreover,
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Adsorption tests for CO on Ni(111) I

Figure 13.6: Results obtained from local optimizations of Ni111/CO adsorbent-abdsorbate sys-
tems (size of Ni(111): 4x4 and 4 layers). The two upper systems represent the ini-
tial (left) and final (right) structure, when two layers are moved during relaxation.
The two lower slab systems represent the initial (left) and final (right) structure,
when three layers are moved during relaxation. For both optimizations the struc-
tures on the left show the Ni slab and the CO molecule in their relaxed geometries,
assembled as adsorbent-adsorbate systems, prior to their local optimization. Ad-
ditionally the corresponding adsorption energies Eads and the number of layers,
moved during the optimization, are shown below the relaxed adsorbent-adsorbate
systems.

comparing the values for the adsorption energy for the two cases, it becomes obvious

that they differ more than 1 eV. More atoms are moved during the optimization depicted

in the lower part of figure 13.6, and more degrees of freedom are allowed, which results

in a lower adsorption energy Eads. This can also be observed for larger sized systems.

In figure 13.7 Ni(111) slabs of size 4x4x5 are shown, before (left) and after (right) they

have been relaxed locally.

In the upper part in figure 13.7 three and in the lower part four layers have been relaxed

during optimization. The previous observations are also made for the 5-layer systems.

Performing further calculations with varying parameters, e.g. force tolerance, slab size in

x and y direction, number of layers, vacuum, k-points and different adsorption positions,

similar observations can be made. In figure 13.8 some more results are shown, i.e. a

relaxed 6x6x6 sized adsorbent-adsorbate system with four relaxed layers (left part in

figure 13.8) and a relaxed 4x4x8 slab with three relaxed layers (right part in figure 13.8).
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Adsorption tests for CO on Ni(111) II

Figure 13.7: Results obtained from local optimizations of Ni111/CO adsorbent-abdsorbate sys-
tems (size of Ni(111): 4x4 and 5 layers). The two upper systems represent the
initial (left) and final (right) structure, when three layers are moved during relax-
ation. The two lower systems represent the initial (left) and final (right) structure,
when four layers are moved during relaxation. For both optimizations the struc-
tures on the left show the Ni slab and the CO molecule in their relaxed geometries,
assembled as adsorbent-adsorbate systems, prior to the local optimization of the
adsorbent-adsorbate system. Additionally the corresponding adsorption energies
Eads and the number of layers that are moved during the optimization, are shown
below the relaxed adsorbent-adsorbate systems.

Both results have been obtained using a 4x4x1 k-point mesh, a force tolerance of 0.005

au and a SCC tolerance of 0.005. In both cases the electronic temperature was set to

1 ∗ 10−7. The slabs depicted shall illustrate that regardless of the used system size or

calculational parameters, it was not possible to obtain reasonable results, which could

have been used for further investigations. It is also noticeable that, if more atoms are

allowed to relax during a relaxation, a stronger distortion and a drastically reduced

adsorption energy Eads is obtained. For the slab on the left in figure 13.8 144 atoms

were allowed to relax and this yields an adsorption energy of -13.41 eV. For the slab on

the right in figure 13.8 only 48 atoms could relax during the local optimization, which

results in an adsorption energy of -2.47 eV. By providing more degrees of freedom, i.e.

by increasing the number of relaxed atoms during a relaxation an increasing stability

of the adsorbent-adsorbate systems can be observed after the optimization (compare

also figures 13.6 and 13.7). The crucial point is now that upon the local optimization
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Adsorption tests for CO on Ni(111) III

Figure 13.8: Two locally relaxed Ni(111)/CO adsorbent-adsorbate systems. On the left part a
6x6x6 slab is depicted. Four layers were allowed to move during the optimization
process for this structure. On the right part a 4x4x8 slab is shown. Three layers
of atoms were allowed to move during the relaxation. Below the structures, the
corresponding adsorption energies and the number of moved layers are depicted.

of the adsorbent-adsorbate systems, the slabs do not remain within the structure of

the Ni(111) surface. One may expect more or less small corrections concerning the

interatomic distances between the slab atoms and the retention of the fcc(111) geometry

upon local optimization. But instead the system relaxes out of this geometric structure to

reach another local minimum. The presence of an adsorbate molecule leads to a distorted

structure and it seems that the slabs are not really stable and therefore the adsorption

energies Eads depicted in the figures 13.6, 13.7 and 13.8 are not useful to describe the

adsorption properties of the surfaces. These values are mainly determined by the amount

of slab atoms that are allowed to relax during the relaxations and in the present case by

the disorder that arises within the slabs during these local optimizations. Interestingly,

however, the disorder of the slab does not occur, when optimizing the pure slab. Only, if

an adsorbate is present this behaviour of the slab atoms can be noticed. To exclude that

the neglect of spin-polarisation is responsible for the rearrangement of the slab atoms,

also calculations considering the magnetization of Ni have been executed. But a similar

disorder within the optimized adsorbent-adsorbate systems could be identified for these

calculations.

Guo et al. described the adsorption of organic molecules on bcc Fe(110) slabs [310, 311],

also using DFTB as electronic structure method. They state that they used the trans3d

SK set, but without giving a reference in their works. Hence, it is not possible to declare

with absolute certainty that this SK set is the same as that one used within this thesis.
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In their study they do not report any unexpected behaviour or deformation of the slabs

upon adsorption processes. But trying to reproduce some results of Ref. [310] was not

succesfull and distorted slabs have been obtained after the optimization process. Also

the adsorption of CO was tested, which led to distorted Fe slabs. We tested different

parameters and settings and each time similar results, distorted slabs, were obtained.

Relaxed Fe(110) slabs of size 4x4x4 (upper part) and 5x5x4 (lower part) are shown on

the right in figure 13.9. These results have been obtained using a 4x4x1 k-point mesh,

however, convergence was already achieved for a 3x3x1 grid. A maximum force tolerance

of 0.001 au, a SCC-tolerance of 0.0001 electrons and an electronic temperature of 0.00001

au was used. Furthermore, CO was positioned above an ontop adsorption site before

the local relaxation.

Adsorption tests for CO on Fe(110)

Figure 13.9: Adsorption tests for the Fe(110) surface. Prior to optimization (left part) the CO
molecule was added to an ontop adsorption site. In the upper part the relaxation
of a 4x4x4 sized Fe(110) slab is shown and in the lower part the optimization of a
5x5x4 sized slab is depicted. In both cases, a disordered slab system is obtained
(right part).

From the distortion of the structures and the rearrangement of the slab atoms in both

cases it can be deduced that also the Fe(110) slab cannot be described properly. Also

the adsorption energies, depicted below the relaxed adsorbent-adsorbate systems, verify

this conclusion. Trying to get in contact with the corresponding author of the DFTB
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studies of Ref. [310, 311] to obtain some information was not succesfull.

First, it should be noted that with the DFTB method and the SK files of Ni and Fe of

the trans3d set, no reasonable results could be obtained within this study. We wanted

to find out the reason for the rearrangement of the slab atoms upon the adsorption

processes. A disorder in the slab after optimization can only be observed in case of the

presence of an adsorbate molecule and a relaxed pure slab does not show such atomic

rearrangements. The slab without molecule is of higher symmetry than the system with

adsorbate and the adsorbate molecule can be considered as some kind of disturbance.

Therefore, we thought to continue researching in that direction. We were interested in

the behaviour of the slab when a symmetry reduction would be imposed on the pure

slab without adsorbate. Hence, the pure 4x4x4 Ni(111) slab was optimized, with varying

initial positions of one randomly selected atom within the top layer of the slab. This one

atom was moved out of plane of the layer upwards in z-direction prior to optimization

and then the slab was relaxed locally. Thereby a symmetry reduction was imposed on

the pure slab. Several optimizations have been performed, successively increasing the

initial displacement of that atom. For the calculations discussed below, if not otherwise

mentioned, the top two layers were allowed to relax, whereas the two bottom layers were

kept fixed. Many such calculations with varying parameters have been performed and

similar results have been obtained. Accordingly, only some of these results have been

selected for discussion. The parameters for the calculations depicted in figure 13.10 are

the same as for the adsorption tests of CO on Ni(111) depicted in figure 13.6 and 13.7.

On the left in the upper part of figure 13.10 a Ni(111) slab prior to optimization is

shown. No atom is initially moved out of plane of the surface. The local relaxation

yields the slab on the right, which exhibits an undistorted structure. The positions of

the atoms changed to a small extent, but the fcc111 structure is maintained. In the lower

part of figure 13.10, on the left, it can be noticed that an atom has been moved in the

z-direction out of plane of the uppermost layer. This initially distorted slab is optimized

locally, which results in the structure shown on the bottom right in figure 13.10. Upon

relaxation the initially displaced atom does not move down to the ”regular” position

within the top layer. It remains/moves about 0.6 Å above the plane of the uppermost

layer. Particularly striking is the fact that the total energy of the relaxed slab Eslab,

shown below the optimized slab in figure 13.10, is lower in the distorted case. For a

stable Ni(111) slab one would expect the undistorted, symmetric structure to be lower

in energy than the slab with displaced atom in the lower part of figure 13.10. But the

undistorted Ni(111) system is 168 meV higher in energy and therefore less stable than

the distorted one. Several of such optimizations have been performed with increasing
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Atom displacement tests for Ni(111) I

Figure 13.10: Displacement tests for Ni(111). The upper part of the figure depicts the opti-
mization of a pure, defect-free Ni(111) slab. On the left the structure is shown
before optimization. No atom has been displaced initially, prior to relaxation.
On the right the relaxed slab is shown, which posseses a symmetric, undistorted
structure. The lower part depicts also the relaxation of a pure, defect-free slab,
but with an initially displaced atom (left). Upon relaxation of that system, the
initially moved atom does not return to a position within the plane of the up-
permost layer. It remains in a position about 0.6 Å above the plane. The total
energy of the optimized slab, shown below the relaxed slabs, is lower for the
initially distorted slab.

initial displacement of the atom as shown in the lower part of figure 13.10. The smallest

displacement considered was 0.1 Å and at a displacement of 0.4 Å or larger the atom

does not move back into the plane of the top layer. But the atom migrates to a position

0.6 Å above the plane of the top layer. A larger displacement of an atom, e.g. about

1.8 Å even leads to a large disorder in the Ni(111) system, with the fcc111 structure not

remaining intact. In this case, also a lower energy than for the structures depicted in

figure 13.10 is obtained. Such a disordered Ni(111) slab is shown in figure 13.11.

The behaviour described above is even more pronounced when changing the element

from Ni to Fe. Below the results for a 4x4x4 Fe(110) slab are discussed examplarily.

The allowed maximum force on the atoms was set to 0.005 au. The other calculational

parameters were the same as in the case of the Ni(111) slabs. Also here, Fe(110) slabs

of different sizes and different calculational parameters have been tested and each time

similar results have been obtained. Strong rearrangements within the Fe(110) slabs occur
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Atom displacement tests for Ni(111) II

Figure 13.11: Further atom displacement tests for Ni(111). A larger displacement of an atom of
the top layer is considered. On the left the Ni(111) slab is shown before the local
relaxation. One atom has initially been moved about 1.8 Å above the plane of
the uppermost layer. The resulting structure after the optimization is distorted
and its total energy, shown below the relaxed slab, is even lower than the energy
of the systems shown in figure 13.10.

upon adsorption processes (see figure 13.9) as well as during the atom displacement tests.

For the Fe(110) slab a very small displacement of an atom is enough to lead to a disorder

in the structure. This is shown exemplarily in figure 13.12 where the upper part depicts

the local relaxation of an initially undistorted Fe(110) slab. The bottom part shows

the starting structure and the final slab for a optimization of an initially distorted slab.

Here, a very small displacement of an atom of about 0.1 Å upwards out of the plane of

the top layer leads to a strong disorder within the Fe slab after the optimization. The

total energies of the relaxed slabs are shown below the corresponding structures and it

can be noticed that the disordered Fe(110) system is about 5 eV lower in energy than

the undistorted one.

Concerning these results one is able to draw some conclusions. As long as the transition

metal slabs posses a higher symmetric geometry and a higher ordered structure before

the local optimization, the system will retain that geometry (state) upon relaxation.

Only the interatomic distances between the slab atoms change to some extent during this

optimization process. But the overall structure is maintained. This suddenly changes if a

more or less strong symmetry reduction or a disturbance is imposed on the system. This

was done by adding an adsorbate or by an initial displacement of a slab atom. If such

a disturbance is suffieciently large, neither the Ni nor the Fe slabs yield an undistorted

structure after the optimization. Instead, a disordered arrangement of the slab atoms

(see for example figures 13.7, 13.8 or 13.12) or a slab atom remaining above its surface

position are the result. This strongly indicates that these slabs are not stable when using

the DFTB method with this SK files. Hence, they are not suitable to describe properly

the adsorption properties or at least the interaction among the slab atoms. This leads
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Atom displacement tests for Fe(110)

Figure 13.12: Atom displacement tests for Fe(110). The upper part of the figure depicts the local
optimization of an initially undistorted slab. No atom has been displaced prior
to optimization and the resulting structure after the relaxation is a symmetric
undistorted Fe(110) slab. The lower part shows the relaxation of a slab, which
exhibits a small distortion prior to relaxation. On the left the corresonding atom is
moved about 0.1 Å above the plane of the top layer (the moved atom is marked by
an arrow). This small distortion leads to a disordered structure after relaxation
(right). The disordered relaxed slab is about 5 eV lower in energy than the
symmetric, undistorted system, shown on the right in the upper part of the figure.

to the unreasonable and unusable results shown above.

Several possbilities exist to address this problem. Maybe the solution lies in the creation

of other SK files, which are adapted to the problem of describing Ni and Fe slabs.

But then the SK files for all possible diatomic interactions have to be set up. In the

case of the Ni(111)/CO system the parametrization of nine diatomic interactions would

have to be performed and nine SK files would have to be created. Although there are

straightforward procedures to create such SK files this is a time-consuming procedure.

It would somehow counteract the spirit of our approach, the PooMa method, with its

simple, uncomplicated basic idea. For each further adsorbate molecule that would be

considered, a whole set of SK files would have to be created. Actually one of the resaons

for the preference of the DFTB method for our PooMa approach is its transferabillity

and the existence of a large amount of SK files for different applications. But, as could

be seen above, there are limitations concerning this transferabillity. Of course, in case

of not having any other alternative, the creation of further SK files is a necessary work
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and would have been also our next step. But we wanted to maintain the spirit of

PooMa and make use of the gained flexibility, when using ASE. Therefore we decided to

change the calculator within ASE from DFTB+ to SIESTA. The test calculations using

SIESTA are discussed in the following section. Simultaneously, we started to investigate

the adsorbent-adsorbate system Ti(0001)/H2 using DFTB+. These calcualtions are

presented in section 13.4.2.

Test calculations with DFT-LDA using SIESTA

By using localized atomic orbitals, SIESTA is a fast and efficient DFT package and

compared to plane-wave DFT codes a much smaller computational effort is needed [296].

This makes SIESTA the calculator of choice, when treating large chemical systems or

GO tasks with DFT. Hence, we were optimistic that we could employ SIESTA with

a small, ideally minimal, basis set within our PooMa approach. Our intention was to

obtain a reliable qualitative description of the adsorption processes on transition metal

surfaces, while keeping the computational cost as low as possible.

Again the combination Ni(111)/CO has been considered as adsorbent-adsorbate sys-

tem. The potential files used for the elements were downloaded from the Virtual Vault

for Pseudopotentials [5]. The difficulties that arose during the DFTB calculations on

Ni(111)/CO, discussed in the previous section 13.4.1, did not occur for the DFT calcu-

lations performed with SIESTA and no disordered slabs have been obtained. Therefore,

we started our investigations by examining the high symmetry adsorption sites on the

Ni(111) surface. But it turned out that a single zeta (minimal) basis set including polar-

isation functions is needed to describe the adsorption properties properly. Neither the

pure minimal (single zeta) nor the double zeta basis turned out to be suitable. Below a

more detailed discussion, concerning this issue, will follow.

The EOS analysis, using SIESTA as a calculator, yielded a lattice constant of 3.503 Å

for bulk Ni, which is in good agreement with the experimental value of 3.524 Å [315]. In

order to minimize the computational costs, first the minimal basis set was tested. But

it quickly became evident that the single-zeta (SZ) basis is not sufficient to describe the

adsorption of CO on Ni(111). Several parameters and different calculational settings

have been tested, but with the minimal basis the ontop as well the bridge site turned

out to be not stable enough for the CO molecule to remain and to be adsorbed. For both

high-symmetry sites the CO molecule migrates to a neighbouring higher coordinating

threefold adsorption site upon local relaxation. In general, the two threefold sites, fcc

and hcp, exhibit a higher stability with respect to CO adsorption than the ontop and

bridge positions, which results in a more negative adsorption energy [264, 276]. But in
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the present case, when using the single zeta basis set, these sites are rather unstable

for a CO adsorption. This behaviour of the CO molecule on Ni(111), when using the

minimal basis set, is examplarily shown in figure 13.13.

Ontop and bridge adsorption tests on Ni(111) using a minimal basis set

Figure 13.13: Ni(111) surfaces with CO molecules added to ontop and bridge positions prior to
relaxation (left side). Upon optimization the CO molecules migrate away from
the intial positions towards a threefold adsorption site. The upper part of the
figure depicts CO initally located above an ontop site and the bottom part depicts
CO initially located above a bridge adsorption site.

On the left upper part in the figure, a Ni(111) slab with CO above the ontop site is

shown prior to relaxation. On the right upper part the adsorbent-adsorbate system is

shown after the relaxation, where the CO molecule migrated to the neighbouring fcc

site. The lower left part of figure 13.13 shows the CO molecule at the bridge position

before the optimization. The optimized slab-adsorbate system is shown on the right,

with CO moved to a near fcc position. The migration of the CO molecule from the one-

and twofold adsorption sites to the threefold positions of course severely complicates the

investigation of the different adsorption sites on Ni(111). This may not be a proper rep-

resentation of this adsorbent-adsorbate system for our purposes. Changing the minimal

to the double-zeta (DZ) basis set corrects for the description of the ontop adsorption,

but in case of the bridge adsorption, the CO molecule still moves towards a neighbouring

threefold site. However, when using a SZ basis with additional polarisation functions

(SZP) each high-symmetry adsorption site on Ni(111) can be described. For the min-

imal and the DZ basis the orbitals might be too strictly localized on the atoms. This

rigidness and inflexibility may be the reason that stabilizing interactions between the
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CO molecule and the one- and twofolded sites on Ni(111) can not be treated properly.

So, only by using polarisation functions, distortions (polarisations) of the orbitals of CO

and Ni upon the adsorption process may be describable. Hence, throughout the test

calculations with SIESTA, the SZP basis set was used.

Convergence tests have been performed to determine the number of k-points as described

in section 13.4.1. Thereby, a k-point mesh of 4x4x1 was identified as providing accurate

results. A vacuum of 15 Å was selected, although it may be possible to use a smaller

vacuum, since the qualitative description of the adsorption properties is not affected

much by this parameter. Local optimizations have been performed with the L-BFGS

algorithm and a force tolerance of 0.05 eV/Å. For the SCF cycles density-matrix mixing

was used. Self-consistency was assumed, if the maximum difference between the input

and the output of each element within the density matrix was below 0.001. For the

mixing of the density matrix the Pulay mixer has been employed with a mixing weight

of 0.01. Furthermore, during the geometry optimizations, the two top layers of the slabs

and the adsorbate molecule were allowed to relax. The atoms of the remaining layers

were kept fixed at their inital positions.

Next, test calculations for the x and y dimensions of the slab and the number of lay-

ers of the slab are performed. Here, the variation in the adsorption energy as well as

the qualitative order of the various high-symmetry adsorptions sites on Ni(111) serve

to identify the suitable size of a system. We took into account that our GO approach

makes it necessary to reduce the computational costs for local optimizations of the slab

systems. A quantitative description of the adsorption energies is less import for our

PooMa approach. We want to identify trends and give suggestions, concerning struc-

tural arrangements and chemical groups that might be beneficial for a certain property.

Therefore, the focus is on obtaining a reliable, qualitative view of the adsorption cha-

tracteristices, i.e. the order of stability of the different high-symmetry adsorption sites

on Ni(111). Moreover, especially for initial tests of our approach a qualitative descrip-

tion of the adsorption properties is sufficient.

Results for this test calculations are shown in table 13.1. For the larger sized slabs,

e.g. 5x5x3 and 6x6x3 also larger k-point meshes have been tested, but no significant

differences to the use of 4x4x1 k-points could be observed.

The entries 1 to 4 in table 13.1 depict the adsorption energies for an increasing number

of layers, whereas entry 5 and 6 show the results of the calculations for a larger x and y

extention of the slabs. For the different slab sizes the values for Eads differ quantitatively,

whereat it can be noticed that the difference decreases with increasing number of layers

(entries 1-4) and also with increasing extention in x and y direction (entries 1, 5 and 6).
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Table 13.1: Adsorption energies for CO on the high-symmetry adsorption sites of Ni(111) for
different slab sizes.

Slab size Adsorption site Eads(eV)

1 4x4x3 ontop -3.143

bridge -3.919

fcc -4.151

hcp -4.173

2 4x4x4 ontop -3.086

bridge -3.853

fcc -4.084

hcp -4.110

3 4x4x5 ontop -3.116

bridge -3.872

fcc -4.103

hcp -4.128

4 4x4x6 ontop -3.100

bridge -3.891

fcc -4.122

hcp -4.146

5 5x5x3 ontop -3.131

bridge -3.926

fcc -4.158

hcp -4.183

6 6x6x3 ontop -3.135

bridge -3.924

fcc -4.157

hcp -4.181
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For all slab sizes the order of stability of the different high-symmetry adsorption sites

is ontop < bridge < fcc < hcp. This is in accordance with the results of various DFT

calculations, e.g. Refs. [264], [277] or [278]. Also factors like the coverage play an im-

portant role for the adsorption properties [264, 277], but we limit our discussions to the

adsorption of one single molecule, i.e. a low-coverage of the Ni(111) surface. In relative

terms, all slab sizes shown exhibit a lower stability concerning the ontop adsorption.

This is apparent in the relatively low values for Eads compared to the other adsorption

sites, which also agrees with the results of other studies [264, 277, 278]. As known from

literature [264, 277, 278] and also in accordance with chemical intuition the two threefold

adsorption sites, i.e. fcc and hcp, are quite close in stability. Since a reliable, qualitative

description is already achieved for the 4x4x3 slab and for initial tests of our approach a

small, conmputational inexpensive system may be sufficient, we decided to continue our

investigations with this slab size.

But some technical problems occured concerning the use of SIESTA with the paralleliza-

tion of the PooMa code. During the relaxation of the slabs the programm accesses some

files. When performing local optimizations of several slabs in parallel it may happen

that during different optimizations the same file is accessed at the same time, which

causes some error. This problem could be addressed by performing the relaxations in

different folders, e.g. one folder for the optimization of one structure, as it was also done,

when using DFTB+ as a calculator. In doing so, one single folder is assigned to a single

local optimization and each optimization accesses its files in its own folder. But this

could not be implemented in case of SIESTA and it seems to be a more difficult task.

The different calculators that can be used within ASE have a different way of creating

and accessing theirs input and output files. Unfortunately, due to the advanced time,

further investigations in this direction could not be realized within this doctoral thesis.

Furthermore, simultaneously with the tests of SIESTA for Ni, the DFTB method has

been applied to Ti(0001) surfaces and promising results have been obtained. Hence, and

also due to the lower computational effort of the DFTB method compared to DFT, we

decided to continue with Ti. The results with Ti(0001) as adsorbent to test our PooMa

approach are presented in section 13.4.2. The investigations using SIESTA as a calcu-

lator may serve as basis for further studies, which also may try to solve the technical

issues described above.
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13.4.2 Testing the PooMa approach: Ti slabs and H2 adsorption

Testing the applicability of DFTB with Ti0001/H2

The Ti(0001) surface was chosen as adsorbent and the simple H2 molecule as adsorbate.

The tiorg [318] and the mio [309] SK sets have been employed for the calculations. For

bulk hcp Ti the lattice parameters have been determined via a EOS analysis, which

yields the following parameters: a = 2.988 Å, c = 4.884 Å and a/c = 1.634. They

are in good agreement with the experimental values of a = 2.951 Å, c = 4.686 Å and

c/a = 1.588 [318].

No distorted Ti slabs, as obtained for Ni using DFTB, can be observed upon optimiza-

tion. Also atom displacement tests, as described for the Ni slabs in section 13.4.1 have

been performed. In the case of Ti(0001) as surface, atoms displaced prior to optimiza-

tion, do not remain above the plane of the top layer upon relaxation. The initially

displaced Ti atom always migrates to its ”ideal“ position within the top layer of the

Ti(0001) surface. Regardless of a vertical displacement upwards above the surface or a

horizontal and vertical displacement, the atom moves to the surface position, even for a

larger displacements about 1.8 Å.

Test calculations with the SCC-DFTB method have been performed to determine the

number of k-points. A k-point mesh of 4x4x1 is sufficient. A vacuum of 10 Å is added

on both sides of the slab. An electronic temperature of 0.00001 Hartree is employed, the

Broyden charge mixing parameter is set to 0.1 and the atoms within the two uppermost

layers are allowed to relax, whereas the other layers are kept at fixed positions. The

strong tendency of H2 to dissociate on Ti(0001), as described in section 13.2.2, is also

observed for the DFTB calculations within this study. Moreover, the single H atoms

also prefer to occupy the hollow adsorption sites on the Ti(0001) surface.

In order to determine a suitable slab size and to check the performance of DFTB with

the combination Ti0001/H2 further tests have been performed. Figure 13.14 depicts a

sketch of the Ti(0001) surface with three possible adsorption positions for the two H

atoms after dissociation of the H2 molecule [279].

Here, the hydrogen atoms may be located in neighbouring hollow sites after dissociation,

i.e. one atom is located at position 1 and the other one in position 2 (1-2 adsorption). Or

the H atoms are located in separated threefold sites, i.e. 1-3 or 1-4 adsorption. According

to the configuration interaction (CI) calculations of Ref. [279] the 1-2 adsorption position

is less stable compared to the other two arrangements. Here, two H atoms are located

adjacent to each other, one atom occupying a fcc the other one occupying a hcp site.

For the 1-4 position, the hydrogen atoms are opposite each other with one Ti atom in
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Ti(0001) surface with different adsorption positions for dissociated H2 molecules

Figure 13.14: Sketch of a Ti(0001) surface. After dissociation, the H atoms tend to migrate to
the threefold adsorption sites on Ti(0001). Three arrangements of the H atoms
after dissociation are considered. The hydrogen atoms may be located in adjacent
hollow sites (1-2), or in seperated threefold sites (1-3 and 1-4).

between.

We calculated the order of the three adsorption sites, 1-2, 1-3 and 1-4 for different

Ti(0001) slab sizes. The results are shown in table 13.2.

The single H atoms are placed on the corresponding positions prior to local relaxation

to speed up the optimization procedure for these calculations. In order to check the

order of stability of the different adsorption sites, this procedure is sufficient. With two

exceptions (entries 7 and 10 in table 13.2) for each slab size in table 13.2 the order

corresponds to that found in Ref. [279]. The 1-2 site is always less stable than the 1-3

and 1-4 positions. The latter two are closer in energy. Except for the 5x5x3 (entry 7) and

6x6x3 sized slab (entry 10) the 1-3 site is slightly more stable than the 1-4 site, which

is also in accordance with the results of Ref. [279]. In general, the adsorption values

for different slab sizes differ quantitatively, but agree qualitatively. Our investigations

predict the same order of stability for these three sites as the CI calculations of Ref. [279].

Moreover, we performed the same calculations with the non-SCC DFTB approach and

the results are basically very similar to those of the self-consistent method. Concerning

the slab size, a smaller system, e.g. 3x3x4, might be sufficient for initial tests of our

PooMa aaproach.
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Table 13.2: Adsorption energies for dissociated H2 at three different sites of Ti(0001) for different
slab sizes. The sites 1-2, 1-3 and 1-4 denote the position of the hydrogen atoms on
the Ti surface according to figure 13.14.

Size Site Eads(eV) Size Site Eads(eV)

1 3x3x3 1-2 -2.237 7 5x5x3 1-2 -2.070

1-3 -2.418 1-3 -2.200

1-4 -2.411 1-4 -2.209

2 3x3x4 1-2 -2.296 8 5x5x4 1-2 -2.625

1-3 -2.508 1-3 -2.817

1-4 -2.463 1-4 -2.785

3 3x3x5 1-2 -2.292 9 5x5x5 1-2 -2.625

1-3 -2.512 1-3 -2.853

1-4 -2.465 1-4 -2.787

4 4x4x3 1-2 -2.373 10 6x6x3 1-2 -1.993

1-3 -2.546 1-3 -2.174

1-4 -2.533 1-4 -2.212

5 4x4x4 1-2 -2.403 11 6x6x4 1-2 -2.856

1-3 -2.620 1-3 -3.021

1-4 -2.570 1-4 -2.977

6 4x4x5 1-2 -2.417 12 6x6x5 1-2 -2.854

1-3 -2.629 1-3 -3.044

1-4 -2.572 1-4 -2.999
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Tests with Ti(0001)/H2: The PooMa approach

Due to the time-consuming problems met during the investigation of the other adsorbent-

adsorbate systems (see section 13.4.1) only a few test calculations with our PooMa

approach could be performed. A genetic algorithm (see section 13.3.2 for details) is used

to optimize the adsorption properties of the Ti(0001) surfaces automatically. A slab size

of 3x3x4 is employed. These test calculations have been performed using the non-SCC

DFTB method, which is sufficient for testing the genetic algorithm. Each position within

the uppermost layer of the slab may be occupied by a Ti atom or a vacancy. Here, we

consider any arrangement and composition, ranging from a slab without any vacancy

to a single adatom within the uppermost layer. Our program automatically determines

that compositions/arrangements, which exhibit the best adsorption properties, i.e. the

lowest adsorption energy (see equation 13.18). To each slab the H2 molecule is added

in a tilted, non-symmetric orientation. Figure 13.15 depicts an example of such an

adsorbate-adsorbate system prior to relaxation.

Ti(0001) surface with vacancies and a H2 molecule

Figure 13.15: A Ti(0001) slab, including several vacancies, with a tilted H2 molecule as adsor-
bate approaching the surface. Grey and white balls denote titanium and hydrogen
atoms, respectively.

Four different non-high-symmetry adsorption sites are considered for each slab, which

gives in total 4 · (29 − 1) = 2044 adsorbent-adsorbate systems for the 3x3x4 sized slabs.

Up to eight vacancies within the uppermost layer are considered. For this relatively

small number of structures, it is practical to calculate the adsorption energy for each

single system. In order to check the efficiency of our genetic algorithm we calculated the

performance of each of the 2044 slab systems and compared to the structures that were

automatically determined by our PooMa approach. Especially the calculation of each of

the 2044 single systems becomes more feasible when using the non-SCC approach. Four

calculations have been performed, and in all cases our approach was able to identify
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the best performing adsorbent-adsorbate system, after 30, 26, 35 and 36 generations.

With a pool size of 16 structures within each generation, the optimal solution could

be determined after 480, 416, 560 and 576 calculated structures, respectively. These

values are well below the total number of 2044 possible systems and additionally it has

to be remembered that one or more slabs would be generated more than once within

such a calculation. The occurence of duplicate structures within the children and parent

systems is prevented. Directly, after construction of a system, it is checked, if the

system is already included within the structure pools. But, of course, it is possible that

a structure is generated again in subsequent generations. A system that is not included

within the best structures due to its worse performance, is removed from the structure

pool and it may be created again within subsequent generations. Therefore, a slab may

be generated more than once. Moreover, in most cases, also the second best adsorbent-

adsorbate system is identified by our genetic algorithm.

Examining the results of the calculations in more detail, reveals that the hydrogen

atoms seem to have a high preference for certain positions on a surface. Within our

present calculations we consider four different adsorption sites for each slab system.

Starting with different initial configurations, i.e. the hydrogen molecule being added to

different positions on the surface, may lead to very similar structures after optimization.

The positions of the hydrogen atoms only differ marginally, when comparing two of

these structures, and also the values for the adsorption energies are quite close. So, the

hydrogen molecule dissociates and the single hydrogen atoms migrate to similar positions

on the surface upon relaxation, although the initial structures (prior to optimization)

are different. An example for this phenomena is depicted in figure 13.16.

In order to obtain different final configurations for the slabs, it might be considered as

well that the initial positions of the H2 molecule have to differ more than the positions

shown on the left in figure 13.16. But, it may not be easy (or impossible) to identify,

when two initial configurations differ enough in order to lead to different structures after

optimization.

Firstly, the finding above demonstrates that there are indeed certain positions on the

Ti(0001) surface, where the hydrogen atoms preferably adsorb. The structures with

hydrogen adsorbed on these sites seem to represent well-defined minima. But, although

the structures are different prior to relaxation, the preference for certain adsorption sites

leads to very similar (in principle the same) structures after optimization and to duplicate

systems within the results. This could be prevented by including a structure similarity

test after the optimization of the single adsorbent-adsorbate systems, but due to the

lack of time this task could not be accomplished within the present thesis. Therefore,
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Different starting structures, very similar results

Figure 13.16: Adsorption of H2 on Ti(0001). The same adsorbent with different adsorption
positions is shown. Prior to relaxation, the H2 molecule is located at different
positions on the Ti(0001) surface (left top and left bottom part). Upon relaxation
the H2 molecule dissociates and in both cases the hydrogen atoms migrate to very
similar positions on the surface. Therefore the final structures are very similar.

future investigations may solve this problem and improve the efficiency of the present

PooMa approach.

In figure 13.17 we show the four best performing adsorbent-adsorbate systems in their

final configurations, obtained with our genetic algorithm. Each of the structures exhibits

several vacancies/adatoms within the uppermost layer of the slab. Obviously vacancies

or adatoms are beneficial for the dissociative adsorption of the H2 molecule.

In general, the hydrogen atoms prefer to be adsorbed at sites, where they are surrounded

by several Ti atoms. This is in accordance with the findings that H tends to occupy the

threefold adsorption sites on a defect-free Ti(0001) surface (see section 13.4.2). For each

structure depicted in figure 13.17 hydrogen is located in higher-coordinating spacings.

Except for the preference of higher-coordinating adsorption sites, the exact positions

of the hydrogen atoms on many of the surfaces depicted in figure 13.17 are not easily

understood in terms of chemical intuition and this makes predictions difficult. But, this

shows that our PooMa approach is able to yield unexpected and interesting results. For

the non-SCC DFTB method the adsorption energies for the dissociative adsorption of

H2 on defect-free 3x3x4 Ti(0001) slabs are roughly 200 meV higher than that of the best-

performing adsorbent-adsorbate system in figure 13.17 (system to the left). In their ab
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Structures with optimal adsorption energy Eads

Figure 13.17: H2 adsorption: the four best-performing Ti(0001) slabs, i.e. the slabs with the
lowest adsorption energies, identified with our genetic algorithm. The initial
structures (prior to relaxation, top structures), as well as the final structures
(after relaxation, bottom structures) are shown. The adsorption energy increases
(the performance decreases) from left to right. Grey and white balls denote
titanium and hydrogen atoms, respectively.

initio studies Cremaschi and Whitten investigated the adsorption of hydrogen atoms on

Ti(0001) with an additional Ti adatom on the surface. Here, they also observed a strong

exothermic adsorption process [319]. Our PooMa approach is able to yield interesting

adsorbent-adsorbate systems. According to our first test calculations vacancies/adatoms

may have a positive influence on the performance of Ti(0001) concerning dissociative H2

adsorption. Further investigations may also use the self-consistent charge DFTB method

as a calculator within the present PooMa approach, which, for reasons of time, could not

be performed within the present study. It may be of interest to study, to what extent

the present results differ from the structures that are obtained with the SCC treatment.

13.5 Conclusion and outlook

In the present study we have developed an extension of our PooMa approach in order

to optimize the adsorption properties of surfaces. Here we have made use of the many

possibilities offered by ASE [1, 2] and its high flexibility concerning the construction of

chemical systems and the use of electronic structure methods. As in our previous stud-
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ies [52, 205, 215] the DFTB method was chosen as theoretical approach and a genetic

algorithm as global optimization procedure. As variation we implemented, whether a

position within the top layer of the slab is occupied by a slab atom or a vacancy and we

also considered different adsorption sites. Hence, our approach is supposed to identify

slabs with such arrangements/compositions, which optimize the adsorption energy.

Before the usage of a certain adsorbent-adsorbate system in combination with our PooMa

method we have tested the corresponding systems. Problems occured with Ni(111)/CO.

The SK files [308] used to describe the atomic interactions did not yield stable Ni slabs

within our investigations. We changed the calculator from DFTB+ to SIESTA (DFT).

Here, we obtained promising results for the qualitative description of the different high-

symmetry adsorption sites for CO on Ni(111). But, due to technical problems, SIESTA

could not be combined succesfully with our parallelized PooMa approach until now.

In parallel with the calculations using SIESTA, we started to investigate the system

Ti(0001)/H2. With DFTB+ as calculator and the SK files from Ref. [318] none of the

difficulties arose that we have previously observed for Ni. The strong tendency of H2

for dissociative adsorption on Ti could also be identified when using the DFTB method.

Furthermore we have investigated the hydrogen adsorption in threefold hollow sites on

Ti(0001). From a qualitative point of view, our results using the DFTB approach (non-

SCC and SCC) agree very well with literature.

On the basis of these satisfying results we have performed first test calculations with our

PooMa approach. The H2 adsorption on Ti(0001) slabs of size 3x3x4 has been studied.

Up to eight vacancies within the uppermost layer of the slabs have been considered. A

tilted initial orientation of the H2 molecule on the surface was used and different adsorp-

tion sites have been taken into account. In order to speed up the calculations, the DFTB

method without self-consistent charge treatment has been utilized for this initial tests.

H2 tends to adsorb dissociatively on Ti(0001) with certain positions being particularly

favourable for the adsorption of atomic hydrogen. Although, having different initial

structures prior to local relaxation it frequently happened that the final structures after

optimization are very similar. At the moment, our PooMa code includes a structure sim-

ilarity test directly after structure generation but before local relaxation. This has to be

complemented in future studies by a further similarity test after the local optimization

of the adsorbent-adsorbate systems. The obtained results show that vacancies and/or

adatoms might be beneficial for the adsorption energy of H2 on Ti(0001). As is to be

expected, after dissociation the hydrogen atoms prefer such sites on the Ti(0001) surface,

where they are coordinated by several Ti atoms. But the exact location of the hydrogen

atoms after relaxation is not easily explained via chemical intuition. As for the organic
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dyes discussed in section 12.3, the automatic optimization of materials’ properties may

lead to interesting and unexpected results.

Besides the improvement of the present approach further investigations with the PooMa

method may also include calculations using the self-consistent DFTB approach. More-

over, other adsorbent-adsorbate systems can be studied and not only transition-metal

surfaces could be used as adsorbent. For instance, the adsorption properties of metal

oxides as well as that of graphene may be of interest. Depending on the system the

present source code may have to be modified, too. But, as described above, problems

may arise. Therefore it is indispensable to test the chosen adsorbate-adsorbate system

before using it with the PooMa approach. Due to the complexity of the interactions dur-

ing an adsorption process and the many calculational parameters that can be varied, a

thorough preliminary investigation is necessary. This study represents some fundamen-

tal work on the global optimization of adsorption properties with PooMa. Additionally

first test calculations within this global property optimization task have been performed

and interesting results could be obtained.
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14 Summary

In the present work, global optimizations of various materials properties have been per-

formed. The properties under consideration were: the energy/structure of alkali-metal

clusters, the solar energy harvesting properties of organic molecules and the adsorption

performance of transition metal surfaces.

Theoretical investigations are a valuable tool in order to assist experimental research.

Due to the enormous amount of possible chemical compounds, which constitute chemi-

cal space, often pure experimental studies are not feasible. But using theoretical tools

for optimizing materials properties, one also faces the challenge of huge search spaces.

Efficient algorithms that help to screen these large search spaces are essential. Within

the three studies, presented in this thesis, different search spaces are investigated using

different optimization procedures.

For the structural-energetic global optimization (global energy optimization) a clus-

ter’s energy is a function of the position-space coordinates of the cluster’s atoms. The

position-space coordinates are continuous variables and therefore a cluster’s PES is a

continuous search space. A N -atomic non-linear cluster exhibits a (3N −6)-dimensional

PES, with the number of non-equivalent energy minima increasing exponentially with

increasing cluster size. Already for medium-sized clusters this gives an enormous amount

of possible minimum structures. This is called the NP-hard problem. In order to screen

the potential energy surfaces of the alkali metal clusters efficiently, we combined a sim-

ple model potential, the MEAM, with a suitable global optimization algorithm, the

Aufbau-Abbau method. The analytic formulae of the MEAM enabled us to calculate the

derivatives of the total energy with respect to nuclear coordinates in analytical form.

Hence, the local optimization of a single cluster, even a larger one, is quite fast. This

gave us the opportunity to screen the search spaces of the clusters extensively and to

calculate millions of clusters for each cluster size. Having produced a huge amount of

data during the optimization of the clusters, i.e. up to six isomers for LiN and NaN clus-

ters with 2 ≤ N ≤ 150, a detailed energetic and structural analyses was subsequently

carried out. We could observe that Li and Na exhibit similar cluster geometries and that

metastable isomers have to be taken into account when studying the growth patterns of

the alkali metal clusters.

The solar-energy harvesting properties, e.g. the sunlight absorption or the HOMO-

LUMO gap, are functions of the substitution patterns of benzene molecules. The substi-

tution patterns are discrete variables. Either one or another functional group is attached
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to a certain position in the benzene molecule. There exists only one unique structure

with a certain substitution pattern within this search space and the property hypersur-

faces that are considered within this study, are discrete. The number of possible organic

molecules depends on the number of types of substituents T that can be attached to

the organic backbone and the number of sites S within the organic core that are avail-

able for substitution. This gives TS different structures (without symmetricall eqivalent

systems). For the present study a fixed anchor group, –COOH, is attached to one of

the positions of benzene and 18 different functional groups are considered. Including

symmetry, there are 185 possible organic molecules that would have to be investigated.

Although no NP-hard problem, this large number of structures makes it necessary to use

efficient optimization algorithms. Our PooMa approach uses a simple genetic algorithm

to screen this discrete search space. The simple DFTB method without self-consistency

is used to describe the electronic structure of the molecules. The genetic algorithm

and the DFTB method are combined with an efficient way of molecule construction,

leading to fast global optimization procedure for the solar energy harvesting properties.

Seven different properties are taken into account, including the sunlight absorption and

properties concerning the spatial arrangement of the orbitals of the molecules. We ob-

tain results that can partially be explained using chemical intuition. But some of the

molecules exhibit substitution patterns, which can not be explained that easily.

Also the adsorption properties of the transition metals are investigated using the PooMa

approach. Similar to the global optimization of the organic molecules for solar cell ap-

plications, we screen a discrete search space. The composition of the uppermost layer of

a transition metal slab, where a position can be occupied either with a transition metal

atom or a vacancy forms the set of discrete variables. Furthermore, different adsorption

sites on one slab are considered. Again, we combined a genetic algorithm with the DFTB

method. Furthermore, through the use of ASE we were able to obtain further flexibility

and simplicity within the PooMa approach. We chose Ni(111)/CO and Ti(0001)/H2 as

adsorbent-adsorbate systems that should be investigated. But with the used SK files we

could not obtain stable Ni(111) slabs. This problem could not be observed for Ti(0001)

and we pursued our studies with Ti(0001) as adsorbent and H2 as molecular adsorbate.

To test our PooMa approach a small slab size, i.e. 3x3x4, was chosen. The positions

within the top layer of the slab can either be occupied by a Ti atom or a vacancy and

a slab may contain no vacancy at all or up to eight vacancies. In the latter case only

one adatom is left within the top layer. Four different adsorption sites are considered,

which makes in total 4 ·(29−1) potentially different structures. In some cases, a different

adsorption site on the same surface yields a very similar structure after local relaxation.
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Here, the present PooMa source code would have to be improved for future investiga-

tions, e.g. by an additional check for duplicate structure after the local relaxation of the

adsorbent-adsorbate systems. Our results show that vacancies/adatoms on a Ti(0001)

surface may be beneficial for the adsorption performance of Ti(0001) surfaces. The H2

molecule tends to dissociate on Ti(0001) with the hydrogen atoms occupying higher

coordinating adsorption sites.

178



Appendices



A Appendix to part II: Symmetries of Li and Na clusters

A Appendix to part II: Symmetries of

Li and Na clusters
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A Appendix to part II: Symmetries of Li and Na clusters

A.1 Point groups of lithium clusters Li2 - Li150

Table A.1: Point groups for the six most stable lithium clusters Li2 - Li50 obtained with the
MEAM. Adapted by permission from Springer Nature: Springer, J. Clust. Sci.,
Global Optimization of Li and Na Clusters: Application of a Modified Embedded
Atom Method, K. Huwig, V. G. Grigoryan and M. Springborg, Copyright 2019.

N N.1 N.2 N.3 N.4 N.5 N.6 N N.1 N.2 N.3 N.4 N.5 N.6

2 D∞h 27 C2v Cs C3v C2v Cs Cs

3 D3h D∞h C2v 28 T Cs Cs C1 C1 D2

4 Td D2h C2v D4h C2v 29 D3h Cs C2 Cs C3 C1

5 D3h C4v C2v C2v C1 C3v 30 C2v C1 C2v C2v C1 C1

6 C4h C2v Cs Cs C5v Cs 31 Cs C2 C1 C1 Cs Cs

7 D5h C3v C2 C3v Cs C2v 32 C3 C2v Cs D5h C2 C1

8 C2v D2d Cs D3d C2v Cs 33 C5v Cs C2 Cs D3 C1

9 C2v Cs C2v C2 Cs D3h 34 T D5h D2d Cs C1 C2

10 C3v D2h C1 C2 C2v C1 35 D3 C2 D3 C1 C2 C3v

11 C2v C2 C2v C1 C2 C2 36 C2 C1 C2 C1 C1 C1

12 C5v Cs D3h C1 D2d Cs 37 C3 C2 C2 C1 C1 C2

13 Ih Cs Cs Cs Cs D3h 38 C3 C5 C1 D6h C3 C1

14 C3v C2v Cs C3v C1 Cs 39 D5 C6v C1 C2 C5v C1

15 C2v D6d Cs Cs C2 C2 40 D6h C2 C2 Cs C1 C2

16 Cs Cs C2 Cs C2 Cs 41 D3 C2 C1 Cs C2 C1

17 Cs C2 Cs C3v Cs C2 42 D2 C2 C2 C2 C1 C2

18 Cs C5v Cs C1 Cs C1 43 C1 C1 C1 C1 C1 C1

19 D5h C1 C1 Cs Cs C2 44 C2 Cs C2v C1 C3 C1

20 C2v D3d D2 Cs Cs Cs 45 C1 C2 Cs Cs C1 C1

21 C1 C2v C2v Cs Cs Cs 46 C2 C1 C1 Cs C2 C1

22 Cs Cs C1 C2 Cs C1 47 C3v C1 C1 C1 C1 C2

23 D3h D3h Cs C1 C1 Cs 48 C2 C1 C1 C2 C1 C1

24 C2v Cs D3 Cs C1 C2v 49 C3 C3v C1 C1 C1 C2

25 C2v Cs C3 D5d C1 C1 50 Cs Cs C1 C2 C2 C1

26 Td Cs Cs Cs C1 Cs
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Table A.2: Point groups for the six most stable lithium clusters Li51 - Li100 obtained with the
MEAM. Adapted by permission from Springer Nature: Springer, J. Clust. Sci.,
Global Optimization of Li and Na Clusters: Application of a Modified Embedded
Atom Method, K. Huwig, V. G. Grigoryan and M. Springborg, Copyright 2019.

N N.1 N.2 N.3 N.4 N.5 N.6 N N.1 N.2 N.3 N.4 N.5 N.6

51 Cs Cs C1 C1 Cs C2v 76 C1 C1 C1 C1 C1 Cs

52 C2v C3v Cs C1 Cs C3v 77 C1 C1 C1 C1 C1 C1

53 D5d C2v C2v Cs Cs C1 78 C1 C1 C1 C1 C1 C1

54 C5v C2v Cs C1 C1 C1 79 C1 C1 C1 C1 C1 C1

55 Ih C1 Cs Cs C1 Cs 80 C1 C2 C1 C1 C1 C1

56 Cs C3v C3v C2v C3 C1 81 C1 C1 C1 C2 C2 C1

57 C2v Cs Cs Cs Cs Cs 82 C1 C1 C1 C1 C1 C1

58 C3v C1 Cs Cs C1 Cs 83 D3 C1 C1 C2 C1 C1

59 C1 C2 C2v C2v Cs C1 84 C3 C1 C1 C1 C1 C1

60 Cs C1 C1 C2v Cs Cs 85 C1 C1 C1 C1 D5h Cs

61 C2v C1 Cs C1 Cs C1 86 C3 C5v Cs C1 C3 C1

62 C1 C1 C2v C2 C1 Cs 87 D5h C1 C1 C1 C1 C1

63 C1 C1 C2 Cs C1 Cs 88 Cs C1 C1 Cs Cs Cs

64 Cs C1 C1 C1 C1 C1 89 C2v C1 C1 C3 C1 C1

65 C1 C1 C1 C1 C1 C2 90 C2 C1 C1 C2 Cs C2

66 C1 C1 C1 C1 C1 C1 91 C1 C2v C1 C1 C1 C1

67 C2 Cs C1 C1 C1 C1 92 T C1 C1 C1 C1 C1

68 C1 C1 C1 C1 C1 C1 93 C1 C3 C1 C1 C3 C1

69 C1 C1 C1 C1 C1 C1 94 C2 C1 C1 C1 C1 C1

70 C1 C5 C1 C5 C5v C1 95 C3 C1 C2 C1 C1 C1

71 C5 C5v C1 Cs C1 C1 96 C2 C1 C1 C1 C1 C1

72 C2 C1 C1 C1 Cs C1 97 C1 C1 C1 C1 C1 C1

73 C1 C1 C1 C1 C1 C1 98 C1 C1 C1 C1 C1 C1

74 C2 C1 C1 C1 C1 C1 99 C2 C2 C2 C1 C1 C1

75 C1 C1 C1 C1 Cs C1 100 C1 C1 C1 C1 C3 C1
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A Appendix to part II: Symmetries of Li and Na clusters

Table A.3: Point groups for the six most stable lithium clusters Li101 - Li150 obtained with
the MEAM. Adapted by permission from Springer Nature: Springer, J. Clust. Sci.,
Global Optimization of Li and Na Clusters: Application of a Modified Embedded
Atom Method, K. Huwig, V. G. Grigoryan and M. Springborg, Copyright 2019.

N N.1 N.2 N.3 N.4 N.5 N.6 N N.1 N.2 N.3 N.4 N.5 N.6

101 D3 C1 C1 C1 C1 C1 126 C1 C1 C1 C1 C1 C1

102 C1 C1 C1 C3 C1 C1 127 C1 Cs Cs C1 Cs C1

103 C1 C1 C1 C1 C1 C1 128 Cs Cs C1 C1 Cs C1

104 C2 C1 C1 C1 C1 C1 129 Cs C1 C1 C1 C2 C1

105 C1 C1 C1 C1 C1 C1 130 C1 C1 C1 C1 C1 C1

106 C1 C1 C1 Cs C1 Cs 131 C2v C2 C1 C1 C1 C1

107 C1 C1 C1 C1 Cs C1 132 C1 Cs C1 C1 C1 C1

108 C1 C1 C1 C1 C1 C1 133 Cs C1 C1 C1 C1 C1

109 C1 C1 C1 C1 C1 C1 134 Cs Cs C1 C1 C1 C1

110 C1 C2 C2 C1 C1 C1 135 C1 C1 Cs C1 C1 C1

111 C1 C1 C1 C1 C1 C1 136 C1 Cs Cs Cs Cs Cs

112 C1 C1 C1 C1 C1 C1 137 C3v C1 C1 C1 C1 C1

113 C2 C1 C1 C1 C1 C1 138 Cs C1 Cs Cs C1 C1

114 C2 C1 C2 C1 C2 C2 139 C1 C1 Cs Cs C1 C1

115 C1 C5 C1 C1 C2 C1 140 Cs Cs Cs Cs Cs Cs

116 D5 C1 C1 C1 C1 C1 141 C2 C2v C1 C1 C3v C2v

117 C1 C1 C1 C1 C1 C1 142 Cs Cs Cs C1 Cs Cs

118 C2 C1 Cs C1 C1 C1 143 C2v D2h Cs C2 Cs C2

119 Cs C1 C1 C1 C1 C1 144 C3v Cs Cs C1 C3v Cs

120 C1 C1 C1 C1 C1 C1 145 D5d C2v C2v Cs C1 C1

121 C1 C1 C1 C1 C1 C1 146 C5v Cs Ih C3v C1 Cs

122 C2 C1 C1 C1 C1 C1 147 Ih C1 Cs Cs Cs C1

123 Cs C1 C1 C1 C1 C1 148 Cs C1 C1 C1 C1 Cs

124 Cs C1 C1 C1 C1 C1 149 C1 Cs Cs Cs Cs C2v

125 C1 Cs Cs C1 C1 C1 150 C3 Cs C3v C1 C1 C1
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A Appendix to part II: Symmetries of Li and Na clusters

A.2 Point groups of sodium clusters Na2 - Na150

Table A.4: Point groups for the six most stable sodium clusters Na2 - Na50 obtained with the
MEAM. Adapted by permission from Springer Nature: Springer, J. Clust. Sci.,
Global Optimization of Li and Na Clusters: Application of a Modified Embedded
Atom Method, K. Huwig, V. G. Grigoryan and M. Springborg, Copyright 2019.

N N.1 N.2 N.3 N.4 N.5 N.6 N N.1 N.2 N.3 N.4 N.5 N.6

2 D∞h 27 C2v Cs C1 C2v C3v C1

3 D3h D∞h C2v 28 T Cs D2 Cs C1 C1

4 Td D2h D4h C2v Cs D∞h 29 D3h C3 Cs C2 C2 C2v

5 D3h C4v C2v Cs C2v C3v 30 C2v C1 C2v C2v C2 Cs

6 Oh C2v C2v Cs Cs C5v 31 Cs C2 C1 C2 C1 Cs

7 D5h C3v C2 C1 C3v Cs 32 D3 C2v C2 C1 C2v C1

8 D2d Cs D3d C2v C2v D3d 33 C2 Cs C5v C1 C1 Cs

9 C2v Cs C1 C2v D3h Cs 34 T Cs D5h C2 C2 C2

10 C3v D2h C2 C2v C1 Cs 35 D3 C3 C2 C1 C2 C2v

11 C2v C2v C1 C2 C2 C1 36 C1 C1 C2 Cs C1 C1

12 C5 Cs C1 D3h D2d Cs 37 C2 C3 C2 C1 C1 C1

13 Ih Cs Cs Cs Cs D3h 38 C3 C5 C1 C3 D6h C1

14 C3v C2v Cs C1 Cs C2v 39 D5 C5v C6v C1 C1 Cs

15 C2v D6d Cs Cs C2 C1 40 Cs C1 C2 C1 D6h C1

16 Cs Cs C2 Cs D3h C2 41 C3 Cs C1 C2 C2 C2

17 Cs C2 Cs C3v C2 Cs 42 D2 C2 C2 C1 C2 Cs

18 Cs C5v Cs C1 C1 Cs 43 C1 Cs C1 C1 C1 C1

19 D5h C1 C1 Cs Cs Cs 44 Cs C1 C2 C1 C2v Cs

20 C2v D3d D2 Cs Cs Cs 45 C1 Cs C1 C1 C1 C1

21 C1 C2v C2v Cs C1 Cs 46 C2 C2v C1 C1 Cs C1

22 Cs Cs C1 C2 C1 D6h 47 C1 C1 C1 C3v Cs C1

23 D3h D3h Cs C1 C1 Cs 48 Cs Cs C1 Cs C2 C1

24 C2v Cs C3 C2v Cs C1 49 C3v C1 C1 C1 C2 C1

25 C2v C3 Cs D5d C1 C1 50 Cs Cs C2 C1 C2 Cs

26 Td Cs Cs C1 Cs C1
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Table A.5: Point groups for the six most stable sodium clusters Na51 - Na100 obtained with
the MEAM. Adapted by permission from Springer Nature: Springer, J. Clust. Sci.,
Global Optimization of Li and Na Clusters: Application of a Modified Embedded
Atom Method, K. Huwig, V. G. Grigoryan and M. Springborg, Copyright 2019.

N N.1 N.2 N.3 N.4 N.5 N.6 N N.1 N.2 N.3 N.4 N.5 N.6

51 Cs Cs C1 C2v Cs Cs 76 C1 Cs C1 C1 C1 C1

52 C2v C3v C1 Cs Cs C3v 77 C1 C1 C1 C1 C1 C1

53 C2v D5d C2v Cs Cs C1 78 C1 C1 C1 C1 C1 C1

54 C5v C2v Cs Cs Cs C1 79 C1 C1 C1 C1 C1 C1

55 Ih Cs Cs Cs C1 Cs 80 C1 C1 C1 C1 C1 C1

56 C3v C3v C2v C1 Cs Cs 81 C1 C1 C1 C2 Cs C1

57 C2v C1 C1 C1 Cs Cs 82 C1 C1 Cs C1 C1 C1

58 C3v C1 C1 C1 C1 Cs 83 D3 C1 C2 C1 C1 C1

59 C1 C1 C2 C2 C2v C2v 84 C1 C1 C1 C3 C1 C1

60 Cs C1 Cs C1 C1 C2v 85 C1 C1 C1 C1 D5h Cs

61 C2v C1 Cs C1 C1 Cs 86 C3 C5v Cs C1 C2v C1

62 C1 C1 C2v Cs Cs C1 87 D5h C1 C1 C1 C1 C1

63 C1 C1 Cs Cs C1 Cs 88 Cs Cs C1 Cs Cs Cs

64 Cs C1 C1 C1 C1 C3 89 C2v C1 C1 C1 C1 C1

65 C1 C1 C1 C1 C1 C2 90 C2 C1 C1 C2 C1 C2

66 C1 C1 Cs C1 C1 C1 91 C1 C1 C1 C1 C1 C1

67 C2 Cs C3v C1 Cs C1 92 T C1 C1 C1 C1 C1

68 C1 C1 C1 C1 C1 C1 93 C3 C1 C3 C1 C1 C1

69 C1 C1 C1 C1 C1 C1 94 C1 C1 C1 C1 C2 C1

70 C1 C5 C5 C1 C5v C5v 95 C3 C1 C1 C1 C1 C1

71 C5 C5v Cs C1 C1 C1 96 C1 C1 C1 C1 C1 C1

72 Cs C1 C2 C1 C1 C1 97 C1 C1 C1 C1 C1 C1

73 Cs Cs C1 C1 C1 C1 98 C1 C1 C1 C1 C1 C1

74 D3d C1 C1 C1 C1 Cs 99 C2 C2 C1 C1 C1 C1

75 C1 C1 Cs C1 C1 C1 100 C1 C1 C1 C1 C1 C1
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A Appendix to part II: Symmetries of Li and Na clusters

Table A.6: Point groups for the six most stable sodium clusters Na101 - Na150 obtained with
the MEAM. Adapted by permission from Springer Nature: Springer, J. Clust. Sci.,
Global Optimization of Li and Na Clusters: Application of a Modified Embedded
Atom Method, K. Huwig, V. G. Grigoryan and M. Springborg, Copyright 2019.

N N.1 N.2 N.3 N.4 N.5 N.6 N N.1 N.2 N.3 N.4 N.5 N.6

101 C3 C1 C1 C1 C1 C1 126 C1 C1 C1 C1 Cs C1

102 C1 C3 C1 C1 C3 C1 127 C1 Cs Cs C1 C1 Cs

103 C1 C1 C1 C1 C1 C1 128 Cs C1 Cs Cs C1 C1

104 C2 C1 C1 C1 C1 C1 129 Cs Cs Cs C1 C1 C1

105 C1 C1 C1 C1 C1 C1 130 C1 Cs C1 C1 C1 Cs

106 C1 C1 C1 C1 Cs C1 131 C2v C1 C1 C1 C1 C1

107 C1 C1 C1 C1 Cs C1 132 C1 C1 Cs C1 C1 C1

108 C1 Cs C1 C1 C1 C1 133 C1 C1 C1 C1 Cs Cs

109 C1 C1 C1 C1 C1 C1 134 Cs C3v Cs C1 C1 Cs

110 C1 C2 C1 C2 C1 C1 135 Cs Cs C1 Cs C1 Cs

111 C2 C1 C1 C1 C1 C2 136 Cs Cs Cs C1 Cs Cs

112 C1 C1 C1 C1 C1 C2 137 C3v C1 C1 C1 C1 C1

113 C2 C1 C1 C1 C1 C1 138 C1 Cs C3v Cs Cs C1

114 C2 C1 C2 C1 C2 C2 139 C2v Cs C2 Cs D2h Cs

115 C1 C5 C1 C2 C1 C1 140 Cs Cs Cs Cs C1 Cs

116 D5 C1 C1 C1 C1 C1 141 C5 C2 C2v D3d C3 C1

117 C1 C1 C1 C1 C1 C1 142 Cs Cs C1 Cs Cs Cs

118 Cs C2 Cs C1 C1 C1 143 C2v Cs Cs C2 D2h Cs

119 Cs C1 Cs C1 C1 C1 144 C3v Cs Cs Cs C3v C1

120 C1 C1 C1 C1 C1 C1 145 C2v D5d C2v Cs C5v C1

121 C1 C1 C1 C1 C1 C1 146 C5v Ih C1 Cs C1 C1

122 C2 C1 C1 C1 C1 Cs 147 Ih C1 Cs Cs C1 Cs

123 Cs C1 Cs Cs C1 Cs 148 Cs Cs C1 Cs C1 Cs

124 Cs Cs Cs C1 C1 Cs 149 Cs Cs Cs Cs C2v Cs

125 C1 C1 C1 C1 C1 C1 150 C3v C3v C1 Cs C1 Cs
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