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Abstract 
 

Since their discovery, carbon nanotubes and other related nanomaterials are on the 

spotlight due to their unique molecular structures and properties. The cage like structure of 

carbon nanotubes is especially appealing as a route to isolate drug molecules until they reach 

a specific cellular target where they can be delivered. In this sense, many studies have been 

published concerning the topic of carbon nanotube cellular toxicity, indicating that in certain 

conditions the nanomaterials present very little risks, and thus suitable to the drug delivery 

scope. 

Accordingly, this project aims to explore through density functional theory (DFT) 

calculations, a novel covalent end-functionalization of single-walled carbon nanotubes 

(SWCNTs). It is proposed that the end-functionalization with a carboxylic acid derivative 

establishes a pH sensible molecular gate, considering intramolecular hydrogen bonds between 

the introduced functions which prevent diffusion of molecules from inside the SWCNT to the 

surrounding medium. The pH sensibility of the molecular gate arises from repulsion between 

deprotonated functions, leading to a conformational change upon deprotonation. Furthermore, 

the protonated functions are also predicted to oscillate between closed and opened 

conformations, however, is it reasonable to assume that the closed state is preferred. 

Overall, the results suggest that the functionalized SWCNTs hold chemical properties 

that may be desirable in the design of a drug delivery system to enhance the efficiency of some 

pharmacological treatments. On the hand, the qualities present in these SWCNTS could 

extend the use to other areas through the incorporation in nanocomposites, such as catalysis 

and separation processes. 

 

Keywords 

Single-walled Carbon Nanotube (SWCNT), Carboxylic Acid, Functionalization, Hydrogen 

Bond, Non-Covalent Interactions, pH-sensitive, Drug Delivery, Quantum Mechanics, Density 

Functional Theory (DFT), Topology Analysis 
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Resumo 
 

Desde a sua descoberta, nanotubos de carbono e outros nanomateriais relacionados 

estão em foco devido às suas estruturas e propriedades moleculares excecionais. A estrutura 

em forma de jaula dos nanotubos de carbono é especialmente apelativa como um meio para 

isolar fármacos até que eles atinjam um alvo celular específico onde poderão ser entregues. 

Neste sentido, foram vários estudos dirigidos ao tópico da toxicidade celular dos nanotubos 

de carbono, indicando que em certas condições os nanomateriais apresentam riscos 

insignificantes, e, portanto, são adequados para o âmbito de sistemas de entrega de 

fármacos.    

De acordo, este projeto tem o objetivo de explorar, com cálculos da teoria do funcional 

da densidade (DFT), uma funcionalização terminal de nanotubos de carbono com parede 

simples (SWCNTs) inovadora. É proposto que a funcionalização com um derivado de ácido 

carboxílico estabeleça um portão molecular sensível ao pH, considerando ligações de 

hidrogénio intramoleculares entre as funcionalizações introduzidas, que previnem a difusão 

de moléculas do interior dos nanotubos para o meio.  A sensibilidade ao pH do portão 

molecular advém de repulsão entre funcionalizações desprotonadas, induzindo uma mudança 

conformacional aquando da desprotonação. Além disso, também é previsto que as 

funcionalizações protonadas oscilem entre a conformação aberta e fechada, no entanto, é 

razoável assumir que o estado fechado é preferível. 

No geral, os resultados sugerem que os nanotubos funcionalizados possuem 

propriedades químicas que podem ser desejáveis na conceção de um sistema de entrega de 

fármacos para aumentar a eficiência de alguns tratamentos farmacológicos. Por outro lado, 

as qualidades presentes nestes nanotubos podem ter o seu uso estendido a outras áreas 

através da incorporação em nanocompósitos, processos de catálise e de separação. 

 

Palavras-Chave 

Nanotubos de Carbono de Parede Simples, Ácido Carboxílico, Funcionalização, Ligação de 

Hidrogénio, Interações Não-Covalentes, Sensibilidade ao pH, Entrega de Fármacos, 

Mecânica Quântica, Teoria do Funcional da Densidade, Análise Topológica 
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Chapter I 

Introduction 
 

“Without sensibility no object would be given to us, without understanding no object would be 

thought. Thoughts without content are empty, intuitions without concepts are blind.” 

Immanuel Kant, The Critique of Pure Reason (1781) 
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1. Carbon Nanomaterials 

 

Carbon is a very special chemical element, acting as a core constituent in numerous 

chemical structures, including those which allowed life to begin millions of years ago. The 

ground-state electronic structure of an isolated carbon atom is (1s)2 (2s)2 (2p)2, having four 

valence electrons available for bonding. Because the ground state orbitals in the valence-shell 

are similar enough in energy, when comparing with the binding energy from covalent bonds, 

an electron from the 2s orbital is easily excited to the empty 2p orbital. The wave function of 

the 2s electron is then free to merge with the 2p electrons wave functions, in a phenomenon 

called hybridization (Fig. 1), culminating in degenerated hybrid orbitals[1-3].  

As consequence of the three hybridized states, carbon forms many different types of 

structures[4, 5]. These structures, although having mostly nonpolar 𝐶 atoms, can act as 

scaffolds that anchor diverse functional groups, culminating in distinct chemical properties. The 

present model for carbon in organic compounds elucidates that this atom is bonded to several 

types of elements, in addition to itself, in innumerable diverse ways, ensuing a versatile building 

block for constructing complex chemical structures[3]. Indeed, nowadays a great focus of 

nanoscience is directed towards structures exclusively composed by 𝐶 atoms, as in graphene, 

carbon nanotubes (CNTs) and fullerenes[3, 6, 7] (Fig. 2). 

 

When we look at carbon allotropes, there are many spatial arrangements the carbon 

atoms can take due to the geometrical flexibility discussed above. For example, diamond can 

have a cubic or hexagonal crystal structure where the 𝐶 atoms are sp3 hybridized, bonded 

together in a tetrahedral arrangement (Fig. 3a), while graphite consists of a layered planar 

Figure 1 – Orbital Hybridization in Carbon. 
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structure, each sheet having a 2D repetitive hexagonal arrangement for carbon which is sp2 

hybridized (Fig. 3b) [3]. As result of the structural variation, their properties also differ. Since 

the tetrahedral carbon atoms in diamond are covalently bond in a strain free structure which is 

very stable, the bulk material has high hardness and thermal conductivity[8].  

The sp2 atoms in graphite, however, have a trigonal planar geometry, and the overlap 

between their out-of-plane 2p orbitals generates π bonds that result in a parallel delocalized 

π-system in the entire sheet. The electron delocalization present in each sheet provides 

graphite with high electrical conductivity[9]. Nonetheless, the layers are connected by weak 

van der Waals bonds from the interaction between bonding π orbitals and the empty 

antibonding π orbitals from the adjacent layer, making it a material very prone to exfoliation[8, 

9]. Another consequence of this structural arrangement is that the properties tend to be 

anisotropic, for example, the electrical and thermal conductivities also differ depending on the 

direction relative to the crystal structure[3]. 

 

 

 

 

 

 

 

 

 

Figure 3 – Unit cells of a) diamond and b) graphene. 

a) b) 

Figure 2 – Examples of tridimensional structures of carbon allotropes.  

a) Graphene sheet;  

b) Carbon Nanotube;  

c) Buckminster Fullerene; 

a) 

b) 

c) 
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1.1 Graphene 

 

Now focusing on the individual sheets of graphite as another type of allotrope, the 

graphene nanomaterial. Graphene was first isolated in 2004, through a technique that 

consisted in mechanical exfoliation of graphite with scotch-tape, developed by Geim and 

Novoselov[10]. Their work set in motion great advances in graphene research and they were 

awarded the Nobel Prize in 2010 for “ground-breaking experiments regarding the 

bidimensional material graphene”[11]. Since then, graphene has become a hot topic for 

research, which includes new production methods, functionalization, nanocomposites and 

toxicity, as well as applications in a wide range of areas such as flexible sensors and 

electronics, biotechnology, aerospace, automotive, among others[12-14].  

This mono-layered type of allotrope is characterized by a hexagonal periodic motif, 

where each atom is sp2-hybridized in a trigonal planar geometry, with bond angles of 120.0º, 

as aforementioned for the graphite case. The bonds between 𝐶 atoms are very strong and 

have a mean length of 1.412 Å, a value that falls in the interval between mean single and 

double carbon-carbon bond lengths[8]. This arises because the overlapping of sp2 orbitals 

leads to the formation of σ bonds, but the remaining 2p orbitals participate in the formation of 

a delocalized π-system (Fig. 4) that elevates the bond order character of the 𝐶 − 𝐶 bonds to 

that amidst single and double[8].  

 

Figure 4 – Schematic and graphic representation of molecular orbitals between sp2 carbon atoms. 
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1.1.1 Geometric Structure 

 

Since graphene is a periodic system, the geometric description is of great value to 

understand its properties, principally to elucidate the electronic band structure. Indeed, P. R. 

Wallace employed the geometrical structure of graphene to calculate its band structure, in 

order to approximate that of graphite, more than half a century before graphene was even 

synthesized[15, 16]. The bidimensional direct lattice of graphene (𝑎 , 𝑎 ) can be defined by a 

rhombic unit cell, Sg, including two nonequivalent carbon atoms (A and B), which is essentially 

described as two triangular Bravais sublattices, each one having a different atom basis[17], as 

depicted in Fig. 5a. Considering a cartesian coordinate system (𝑥, 𝑦) with origin at the center 

of one hexagon, each site on the sublattice is described by 𝑅⃗ = 𝑚�⃗� + 𝑛�⃗� , the �⃗�  and �⃗�  

vector components being defined as: 

The basis vectors form an angle of   degrees and have equivalent lengths[18], these 

being related to the lattice constant 𝑎  and the interatomic distance by |�⃗� | = |�⃗� | = 𝑎 =

√3𝑎 . The reciprocal lattice (𝑏 , 𝑏 ) unit cell, ∑g, represented in Fig. 5b is spanned by two 

primitive vectors 𝑏  and 𝑏  , with the same length 𝑏 = 4𝜋√3𝑎 , and form a  angle[18]. Their 

components are defined as: 

The basis vectors mentioned for the direct and reciprocal lattices can be related by �⃗� ∙

𝑏 = 2𝜋 ∙ 𝛿 , where 𝑖, 𝑗 = 1,2 and 𝛿  represents the vectors that connect a site to the closest 

neighbors from the other sublattice[9]. Also, the unit cell areas from both lattices can be 

related[3] by 𝐴 ∙ 𝐵 = (2𝜋) . The first Brillouin zone depicted in Fig. 5b contains the high 

symmetry points (𝛤, 𝐾, 𝐾′ and 𝑀) that are translated by the reciprocal lattice vectors to 

equivalent points in the corners of the hexagon where the band structure is plotted[9]. 

 

 

 

�⃗� = 𝑎 ( 
√

𝑒 + 𝑒 )   �⃗� = 𝑎  
√

𝑒 − 𝑒  (1) 

 

�⃗� = 𝑎 ( 𝑒 + 𝑒 )   �⃗� = 𝑎  
√

𝑒 − 𝑒  (2) 
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1.1.2 Electronic Structure 

 

The vectors in the direct lattice have length dimensions, whilst the reciprocal lattice has 

their vectors defined in terms of the reciprocal of length, and therefore one can view the 

reciprocal lattice as a Fourier transform of the direct lattice[3]. The direct lattice exists in a 

position space, concurrent with the reciprocal lattice existing in the reciprocal space, or 𝑘-

space, which corresponds to all the wave vectors 𝑘 of the system, and hence, the electronic 

band structure is calculated exploring the periodic nature of graphene through the 𝑘-space.  

Considering the nearest neighbor tight-binding model, the following Hamiltonian can be 

written: 

,where 𝑎 ,  (𝑎 , ) annihilates (creates) an electron with spin σ on site 𝑅  on sublattice A (or B), 

𝑡 (≈2.8 eV) is the nearest neighbor hopping energy and 𝑡′ is the next neighbor hopping 

energy[19]. Deriving Eq. 3 gives the resultant function for the π electron dispersion relation in 

graphene[16, 20]: 

 

Figure 5 – a) Direct lattice and b) reciprocal lattice of the unit cell from graphene. 

a) b) 

𝐻 = −𝑡 𝑎 , 𝑏 , + ℎ. 𝑐. − 𝑡

〈 , 〉,

𝑎 , 𝑎 , + 𝑏 , 𝑏 , + ℎ. 𝑐.

〈〈 , 〉〉,

 (3) 

 

𝐸± 𝑘 , 𝑘 = ±𝑡 1 + 4𝑐𝑜𝑠
√3𝑘 𝑎

2
𝑐𝑜𝑠

𝑘 𝑎

2
+ 4𝑐𝑜𝑠

𝑘 𝑎

2
 (4) 
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The plot of Eq. 4 versus 𝑘  and 𝑘  is reported in Fig. 6a, where the negative part of the 

function corresponds to the filled π-band (valence band) and the positive to the empty π*-band 

(conduction band)[18]. The two bands meet at the Dirac points, represented by 𝐾 (
√

, ) 

and 𝐾′ (
√

, − ), which coincide with the Fermi level and also where the density of states 

is zero, making graphene a zero gap semiconductor[4, 16]. As consequence, near the Dirac 

points the charge carriers display unique properties, that are best described through the 

famous Dirac equation in the context of quantum electrodynamics theory, which includes a 

relativistic view: 

,where 𝑘 stands for the quasiparticle momentum, σ the 2D Pauli matrix, 𝑣  (≈0,87x106 m/s)[3, 

18] is the Fermi velocity and ħ is the reduced Planck constant[21]. This proposes a linear 

relation between energy and momentum at low energy values (Fig. 6b), that suggests a 

massless quasiparticle behavior for electrons in this condition, analogous to that of neutrinos 

but slower (𝑣 ≈ ) and carrying charge[16]. The quasiparticles, designated by the term 

massless Dirac fermions, are better characterized as electrons who lost their rest mass, 

travelling unimpeded through the lattice at high speeds[21, 22].  

 

 

 

Figure 6 – a) Dispersion relation energy plot from the tight binding approximation and b) Dirac cones. 

a) b) 

𝐻 = ħ𝑣
0 𝑘 − 𝑖𝑘

𝑘 + 𝑖𝑘 0
= ħ𝑣 𝜎𝑘 (5) 
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1.1.3 Properties of Graphene 

 

The peculiar electronic structure of graphene has a deep impact in its properties, which 

present themselves as very distinct from most known materials. For instance, the 

bidimensional material displays low electronic noise from the thermal agitation of charge 

carriers (Johnson noise), a very large surface area and changes in the charge carrier 

properties upon adsorption of molecules, making it optimal for the development of sensors[23]. 

Relative to electron transport, graphene presents high charge carrier density[21] (1013 cm-2), 

high charge carrier mobility[21, 23] (15,000 cm2V-1s-1) and very low resistivity (10-6 ohm-cm), 

which renders the material unique for the use in electronic devices, such as transistors[23]. 

Another important feature is the ambipolar effect at room temperature, that allows to modulate 

the charge carriers between electrons and holes upon the nature of the applied voltage[21, 

24]. As consequence of the relativistic behavior of electrons, Klein tunneling also arises, being 

described as a phenomenon in which the particles always cross a potential energy barrier, in 

contrast with quantum tunneling of non-relativistic particles, which have a given probability of 

crossing an energetic barrier[16, 19, 25]. Thanks the high energy bonds and the delocalized 

π-system, graphene stands out as material stronger than diamond that is also a remarkable 

thermal and electric conductor[26].  

Nonetheless, it is important to clarify that the theoretical approach made for graphene 

only considers an idealized bidimensional layer that is one-atom thick, and the properties of 

the material vary when more layers are added until it is regarded as tridimensional graphite. In 

this sense, three types of graphene can be defined: single-layer (SLG), bi-layer (BLG) and few-

layer (FLG), which can have three to ten sheets of graphene stacked[21]. The different types 

of edges present in graphene materials, zig-zag and armchair, also show dissimilar electronic 

properties[19]. Furthermore, covalent functionalization and presence of defects in the 

graphene structure can also impact the properties of the material[16]. 
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1.2 Carbon Nanotubes 

 

Graphene is considered the building block of sp2 carbon structures, because ideally all 

the graphitic forms of carbon can be conceived from a graphene sheet. Perhaps carbon 

nanotubes are the most obvious to this matter, since they can be regarded as a rolled graphene 

sheet, with edges bonded together to form a hollow cylinder. Notably, CNTs and fullerenes 

were discovered more than a decade before SLG was first isolated. Although some studies 

announced the discovery of tubular structures made of 𝐶 atoms between 1950 and 1990[27, 

28], the popularity of CNTs only began to thrive in 1991, after S. Ijima reported the synthesis 

of multi-walled carbon nanotubes (MWCNTs) through the arc-discharge evaporation method 

and observation with the high resolution transmission electron microscopy (HRTEM) 

technique[29].  

Nowadays, CNTs have a wide range of potential applications[30], such as biomedical 

(e.g. drug-delivery, biosensing), electronic (e.g. transistors) and energetic (e.g. electrodes), 

among others. Nevertheless, the methods related to synthesis, separation and dispersion of 

CNTs have several limitations, especially when conceptualizing the mass-production of these 

nanomaterials for the implementation in reproducible products that are economically viable[30-

33].  

The CNT atomic structure is essentially the same as graphene, sp2-hybridized carbon 

atoms bonded to three other carbon atoms in a repetitive hexagonal motif, however there are 

differences in the π-system due to the curvature[3, 34, 35], and additionally, alternative 

orientations for the hexagonal motifs (Fig. 7a) effect the system electronic properties[20, 24, 

36]. Considering that graphene can be classified on regard to the number of layers present in 

the material, likewise CNTs can be classified on this basis as single-walled and multi-

walled[37], if they are formed by one tube or more concentric tubes (Fig. 7b), respectively. 

Figure 7 – Representation of a) different hexagonal orientations for zigzag, chiral and armchair nanotubes, respectively from 

left to right, and b) multi-walled carbon nanotube. 

a) b) 
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1.2.1 Geometric Structure 

 

The structure of CNTs is represented as the rolling of a graphene sheet into a tube, 

according to a chiral vector (Fig. 8) [36, 38]. The chiral vector represents the circumference of 

the cylinder, such that the two points at the beginning and end of the vector are coincident. It 

is constructed as a linear combination of the real space basis vectors from the graphene lattice 

(Eq. 6) [17, 38], and is therefore defined by the chiral index (𝑛, 𝑚): 

The two integers comprising the chiral index label all possible CNT structural 

arrangements and are generally divided in three categories: zigzag, armchair and chiral. The 

(𝑛, 0) CNTs are classified as zigzag and have a chiral angle 𝜃 = 0°, this corresponding to the 

angle between the chiral vector and the zigzag direction (Eq. 7), while the armchair (𝑛, 𝑛) CNTs 

display 𝜃 = 30°, both types with high symmetry[39]. 

𝐶 = 𝑛 ∙ �⃗� + 𝑚 ∙ �⃗�  (6) 

 

𝜃 = arctan (
√3𝑚

2𝑛 + 𝑚
) (7) 

Figure 8 – Unit cell for carbon nanotubes. 
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Zigzag CNTs are characterized by having the hexagonal motif oriented such that 

opposing 𝐶 atoms are parallel to the tube axis, in contrast to armchair CNTs, where the 

hexagonal motif is oriented perpendicular to the axis[17]. Chiral (𝑛, 𝑚) CNTs have a chiral 

angle between that of zigzag and armchair 0° < 𝜃 < 30°, thus the hexagonal pattern is 

distorted between the two limits of the zigzag and armchair structures, forming a helicoidal 

structure and additionally producing enantiomers due to loss of symmetry[8, 17]. The CNT 

diameter is related to the chiral vector by[8, 17]: 

The unit cell of the CNT is a rectangle of sides equivalent to the chiral and translation 

vectors, which are always perpendicular and have an intersection at 𝑂. The translation vector 

𝑇 is given by: 

, where 𝑑  is the greatest common divisor between (2𝑚 + 𝑛) and (2𝑛 + 𝑚) [8, 17]. The area 

of the unit cell is then 𝐶 × 𝑇, and the area of the unit cell from graphene is �⃗� × �⃗� , thereby 

the number of primitive unit cells per CNT unit cell is[8, 17]: 

This idealized model for the CNT may be useful to describe general classes of 

nanotubes, yet the nanotube morphology may display several distortions like vacancies and 

Stone-Wales defects[39, 40]. The opened tips resulting from this rolling model are terminated 

by a spherical cap that could vary in structure, displaying pentagons and hexagons, some 

authors even point it as the main factor in controlling the chirality during synthesis[41]. 

 

1.2.2 Electronic Structure 

 

The band structure for SWCNTs is a derivation of the one from graphene. The vectors 

from the unit cell are orthogonal to each other, so the reciprocal lattice vectors are related to 

them by: 

𝑑 =
𝐶

𝜋
=

𝑎 √𝑛 + 𝑛𝑚 + 𝑚

𝜋
 (8) 

𝑇 = 𝑡 ∙ �⃗� + 𝑡 ∙ �⃗�                𝑡 =          𝑡 = −  (9) 

 

𝑁 =
𝐶 × 𝑇

|�⃗� × �⃗� |
=

2(𝑚 +𝑚𝑛 + 𝑛 )

𝑑
 (10) 

 

𝐶 ∙ �⃗�|| = 0      𝐶 ∙ �⃗�⟂ = 2π            𝑇 ∙ �⃗�|| = 2𝜋         𝑇 ∙ �⃗�⟂ = 0  (11) 
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, where 𝑘⟂ and 𝑘|| are wave vectors aligned perpendicular and parallel to the CNT longitudinal 

axis, respectively[20]. The wave vectors can then be devised in relation to the reciprocal lattice 

vectors from graphene as[20]: 

The 𝑘||  vector is continuous for a CNT of infinite length, on the other hand, 𝑘⟂ has a 

periodic boundary condition imposed by the chiral vector resulting in quantization of the vector 

around the circumference[38]: 

�⃗�⟂ = (−𝑡 �⃗� + 𝑡 �⃗� ) �⃗�|| = (𝑚�⃗� − 𝑛�⃗� )  (12) 

�⃗�⟂ ∙ 𝐶 = 2𝜋𝑝 ,     𝑝 ∈ ℤ (13) 

Figure 9 – Band structure from the folding zone method of a) metallic (5,5) CNT and a (b) semiconducting (5,0) CNT1, and cross-

sections on the band structure of graphene for c) metallic and d) semiconducting nanotubes2. 

1Iyakutti, K.; Bodapati, A.; Peng, X.; Keblinski, P.; Nayak, S. Electronic Band Structure, Electron-Phonon Interaction, And Superconductivity Of 

(5,5), (10,10), And (5,0) Carbon Nanotubes. Physical Review B 2006, 73. 

2Ando, T. The Electronic Properties Of Graphene And Carbon Nanotubes. NPG Asia Materials 2009, 1, 17-21. 

a) 

b) 

c) 

d) 
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As result of being quantized, the allowed values of 𝑘⟂ determine the band structure for 

the SWCNTs as unidimensional cross-sections of the band structure from graphene (Fig. 9) 

[20, 24]. Since 𝑘⟂ is a vector along the circumference, and the latter depends of the chirality 

index (𝑛, 𝑚), the electronic properties of the CNT will vary for different chiralities[20, 24, 39]. If 

the condition (𝑛 − 𝑚) = 3𝑞 , 𝑞 ∈ ℤ is satisfied, then an allowed wave vector will intersect the 

Dirac point of the Brillouin zone, generating a metallic CNT (Fig. 9a and Fig. 9c) [20, 24]. 

Otherwise, the cross-section of the band-structure from graphene won’t intersect the Dirac 

point, culminating in a finite gap between the conduction and valence band, and making the 

CNT a semiconductor (Fig. 9b and Fig. 9d) [20, 24]. 

 

1.2.3 Properties of Carbon Nanotubes 

 

As result of the similarity between structures, the properties of CNTs resemble that of 

graphene in many aspects. Both materials have a high surface area, but while graphene is a 

bidimensional material, the nanotubes have a high aspect ratio that renders them quasi-

unidimensional materials, and therefore the properties tend to be anisotropic[42]. The 

curvature of CNTs relative to graphene imparts a pyramidalization angle above zero that 

misaligns the π-orbitals,  which leads to an increase in reactivity[43]. The latter effect is 

negligible for CNTs with a large diameter, as it approximates the extreme case of graphene.  

By virtue of the strong sp2 bonding in a quasi-unidimensional structure, CNTs display 

high mechanical resistance while also having radial elasticity[37, 39], as well as high thermal 

conductivity[30, 31]. Because CNTs are quasi-unidimensional, the charge carrier transport is 

ballistic[37], thus being able to harbor very large current densities (100 MA.cm-2) and high 

carrier mobilities (105 cm2V-1s-1)[3], as well as low resistivities (10-4 ohm-cm)[37], making them 

very advantageous for electronic and electrochemical devices. Practical applications include 

the production of nanocomposites[39] with enhanced properties, gas and hydrogen storage, 

sensors, batteries and capacitors, solar cells, among many more [30, 37].  

MWCNTs show more diffuse properties due to loss of one-dimensionality, so their 

applications are somewhat more restricted, and the presence of defects and functionalizations 

can also influence the properties[4]. In this sense, it is necessary that synthesis and 

functionalization methods lead to CNTs with monodisperse characteristics to ensure 

reproducible products in the mentioned applications[32].    
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1.2.4 Functionalization 

 

In the past years, several different approaches on CNT functionalization were reported, 

targeting the production of specialized structures with improved properties[44]. The 

approaches diverge in the interaction between the carbon structure and the functional groups, 

which has covalent or non-covalent character[37, 44]. Covalent functionalization occurs 

through chemical bonding of functional groups at more reactive sites of the CNTs[33]. It usually 

takes place with highly reactive molecules in defect sites of the sidewall (Fig. 10a) [44, 45] or 

the tips of CNTs[46, 47], the latter being more reactive considering the effect of the curved 

geometry on π-conjugation[33, 48]. The functional groups to be introduced include hydroxyl, 

amino, alkyl, halogenates among others[33, 49, 50], and these can even be used as sites for 

further chemical reactions such as the covalent attachment of macromolecules (e.g. proteins, 

polymers) [49, 51].  

At the tips, a curved end-cap structure closes the CNTs, however, treatment with strong 

acids (e.g. HNO3, H2SO4) or strong oxidant agents (e.g. KMnO4, O3) leads to oxidative defects 

in the carbon structure which can include the opening of the tips and holes in the sidewalls[49, 

52, 53]. The oxidation process also results in functionalization of the formed defects with 

groups containing oxygen, for example, carboxylic acids, ketones, alcohol and ester moieties, 

these also providing an anchor to harbor the introduction of other molecules[49, 50, 53, 54]. 

The covalent functionalizations are problematic in the view of retaining the original properties, 

since they are formed during harsh treatments that damage the structures and introduce 

unwanted defects, leading to disruption of the π-conjugated system and consequent loss of 

electrical and thermal properties[49, 55]. 

Non-covalent functionalization addresses this problem because it’s based of non-

covalent interactions that do not disrupt the CNTs framework, thus allowing the preservation 

of the original properties[44, 56]. This approach relies on weak interactions such as π-π 

stacking and van der Waals, and so the molecules need to have present aromatic or 

hydrophobic portions in order to interact with the CNTs efficiently[44, 52, 56, 57]. Small drugs 

and other kinds of molecules can be encapsulated inside the nanotubes by interaction with the 

inner walls of the CNTs, experiencing confinement from the solvent[32]. Molecules such as 

surfactants and saccharides can simply adsorb to the outer surface, while some polymers and 

other complex molecules are wrapped around the CNTs (Fig. 10b) [44, 52, 56, 58, 59]. 

Importantly, amphiphilic molecules can change the interfacial properties of the nanotubes, 

adding polar or charged groups that act as solvation sites to enhance dispersion[56, 57].  
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1.2.5 Dispersion, Biocompatibility and Drug Delivery 

 

Since CNTs feature a very hydrophobic structure, their use in physiological conditions 

is severely limited by their dispersion in aqueous media, as they tend to form insoluble 

aggregates[49, 52, 60]. To overcome the attractive forces between CNTs and make stable 

dispersions, it is necessary to introduce new interfaces that can establish strong interactions 

with the solvent[61]. Many functionalization studies address this problem to enable their use 

as potential drug-delivery systems in biological medium, such as covalent functionalization 

with hydrophilic molecules or non-covalent functionalization with surfactants or 

biopolymers[45, 49, 52, 62-64]. The functionalizations need to be biocompatible to avoid cell 

toxicity, hence there is a preference for molecules with biological origin or analogs and greener 

synthesis methods sustainable at large scale[61, 62]. 

Biodegradation of CNTs can be carried out by enzymes that are present in human cells, 

for instance, myeloperoxidase and other peroxidases have been shown to oxidize 

SWCNTs[65]. Further mechanisms rely on the presence of functionalizations, for example, 

human albumin binds functionalized SWCNTs via electrostatic interactions to increase 

elimination[65]. While some studies point to the cellular toxicity of carbon nanotubes, through 

DNA damage and oxidative stress[65-68], ultimately leading to apoptosis, this depends on 

several factors, which include the length, the presence of defects and impurities, the nature of 

the dispersion agent and covalently bound molecules, and presence of additional nanotube 

layers, among others[67, 69]. 

Figure 10 – a) Sidewall covalent bi-functionalization with triethylene glycol diamine and glucosamine1. b) Reversible wrapping 

with two different oligomers2. 

1Díaz-Cervantes, E.; García-Revilla, M.; Robles, J.; Aguilera-Granja, F. Solubility Of Functionalized Single-Wall Carbon Nanotubes In Water: A 

Theoretical Study. Theoretical Chemistry Accounts 2017, 136. 

2Berton, N.; Lemasson, F.; Hennrich, F.; Kappes, M.; Mayor, M. Influence Of Molecular Weight On Selective Oligomer-Assisted Dispersion Of 

Single-Walled Carbon Nanotubes And Subsequent Polymer Exchange. Chemical Communications 2012, 48, 2516. 

a) b) 
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The drugs used in cancer and other diseases generally have problems related to lack 

of cell-specificity and having a narrow therapeutic window[70, 71]. Drug-delivery systems can 

enhance the efficiency of these treatments, targeting specific cellular types where an 

encapsulated drug is to be delivered, and thus solving the mentioned problems[52, 71]. CNT 

formulations that surpass the toxicity-related issues can be used for this purpose[61, 62, 71], 

as they can efficiently encapsulate drugs, providing protection from enzymatic activity and 

longer circulation times, while having the advantage of being readily internalized by cells via 

phagocytosis and endocytosis[32, 70, 72-74]. The functionalizations present may include 

molecules that recognize a specific cell component or that interact with a pharmacological 

target, thus ensuing an enhancement of the accumulation in targeted cell types[51]. 

 

2. Hydrogen Bonding 

 

Hydrogen bonds have been a subject of debate for a long period of time, since they 

constitute a common interaction of great importance to many chemical and biochemical 

phenomena, nevertheless the complexity inherent to the core contributions of the interaction 

ensued a troubled search for its definition[75]. Currently, the view of HBs is far more convoluted 

relative to the time of their introduction, being characterized by several criteria. HBs are defined 

as an attraction between a hydrogen atom 𝐻 on a polarized bond 𝐷 − 𝐻 and an atom 𝐴 with 

an electron rich region (Fig. 11a). The strength of the HB tends to increment with increase in 

electronegativity of 𝐷 and linearity of the interaction, resulting also in shorter bonds[76]. In 

terms of the atom types having the role of 𝐷 or 𝐴, there has been some debate around the 

matter, but some authors report that 𝐷 can be any element more electronegative than 𝐻 

(𝐹, 𝑁, 𝑂, 𝐶, 𝑃, 𝑆, 𝐶𝑙, 𝑆𝑒, 𝐵𝑟 and 𝐼), while 𝐴 belongs in the same list with the addition of 𝜋-

electrons[77]. Albeit the low electronegativity of carbon, it has been shown to act as donor in 

weak HBs with 𝑁 and 𝑂[78]. 

However this is a broad description since the contributions to the interaction tend to 

vary with dependency on several factors[75]. Under the circumstances, IUPAC established in 

2011 a set of classification parameters that evaluate the main contributors to HBs: 1) the forces 

involved in the attraction include electrostatic, charge-transfer and dispersion; 2) the bond 𝐷 −

𝐻 is covalent and polarized; 3) the angle 𝐷𝐻𝐴 is ideally linear; 4) the length of the 𝐷 − 𝐻 bond 

typically increases upon interaction; 5) characteristic NMR signatures arise from the 𝐷 −

𝐻 ⋯ 𝐴 − 𝑋 bond; 6) experimental observation is only possible if the Gibbs energy of formation 

of the bond is greater than the thermal energy of the system[75]. Some authors classify HBs  
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relatively to the total energy (Fig. 11b), reporting that weak interactions lie in the range below 

4 kcal.mol-1, medium interactions in 4-15 kcal.mol-1 and strong interactions in 15-40 kcal.mol-1 

[79]. 

 

The HB interaction can be decomposed into electrostatic interaction between 

permanent multipoles, inductive forces between permanent and induced multipoles, dispersion 

from instantaneous multipole-induced multipoles, charge transfer phenomena leading to 

partial covalency, and exchange-correlation effects from short-range repulsion due to 

electronic overlap[77]. Despite dispersion forces having a contribution, there is a strong 

directionality dependency in hydrogen bonds that can be attributed to electrostatic interactions, 

therefore an interaction originated predominantly by dispersion forces cannot be considered a 

hydrogen bond[75]. The main attractive components correspond to electrostatic and 

delocalization energies, and their ratio changes with strength and distance of the 

interaction[76]. Stronger interactions have shorter distances and are characterized by major 

contributions from delocalization energy, composed by the charge transfer and induction terms 

mentioned, while weaker HBs are mainly electrostatic[76]. The attractive components can be 

enhanced or reduced in resonance-assisted HBs, where π-conjugation leads to a redistribution 

of the ED[80, 81], and charge-assisted HBs, where the donor bears a positive charge or the 

acceptor a negative one[82]. A factor that is also distinctive in HBs is the correlation of the pKa 

Figure 11 – a) Representation of hydrogen bond donor (D), hydrogen (H), acceptor (A) and fictitious electron density 

isovalues. b) Hydrogen bond classification by total energy of interaction1. 

1Desiraju, G. IUPAC Definition Of The Hydrogen Bond. Terminology And Nomenclature. Acta Crystallographica Section A Foundations and 

Advances 2017, 73, C308-C308. 
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of 𝐷 − 𝐻 and the pKb of 𝐴 − 𝑋 with the strength of the interaction[75, 77]. Indeed, the 

interactions in which these dissociation constants display similar values are commonly 

designated low-barrier HBs and are very strong[83, 84]. Low-barrier HBs represent a class of 

bonds where the proton is partially shared by 𝐷 and 𝐴 with a low barrier height for proton-

transfer[84-86]. Proton-transfer reaction is very representative of HBs as they can be 

considered a transition state for transfer in many cases[75]. In systems where HBs form a 

network, their individual strength can be increased or decreased in relation to the isolated case, 

an effect called cooperativity, which has been suggested to arise from electrostatic forces[78, 

87]. 

IR and NMR spectroscopy are very useful in detecting HBs experimentally. Theoretical 

methods can further assist the analysis, particularly, the QTAIM method can evaluate the ED 

topology of the HB calculated with a quantum-mechanical method[77]. The lengthening of the 

𝐷 − 𝐻 bond generally increases, resulting in a red-shift of the stretching frequency and 

increase in IR spectral intensity and bandwidth, with some exceptions displaying blue-shifts[75, 

77]. As the electron distribution around the proton in the HB is altered, there is also a downfield 

chemical shift of 𝐷 − 𝐻 in the NMR spectra in virtue of the stronger deshielding of the 

proton[75, 77]. For HBs where the energetic potential barriers for bond breaking are surpassed 

by the thermal vibrational energy, experimental observation might not be possible, thus the 

thermal energy needs to be lower than the Gibbs energy for bond formation, as both entropy 

and enthalpy variations need to be accounted for[77]. There is also the possibility of the solvent 

to act as a competitor for hydrogen bonding, weakening or even disrupting solvent-exposed 

interactions[88, 89].  
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Chapter II 

Methodology 

 

“All other corpses may very well be illusion. 

All the dead may be alive somewhere else, 

All my own past moments may be existing somewhere 

In the illusion of space and time, 

In the fallibility of elapsing.” 

Fernando Pessoa, Poesia de Álvaro de Campos (1944) 
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1. Quantum Theory 

 

In the late 1920’s, the peculiar nature of electrons was extensively dissected, leading 

to the strange conclusion that these must behave as both wave and particle, the wave-particle 

duality. The De Broglie wavelength equation (Eq. 14) hypothesizes that electrons are waves 

with an associated wavelength 𝜆 that is inversely related to the particle’s momentum 𝑝 [90-92]. 

The famous double slit experiment can be interpreted using this concept. It consists of 

a wave source emitting in the direction of a barrier with two small slits, where diffraction 

phenomena occur as the waves pass through the slits, producing waves that overlap with each 

other in some regions[90]. At these regions they experience constructive and destructive 

interference depending if they are in phase or out of phase, respectively, a behavior that seems 

present in all wave-like disturbances[90, 92]. This experiment was demonstrated for photons, 

but also for small particles of matter (e.g. electrons, buckyballs), thus successfully confirming 

its wave-like behavior[90, 92].  

In consonance with quantum mechanics, an object displaying wave-particle duality 

passes through both slits at the same time, traveling through the medium as a wave that 

interferes with itself on the other side of the barrier and collapses to a particle when it hits a 

detector[90]. Increasing the number of objects passing through the slits originates an 

interference pattern, that is described as a series of smooth band-like regions fading away 

from the middle, matching the regions where the waves don’t cancel each other out[90]. So, 

the pattern can be interpreted as the probabilistic distribution of the locations where the waves 

collapse into particles[90]. 

When another detector is placed near one of the slits to verify through which the 

particles passes, there is evidence that the particles only travel through one of the holes, 

however, the interference pattern detected is gone and the result is just what you would expect 

for a classical particle[90]. One way to look at this is the Copenhagen interpretation, which 

explains that a quantum object travels through space as a probabilistic superposition of states 

when there is no observer, and the act of observation brings the wave-function collapse, 

resulting in the particle appearing at a certain location[92].  

 

𝜆 =
ℎ

𝑝
=

ℎ

𝑚𝑣
  (14) 
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Heisenberg explained this in 1927 through the uncertainty principle, which establishes 

a limit for the precision in the measurement of a particle’s complementary variables, such as 

position 𝑥 and momentum 𝑝 (Eq. 15) [90, 91, 93, 94]. The uncertainty principle traduces to a 

simple formulation, the more accurately you can determine a quantum particle’s position, the 

less accurately you can measure its momentum. 

 

1.1 Quantum Mechanics 

 

Quantum theory reached a climax when Erwin Schrödinger postulated the famous 

Schrodinger wave equation, a mathematical model that describes the tridimensional wave 

function of a quantum system. This equation meant quite the revolution for theoretical physics, 

because it provided a new physical framework for electronic motions. This section aims to 

briefly detail the mathematical foundation for quantum mechanics, which exists as a set of 

postulates: 

Postulate I: 

Any given state of a physical system is determined by a wave function 

𝛹 𝑟 , 𝑟 , … , 𝑟 ,𝜔 , 𝜔 , … , 𝜔 , 𝑡 , that depends on three spatial coordinates (𝑟 , 𝑟 , 𝑟 ) and one 

spin variable (𝜔) for any of the 𝑛 electrons, also having time (𝑡) dependency[90, 92, 94-96]. If 

𝛹 is normalized, 𝛹∗𝛹 𝑑𝑡 gives the probability density of the particles in the respective volume 

element 𝑑 (≡ 𝑑 , 𝑑 , … , 𝑑 ), at time 𝑡, thus 𝛹 represents a probability amplitude[90, 92, 94-

96]. 

Postulate II: 

To every observable 𝐴 of a physical system (e.g. position, momentum, kinetic energy, 

potential energy) there is a correspondent linear Hermitian operator 𝐴 [90-92, 96]. 

Postulate III: 

The wave function evolves in time according to the time-dependent Schrödinger 

equation, where 𝐻 is the Hamiltonian operator giving the eigenvalue for the total energy of the 

system (Eq. 16) [90-92, 96]. 

𝐻𝛹(𝑟, 𝑡) =
−ℏ

𝑖

𝜕

𝜕𝑡
𝛹(𝑟, 𝑡)     (16) 

 

∆𝑥∆𝑝 ≥
ℏ

2
  (15) 
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Postulate IV: 

The measurement of 𝐴 over an eigenstate gives one of the eigenvalues 𝑎 from the 

operator 𝐴 (Eq. 17) [90-92, 96]. 

Postulate V: 

The average value for the measured 𝐴 associated with the wave function 𝛹 [90-92, 96] 

is given by:  

Postulate VI: 

The wave function 𝛹 is antisymmetric for the exchange of coordinates between 

identical fermions[90-92, 96]. 

The Hamiltonian operator 𝐻 of a system composed by 𝑀 nuclei and 𝑁 electrons can 

be written as: 

, where the first two terms represent the kinetic energy of electrons and nuclei, the remainder 

terms represent the potential of the nucleus-electron, electron-electron and nucleus-nucleus 

interactions, respectively[90, 93, 95, 96].  

Following the Born-Oppenheimer approximation, as the electrons are massless relative 

to nuclei, the electrons move much faster than nuclei, so they rearrange instantly around the 

nuclei when there are nuclear motions[90, 92, 94-96]. This approximation considers the nuclei 

to be fixed in space, and thus the kinetic energy from the nuclei is zero and the potential from 

nuclear-nuclear interactions is constant[90, 92, 94-96], and the electronic Hamiltonian is then 

simplified to: 

𝐴𝛹(𝑟, 𝑡) = 𝑎𝛹(𝑟, 𝑡)    (17) 

 

< 𝐴 >= 𝛹∗𝐴𝛹𝑑  (18) 

 

𝐻 = −
1

2
∇ −

1

2

1

𝑀
∇ −

𝑍

𝑟
+

1

𝑟
+

𝑍 𝑍

𝑅
 (19) 

 

𝐻 = −
1

2
∇ −

𝑍

𝑟
+

1

𝑟
 (20) 
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And total energy in the system is calculated as: 

Simplification of the Hamiltonian to this form makes it easier to calculate the energy of 

the system, because it is defined only by nuclear positions, atomic numbers, and the number 

of electrons. However, the wave function that corresponds to the ground state is still unknown 

and the lowest energy state cannot be calculated without it. The variational principle allows to 

minimize the energy of the system using trial wave functions, in order to approximate the 

energy of the ground state (Eq. 22) [90, 95, 96]. Thus, each time a trial wave function lowers 

the energy, it becomes closer to the ground state wave function that gives the lowest energetic 

state. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

𝐸 = 𝐸 + 𝐸  (21) 

 

𝛹 ∗𝐻𝛹 𝑑𝜏 ≥ 𝐸  (22) 
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2. Quantum Chemistry 

 

The study of electronic structure of molecules provides theoretical chemists a great 

deal of information on the chemical properties of any system (e. g. dipole moment, charge 

distribution, potential energy surface). Accordingly, the accurate description of electrons in 

atoms or molecules is needed to theoretically explain chemical phenomena such as covalent 

and non-covalent bonding. 

“The underlying physical laws necessary for the mathematical theory of a large part of 

physics and the whole of chemistry are thus completely known, and the difficulty is only that 

the exact application of these laws leads to equations much too complicated to be soluble. It 

therefore becomes desirable that approximate practical methods of applying quantum 

mechanics should be developed, which can lead to an explanation of the main features of 

complex atomic systems without too much computation.” 

Dirac, P. Quantum Mechanics of Many-Electron Systems. Proceedings of the Royal 

Society A: Mathematical, Physical and Engineering Sciences 1929, 123, 714-733. 

The so-called many-body problem can be ascribed to the inability to analytically solve 

the Schrödinger equation for quantum mechanical systems containing a high number of 

interacting particles[97]. The resulting response to this many-body problem is adequately 

portrayed in the last sentence of the above citation, it originated the emergence of distinct 

approaches that enable efficient approximations on quantum mechanical behavior. Indeed, the 

modern computational chemist has at his disposal robust quantum mechanical methods based 

on different approaches that allow to retrieve information for almost any type of chemical 

system. The purpose of such studies is to theoretically predict the occurrence of phenomena 

that are difficult to research via experimental techniques, assisting experimental research in 

complementing the results or correcting misinterpretations of such phenomena, and therefore 

both factions need to be in constant dialectic. Depending on the physical basis adopted, 

quantum mechanical approximation methods fit into two separate categories: approaches 

based on the wave function and approaches based on density functional theory.  

Ab initio calculations are methods based on the wave function that employ rigorous 

approximations to provide a more exact solution to the non-relativistic Schrödinger 

equation[93, 94, 96]. This approach is designated ab initio considering that is solely based on 

theoretical physics principles and fundamental physical constants, thus there is no requirement 

for empirical parameters[93, 94, 96]. Ab initio methods produce more accurate results, 
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however the complexity associated with the calculations bears heavy computational costs and 

limits the size of the system[93, 94, 96].  

Semi-empirical methods, also based on the wave function, employ several 

approximations as well as experimental parameters that speed up the calculations[93, 94, 96]. 

Subsequently, semi-empirical calculations can effectively handle larger systems, however, 

they cannot yield very accurate results unless the system is composed by molecules 

analogous to the ones used for parametrization[93, 94, 96].  

Unlike the mentioned above, density functional theory calculations are based on the 

ED rather than the wave functions, which allows for accuracy comparable to that of Ab initio 

and application to larger systems, as result of shorter calculation times[97, 98].  

 

2.1 Density Functional Theory 

 

Considering that the wave function is an uninterpretable and complicated mathematical 

object that depends on 4N variables (i.e. three spatial and one spin variables for N electrons), 

for the sake of simplifying the complex mathematics from wave function theory, the Hamiltonian 

can be constructed using a physical observable[95-97]. The most useful physical observable 

is the ED, because it is a scalar field and essentiality all the information of interest for a 

chemical system is contained in it[95, 96]. From the probabilistic interpretation of the wave 

function, the ED is the relative probability of finding any electron within a given volume element 

regardless of the position of other electrons (Eq. 23) [95, 96]. 

When the ED is integrated over all space, it gives the total number of electrons (Eq. 24) 

[95, 96]. Furthermore, it is also possible to determine the atomic numbers of the nuclei using 

the ED, since the physical observable is at a local maximum in the positions of the point 

charges that correspond to the nuclei and decays from there (Eq. 25) [95, 96]. Thus, the 

Hamiltonian for the system can be totally defined based on the ED, as it depends only on the 

positions and charges of the nuclei and the number of electrons[93, 95, 96]. 

𝜌(𝑟) = 𝑁 ⋯ 𝛹 (𝑟, 𝑥 , ⋯ , 𝑥 )𝛹(𝑟, 𝑥 , ⋯ , 𝑥 )𝑑𝑥 ⋯ 𝑑𝑥  (23) 

 

𝑁 = 𝜌(𝑟)𝑑𝑟 (24) 

 
𝜕�̅�(𝑟 )

𝜕𝑟
  

= −2𝑍 𝜌(𝑟 )  (25) 
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2.1.1 Hohenberg-Kohn Theorems 

 

In 1964, Hohenberg and Kohn published a paper that had the intend to establish the 

rigorous foundation for DFT, devising two theorems for this purpose. 

Theorem I 

As the electrons interact with an external potential that matches the nuclear attraction, 

the theorem declares: 

“the external potential 𝑉 (𝑟) is (to within a constant) a unique functional of 𝜌(𝑟); since, in turn 

𝑉 (𝑟) fixes 𝐻 we see that the full many particle ground state is a unique functional of 𝜌(𝑟).”  

It is proven via reductio ad absurdum, leading to the conclusion that it is impossible for two 

different external potentials to be associated with the same ground state ED[95, 96, 99]: 

This means the ground state density uniquely determines the external potential and 

proves that there is a mapping between the density and the wave function, so the ED must 

hold all properties for the ground and excited states of the system[95, 96, 99]. As the ground 

state energy is a functional of the density, the individual components (i.e. kinetic energy, 

electron-electron and nuclear-electron interaction) can be separated into a part that is system 

dependent (i.e. nuclear-electron interaction potential) and a part that is independent of the 

number of electrons, the positions of the nuclei and the nuclear charges (i.e. kinetic energy of 

electrons and electron-electron interaction potential) (Eq. 27) [93, 95, 96, 99]. 

In this context, the Hohenberg-Kohn functional is a function of the ground state ED that 

gives the exact value for the kinetic energy of electrons and the potential for electron-electron 

interactions, however its specific form is unknown[95, 96, 99]. 

Theorem II 

The theorem declares that the density obeys a variational principal. Thus, only the 

density that minimizes the ground state energy of the system, by means of the Hohenberg-

Kohn functional, can be considered the true ground state ED[95, 96, 99]. Any trial density that 

integrates to the correct number of electrons and is associated with a certain external potential 

𝐸 , < 𝛹 , 𝐻 𝛹 ,    (26) 

 

𝐸 [𝜌 ] = 𝜌 (𝑟)𝑉 𝑑𝑟 + 𝐹 [𝜌 ]  (27) 
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(i.e. V-representable), will give an energy value that is greater than the ground state energy, 

unless this trial input is equal to the ground state ED (Eq. 28) [95, 96, 99].  

Minimizing the energy allows to search for the ground state ED, but on the other hand 

there is no rational basis to improve trial densities and to calculate the energy one must know 

the Hohenberg-Kohn functional[95, 96, 99]. 

 

2.1.2 Kohn-Sham DFT 

 

Returning to the Hohenberg-Kohn functional, it is defined by the following contributions: 

, where 𝐽 is the classical Coulomb interaction, 𝑇 is the kinetic energy, and 𝐸  is the non-

classical part, composed by the self-interaction correction, exchange and correlation 

effects[95, 97]. As 𝑇[𝜌(𝑟)] and 𝐸 [𝜌(𝑟)] have no explicit form, Kohn and Sham proposed to 

use a fictitious non-interacting system of N particles to calculate some fraction of 𝑇[93, 95, 

96].The ground state of such system is a single Slater determinant, so that the 

𝜌 (𝑟) constructed from the Kohn-Sham orbitals corresponds to the actual 𝜌 (𝑟) from the real 

interacting system[93, 95, 96]: 

The Hohenberg-Kohn functional can then be written as: 

, where 𝑇  is the kinetic energy for a non-interacting system, 𝐽 is the classical Coulomb 

interaction and 𝐸  is the exchange-correlation energy[95, 96]. Thus, the unknown part of the 

𝛹 𝐻 𝛹 = 𝐸[𝜌 ] ≥ 𝐸 [𝜌 ] = 𝛹 𝐻 𝛹    (28) 

 

𝐹 [𝜌(𝑟)] = 𝑇[𝜌(𝑟)] + 𝐽[𝜌(𝑟)] + 𝐸 [𝜌(𝑟)] (29) 

 

𝜌 (𝑟) = |𝜙 (𝑟, 𝑠)| = 𝜌 (𝑟) (30) 

 

𝐹 [𝜌(𝑟)] = 𝑇 [𝜌(𝑟)] + 𝐽[𝜌(𝑟)] + 𝐸 [𝜌(𝑟)]  (31) 

 

𝑇 = −
1

2
〈𝜙 |∇ |𝜙 〉 (32) 

 

𝐸 [𝜌] = 𝑇 [𝜌] + 𝐸 [𝜌] (33) 
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functional is now reduced to 𝐸 [𝜌], containing the rest of the kinetic energy and the non-

classical contributions from electron-electron interaction[93, 95, 97]. 

The expression for the energy of the real system can be constructed using the KS 

orbitals[95, 97]: 

Then, application of the variational principle aims to find the orbitals that minimize the 

energy, leading to the Kohn-Sham equations, where 𝑓  is the Kohn-Sham one-electron 

operator[95, 96]:  

Hence, if 𝑉 (𝑟) is known, then the KS orbitals are obtained by solving the one-electron 

equations correspondent to the non-interacting system, subsequently the true ground state ED 

and ground state energy can be found in a self-consistent field procedure[95, 96]. However, 

𝑉  corresponds to the functional derivative of 𝐸 , which has an unknown form and needs to 

be approximated[95, 96]. 

 

2.1.3 Exchange-Correlation Functionals 

 

The functional 𝐸 [𝜌] accounts for the energetic contributions from the difference 

between classical and quantum mechanical electron-electron repulsion 𝐸 , and the difference 

between the kinetic energy from a non-interacting system and an interacting system 𝑇 [93, 95, 

96]. If the correct expression for this functional was known, DFT would allow to compute the 

exact energy for any given quantum mechanical system, therefore the accuracy of the method 

𝐸[𝜌(𝑟)] = −
1

2
⟨𝜙 |∇ |𝜙 ⟩ +

1

2
|𝜙 (𝑟 )|

1

𝑟
|𝜙 (𝑟 )| 𝑑𝑟 𝑑𝑟

+ 𝐸 [𝜌(𝑟)] −
𝑍

𝑟
|𝜙 (𝑟 )|𝑑𝑟  

(34) 

 

𝑓 𝜙 = 𝜀 𝜙  (35) 

𝑓 = −
1

2
∇ + 𝑉 (𝑟) (36) 

 

𝑉 (𝑟) =
𝜌(𝑟 )

𝑟
𝑑𝑟 + 𝑉 (𝑟 ) −

𝑍

𝑟
 (37) 

 
𝑉 =

𝛿𝐸

𝛿𝜌
 (38) 
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depends on the approximation made to the functional 𝐸 [𝜌][93, 95, 96]. Although the 𝑇  

correction is accounted in some functionals, other functionals omit the term or add empirical 

parameters which include the 𝑇  corrections from experimental data[93, 95, 96]. 

The simplest approximation to 𝐸 [𝜌] is the local density approximation (LDA), where 

𝐸  is attained through the uniform electron gas model (Eq. 39) [95, 96]. 𝐸 [𝜌] is expressed 

as the local interaction between 𝜌 and an energy density 𝜀  term, which can be further split 

into exchange 𝜀  and correlation 𝜀  contributions (Eq. 40) [95, 96]. 

For this functional, the exchange energy is exact and corresponds to the Slater 

exchange from the uniform electron gas, while the correlation term has no explicit form and it 

was estimated from quantum Monte Carlo simulations of the uniform electron gas model[93, 

95, 96]. The simplicity introduced in this functional is useful for idealized cases of solid-state 

physics but fails when it comes to systems where the ED isn’t distributed uniformly[93, 95, 96]. 

Introducing the concept of spin density in this functional allows the application to open-

shell systems and benefits in terms of accuracy, the so called the local spin-density 

approximation (LSDA)[93, 95, 96, 100]: 

Improvements to this type of functionals is accomplished by introducing a dependency 

that includes not only the local density, but also the gradient of the density to account for the 

non-uniform character of the ED[93, 95, 96]. Another correction is introduced relatively to the 

Fermi and Coulomb holes, being required to be integrated to -1 and 0, respectively[93, 95].  

The addition of such corrections results in functionals that are typically designated gradient 

generalized approximations (GGA)[93, 95, 96, 100]: 

Further improvements to GGA functionals include a dependency on the Laplacian of 

ED and the orbital kinetic energy density as well, generating the meta-GGA functionals[93, 96, 

100]: 

𝐸 [𝜌] = 𝜌(𝑟)𝜀 𝜌(𝑟) 𝑑𝑟   (39) 

𝜀 𝜌(𝑟) = 𝜀 𝜌(𝑟) + 𝜀 𝜌(𝑟)   (40) 

 

𝐸 [𝜌 , 𝜌 ] = 𝜌(𝑟)𝜀 𝜌 (𝑟), 𝜌 (𝑟) 𝑑𝑟 (41) 

 

𝐸 [𝜌 , 𝜌 ] = 𝑓 𝜌 , 𝜌 , ∇𝜌 , ∇𝜌 𝑑𝑟 (42) 

 

𝐸 [𝜌 , 𝜌 ] = 𝑓 𝜌 , 𝜌 , ∇𝜌 , ∇𝜌 , ∇ 𝜌 , ∇ 𝜌 , 𝜏 , 𝜏 𝑑𝑟 (43) 
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A more accurate generation, the hybrid functionals, apply the calculation of the exact 

exchange energy from Hartree-Fock theory as a portion of the exchange-correlation energy, 

while the rest is treated with a DFT-based functional (Eq. 44) [93, 95, 96, 100]. The mixing 

ratio given by 𝑎 is usually optimized through the fitting to some reference set of parameters[93, 

95, 96]. 

In the current project, three different functionals were chosen and compared according 

to their accuracy for describing the types of interactions that are present in the carbon nanotube 

models: the PBE0, the B3LYP and the M06-2X functionals. PBE0 is a GGA hybrid functional 

that calculates the exchange energy as 25% of the Hartree-Fock exchange and 75% of the 

PBE exchange functional, while the correlation energy is given by the PBE correlation 

functional[100, 101]: 

B3LYP is also a GGA hybrid functional, that employs three parameters to mix the 

Hartree-Fock exchange with the LDSA exchange, the LYP GGA correlation functional with the 

LSDA correlation functional, and the additional contribution from the B88 GGA exchange 

functional[93, 95-97, 100]: 

M06-2X is a meta-GGA hybrid functional belonging to the M06 suite, that incorporates 54% of 

Hartree-Fock exchange and combines the PBE exchange functional with the B97 correlation 

functional, as well as employing several semiempirical parameters[100, 102]: 

Although PBE0 and B3LYP have been used extensively in publications[103, 104], they 

are outperformed by M06-2X when tested against several databases that include non-covalent 

interactions, such as HBs and dispersion interactions[100, 102, 105]. 

 

 

 

 

𝐸 = (1 − 𝑎)𝐸 + 𝑎𝐸   (44) 

 

𝐸 = 𝐸 +
1

4
(𝐸 − 𝐸 ) (45) 

 

𝐸 = (1 − 𝑎)𝐸 + 𝑎𝐸 + 𝑏∆𝐸 + (1 − 𝑐)𝐸 + 𝑐𝐸   (46) 

 

𝐸 =
𝑋

100
𝐸 + 1 −

𝑋

100
𝐸 + 𝐸    (47) 
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2.1.4 Basis Sets 

 

Another major approximation that determines the accuracy of the DFT method is the 

basis set[93] [95, 96]. The basis sets are finite series of mathematical functions that are used 

in constructing the wave function of a system, where each molecular orbital is expressed as a 

linear combination of basis functions (Eq. 48) [95, 96].  

If the basis set were to have an infinite number of basis functions, it would be complete 

and this case would not constitute an approximation, yet this is impossible to implement[93] 

[95, 96]. Thus, smaller basis set harbor less accuracy, but the type of functions that are present 

in the basis set also influence the accuracy[93, 95, 96]. Considering computational efficiency, 

the ideal basis set should have a minimum number of functions possible to allow for quick 

calculations, if not the functions should be simple enough for the same purpose, and 

importantly they should reproduce useful results in terms of chemical interpretation[95, 96]. 

The basis functions fall in two categories: Slater type orbitals (STO) and Gaussian type 

orbitals (GTO) [93, 95, 96]. STOs were the first to be developed and they are characterized by 

having an exponential dependence on the nucleus-electron distance that exactly mirrors the 

hydrogen atom orbitals (Eq. 49) [93, 95, 96]. Nonetheless, the use of STOs in molecular 

systems is severely limited by the resulting three- and four-center two-electron integrals that 

are analytically unsolvable[93, 95, 96]. GTOs bypass this limitation by applying a 𝑟  

exponential decay instead of the 𝑟 present in STOs (Eq. 50) [93, 95, 96]. 

The 𝑟  exponential dependence of GTOs results in a poor representation relative to 

STOs[93, 95, 96]. Nevertheless, the computation of the integrals is easier, so the number of 

GTOs can be increased in a linear combination to retrieve the accuracy one obtains with STOs, 

ensuing a more efficient mathematical process[93, 95, 96]. In this case the resulting basis 

function is labeled a contracted function and the individual GTOs of the linear combination are 

called primitive functions, accordingly, the contracted functions can be classified by the number 

of primitive functions used to form the STO[95, 96].  

𝜙 = 𝑐 𝜒  (48) 

𝜒 , , , (𝑟, 𝜃, 𝜑) = 𝑁𝑌 , (𝜃, 𝜑)𝑟 𝑒  (49) 

𝜒 , , , (𝑟, 𝜃, 𝜑) = 𝑁𝑌 , (𝜃, 𝜑)𝑟 𝑒  (50) 
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The STO-3G is a contracted basis function of three GTOs and is considered a single-ζ 

basis set, because it has only one basis function for each orbital, while double-ζ have two basis 

functions for each orbital and so on for higher multiple-ζ[93, 95, 96]. As valence orbitals are 

greatly influenced by bonding phenomena relatively to core orbitals, split-valence basis sets 

employ a single contracted basis function for core orbitals and higher number of basis functions 

for valence orbitals[93, 95, 96].  

The widely used split-valence Pople basis sets have the form k-nlmG, where k is the 

number of primitives in the contracted functions for the core orbitals and nml represents the 

number of basis functions for valence orbitals, having the form nl for valence-double-ζ and nlm 

for valence-triple-ζ[93, 95, 96]. The 3-21G basis set has a contracted function of three GTO 

primitives representing the core orbitals, while the valence orbitals are represented by a 

contraction of two GTO primitives at their inner part and only one primitive gaussian at the 

outer part[93, 95, 96]. The 6-31G basis set employs a contracted function of six GTO primitives 

for core orbitals, a contracted function of three GTO primitives for the inner part of valence 

orbitals and one GTO primitive for the outer part[93, 95, 96]. 

For cases where the molecular structure presents polarization phenomena in bonding, 

the mathematical flexibility provided by GTOs to describe valence orbitals is not enough, 

requiring higher angular momentum functions[93, 95, 96]. These functions are called 

polarization functions and their notation appears after the G, referring which functions are 

added[93, 95, 96]. For example, in the 6-31G(d) basis set, d functions are added to polarize 

the p functions that are present in heavy atoms, and in the 6-31G(d,p) basis set, besides the 

later, p functions are added to polarize the s functions that are present in hydrogen atoms[93, 

95, 96].  

Furthermore, for situations where the electrons are loosely bound, such as anions or 

excited states, diffuse functions are required to augment the basis set[93, 95, 96, 106]. The 

notation of diffuse functions appears before the G as + or ++, if small exponent functions are 

added to heavy atoms or heavy atoms and hydrogen atoms, respectively, thus providing 

electron flexibility at longer distances[93, 95, 96, 107].  

As these additional functions result in slower calculations, employing them in large 

systems is very time consuming[95], therefore the same level different basis (SLDB) approach 

is desirable, where important molecular features are treated with a larger basis set and the 

rest with a smaller basis set[108]. 
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2.2 Solvation Models 

 

The electronic structure calculations described until this point consider molecules as 

isolated chemical entities, however, this approach is severely limited when it comes to systems 

where the surrounding environment deeply impacts the properties of the system. To overcome 

the limitations of this approximation, solvation models can be employed in order to simulate 

the effect of solvent around a solute which constitutes the object of study. There are essentially 

two main categories of solvation models: explicit solvation, where solvent molecules are added 

to the system and treated individually, and implicit solvation, where the solvent is treated as a 

continuous medium[93, 94, 96]. Furthermore, the models can be classified in relation to the 

physical basis adopted to describe solvent-solute interactions and can be combined so that 

the system has one or more explicit solvation shells, while the rest of the environment is treated 

implicitly[93]. 

Implicit solvation models aim to replace the explicit solvent molecules needed to 

accurately describe the solvation process with a uniform polarizable medium associated with 

some dielectric constant, that can replicate the perturbations that a given solvent introduces in 

a gas phase system[93, 94, 96]. The free energy of solvation ∆𝐺  is the central quantity that 

describes the solvent-solute interaction, corresponding to the free energy variation associated 

with changing from the gas phase to a condensed phase[93, 96, 109]. This quantity can be 

decomposed as follows: 

The term ∆𝐺  refers to the electronic, nuclear and polarization components, while the 

term ∆𝐺  refers to the cavitation, dispersion and solvent structure components of the free 

energy, and ∆𝐺  refers to the change in concentration which is taken to be zero in electronic 

structure calculations[109]. The implicit solvation models consider this type of energy 

decomposition, and the variation between models occurs at the definition of the ∆𝐺  and 

∆𝐺  terms[109].  

The nuclear part of the ∆𝐺  term is related to the energy difference from structural 

variation between gas and liquid phase, and thus can be neglected if the geometry remains 

similar[109]. The electronic and polarization contribution ∆𝐺  is obtained from a molecular 

orbital self-consistent reaction field calculation, according to the solution of the 

nonhomogeneous Poisson equation (NPE) and is associated with the long range electrostatic 

∆𝐺 = ∆𝐺 + ∆𝐺 + ∆𝐺   (51) 
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and polarization effects[93, 109]. On the other hand, the ∆𝐺  term consists in the short-range 

polarization effects and short-range non-electrostatic effects such as cavitation, due to the 

cavity created in the medium where the solvent is placed, dispersion interactions and solvent 

structural effects, such as hydrogen bonds and exchange repulsion[109].  

The SMD model used in this study is based on the polarized continuous quantum 

mechanical charge density of the solute, employing the IEF-PCM protocol to solve the NPE in 

order to compute the ∆𝐺  term[109]. The cavity is created from a superposition of nuclear-

centered spheres of radii equivalent to the intrinsic Coulomb radii, which depend on atomic 

number and have been carefully optimized[109]. In addition, it employs other parameters that 

also have been optimized using electronic structure calculations, the atomic surface tension 

coefficients, for the calculation of the ∆𝐺  term[109]. 

To make estimates on the acid dissociation constant 𝑝𝐾  of the functionalizations, 

considering the proton dissociation presented in Eq. 52 [110], the free energy difference ∆𝐺  

was calculated from the aqueous Gibbs free energy of the acids and conjugate bases (Eq. 53) 

[110], where 𝐺 (𝐻 )= -265.9 kcal.mol-1 [110, 111], and the 𝑝𝐾  calculated from Eq. 54 [110, 

111]. For the 𝑝𝐾  values of the functionalizations, the conjugated bases of the first 

deprotonations were the acids of the second deprotonations and so on.  

 

 

 

 

 

 

 

 

𝐴𝐻(𝑎𝑞)
∆

⎯ 𝐴 (𝑎𝑞) + 𝐻 (𝑎𝑞)  (52) 

 

∆𝐺 = 𝐺 (𝐴 ) + 𝐺 (𝐻 ) − 𝐺 (𝐴𝐻) (53) 

 

𝑝𝐾 =
∆𝐺

𝑅𝑇𝑙𝑛(10)
 (54) 
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2.3 Quantum Chemical Topology 

 

Through the topological analysis of real space functions dependent on the ED, it is 

possible to obtain useful chemical information about a system. In the current study, this 

analysis is of great value because there is interest in studying non-covalent bonding, which 

can be extensively characterized by evaluating some real functions of the ED on the spatial 

region of the interactions.  

 

2.3.1 Quantum Theory of Atoms in Molecules 

 

The quantum theory of atoms in molecules aims to explain the molecular structure of a 

system as a set of atom-atom interactions, such as covalent bonding and other types of non-

covalent interactions that originate from the ED spatial distribution around the atomic nuclei[76, 

112]. As the nuclei determine the local maxima for the ED, which then decays, the boundary 

of an atom is defined by the balance of forces that neighboring atoms apply on the 

electrons[76, 112, 113]. The interaction between atoms implies a change in the decay of the 

ED comparatively to the isolated case, that can be useful in defining and characterizing the 

interactions. Thus, because the ED is a scalar function, the topological analysis consists in 

detecting such phenomena through the vector gradient field of the ED ∇𝜌(𝑟)[76, 112].  

As follows the spatial coordinates where all the first derivatives contained in ∇𝜌(𝑟) are 

equal to zero represent critical points (CPs), corresponding to local maxima, local minima or 

saddle points in the ED[76, 112]. To distinguish between them, the second derivatives of the 

ED are considered. A 3 × 3 matrix of second-order partial derivatives of the ED at the CP 

constitutes the Hessian matrix[76, 112]: 

𝐴(𝑟 ) =

⎝

⎜
⎜
⎜
⎛

𝜕 𝜌

𝜕𝑥

𝜕 𝜌

𝜕𝑥𝜕𝑦

𝜕 𝜌

𝜕𝑥𝜕𝑧

𝜕 𝜌

𝜕𝑦𝜕𝑥

𝜕 𝜌

𝜕𝑦

𝜕 𝜌

𝜕𝑦𝜕𝑧

𝜕 𝜌

𝜕𝑧𝜕𝑥

𝜕 𝜌

𝜕𝑧𝜕𝑦

𝜕 𝜌

𝜕𝑧 ⎠

⎟
⎟
⎟
⎞

  (55) 
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The diagonalization of the Hessian matrix through a unitary transformation rotates the 

coordinate system 𝑟(𝑥, 𝑦, 𝑧) → 𝑟(𝑥 , 𝑦 , 𝑧 ), and results in its diagonal form[76, 112]: 

The diagonal elements 𝜆 , 𝜆  and 𝜆  are called the eigenvalues of the Hessian matrix 

and their sum represents the Laplacian of the ED (Eq. 57) [76, 112, 113]. 

CPs are classified according to the nature of these eigenvalues, although only CPs with 

three non-zero eigenvalues are considered to be stable enough to resist density perturbations 

from nuclear motions[76, 112]. CPs fall into the following categories: 

• (3,-3) – nuclear critical point (NCP), having three negative eigenvalues corresponds to local 

maxima in the density and is associated with nuclear positions. 

• (3,-1) – bond critical point (BCP), having two negative eigenvalue corresponds to second-

order saddle points and are associated with bonding interactions between atoms. 

• (3,+1) – ring critical point (RCP), having two positive eigenvalues corresponds to first-order 

saddle points and is associated with steric interactions and the center of cyclic molecules. 

• (3,+3) – cage critical point (CCP), having three positive eigenvalues corresponds to local 

minima and is associated with the presence of ring motifs in a structure that encloses a portion 

of space without the ED. 

The number of CPs of an isolated molecule obeys the Poincaré–Hopf relationship: 

The path linking the NCPs of two bonded atoms is a line of local maxima in the ED 

designated bond path, and BCPs coincide with the ED minimum in the respective bond 

path[76, 112]. At the BCP of HBs, the analysis of 𝜌(𝑟), ∇ 𝜌(𝑟) and energy density functions 

allow to characterize the strength of interaction[76, 112, 114, 115]. Although some HBs reach 

the covalent domain, covalent bonding usually displays higher ED values at the BCP, and this 

parameter increases with strength of interaction[76, 112, 114, 115]. ∇ 𝜌(𝑟) is generally 

𝛬(𝑟 ) =

⎝

⎜
⎜
⎜
⎛

𝜕 𝜌

𝜕𝑥′
0 0

0
𝜕 𝜌

𝜕𝑦′
0

0 0
𝜕 𝜌

𝜕𝑧′ ⎠

⎟
⎟
⎟
⎞

=

𝜆 0 0
0 𝜆 0
0 0 𝜆

  (56) 

 

∇ 𝜌(𝑟) = 𝜆 + 𝜆 + 𝜆  (57) 

 

𝑛 − 𝑛 + 𝑛 − 𝑛 = 1    (58) 
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negative in covalent bonding and positive in hydrogen bonding, except for some cases where 

the reverse happens for both types of bonding[76]. The kinetic 𝐺(𝑟) and potential 𝑉(𝑟) energy 

densities define the total electron energy density 𝐻(𝑟) (Eq. 59) and are related to ∇ 𝜌(𝑟) (Eq. 

60) [76, 112, 114, 115]. 

Because 𝑉(𝑟) < 0 and 𝐺(𝑟) > 0, if the modulus of 𝑉(𝑟) is a greater value than 2𝐺(𝑟), 

then ∇ 𝜌(𝑟) < 0 and 𝐻(𝑟) < 0, presenting an interaction dominated by the local potential 

energy density that demonstrates covalent character[76, 112, 114, 115]. Having covalent 

nature, very strong HBs exhibit ∇ 𝜌(𝑟) < 0 and 𝐻(𝑟) < 0, and having partially covalent nature, 

strong HBs exhibit ∇ 𝜌(𝑟) > 0 and 𝐻(𝑟) < 0, while medium and weak HBs show ∇ 𝜌(𝑟) > 0 

and 𝐻(𝑟) > 0, these being dominated by the local kinetic energy density[76, 112, 114, 115].  

 

2.3.2 Non-Covalent Interactions Index 

 

The non-covalent interactions (NCI) index is essentially a visual extension of QTAIM, 

as it is based on the ED and the respective derivatives, being able to provide a tridimensional 

visualization of non-covalent interactions. The method employs the search for spatial regions 

where the reduced density gradient 𝑠(𝑟) (Eq. 61) assumes low values, since ∇𝜌(𝑟) assumes 

values close or equal to zero, and the ED is also small in non-covalent interaction regions[116]. 

As the sign of 𝜆  outlines if it is a (3,-1) or (3,+1) CP, plotting 𝑠(𝑟) against 

𝑠𝑖𝑔𝑛[𝜆 (𝑟)]𝜌(𝑟) gives a plot with peaks reaching 𝑠(𝑟) = 0 at either positive or negative values 

of 𝑠𝑖𝑔𝑛[𝜆 (𝑟)]𝜌(𝑟)[113, 116]. These peaks coincide with CPs and can be ascribed to be HBs 

if they appear at 𝑠𝑖𝑔𝑛[𝜆 (𝑟)]𝜌(𝑟) < 0, van der Waals interactions if they appear at 

𝑠𝑖𝑔𝑛[𝜆 (𝑟)]𝜌(𝑟) ≈ 0 and steric clashes if they appear at 𝑠𝑖𝑔𝑛[𝜆 (𝑟)]𝜌(𝑟) > 0, while the value 

of the ED at the peak also evaluates the strength of interaction[113, 116]. Plotting 𝑠(𝑟) at low 

𝜌(𝑟) in tridimensional space allows to see the peaks as isosurfaces at the interaction 

sites[116].  

𝐻(𝑟) = 𝐺(𝑟) + 𝑉(𝑟)   (59) 

1

4
∇ 𝜌(𝑟) = 2𝐺(𝑟) + 𝑉(𝑟) (60) 

 

𝑠(𝑟) =
1

2(3𝜋 )

|∇𝜌(𝑟)|

𝜌(𝑟)
 (61) 
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2.3.3 Electron Localization Function 

 

Another useful topology analysis to study non-covalent interactions surrounds the 

electron localization function (ELF), another scalar function. One can interpret the function as 

the local excess in kinetic energy due to Pauli repulsion, tending to 1 if the probability of finding 

two electrons of opposite spin in a given region of space is high, a localized pair, or tending to 

0 if the probability of finding same-spin electrons in a given region is high[115, 117, 118]. The 

function is defined as: 

, where 𝜒 (𝑟) (Eq. 63) is the ratio between the excess kinetic energy due to Pauli repulsion 

𝐷 (𝑟) (Eq. 64) and the kinetic energy for a non-interacting uniform electron gas 𝐷 (𝑟) (Eq. 65) 

[118]. 

The topological partition of tridimensional space using the ELF gradient field results in 

basins of attractors, which can be classified in two types: core basins 𝐶(𝐴) or valence basins 

𝑉(𝐴), where 𝐴 denotes the atoms to which the basins belong[117]. Core basins appear 

surrounding nuclei bigger than protons, while valence basins always share a boundary with at 

least one core basin and are classified according to the number of core basins that they share 

boundaries with[117]. 

 As consequence of the electron delocalization being a major contributor to the energy 

of HBs, the ELF topology analysis allows to quantify the relative strength of these 

interactions[115, 117, 119]. Hydrogen bonds having the form 𝐷 − 𝐻 ⋯ 𝐴 can have their relative 

strength evaluated through the core-valence bifurcation (CVB) index (Eq. 66), corresponding 

to the difference between 𝐸𝐿𝐹 (𝐷𝐻), the value of ELF at the critical point between the basins 

𝑉(𝐷, 𝐻) and 𝐶(𝐷), and 𝐸𝐿𝐹 (𝐷𝐻𝐴), the value of ELF at the critical point between the basins 

𝑉(𝐷, 𝐻) and 𝑉(𝐴)[115, 117, 119]. 

𝐸𝐿𝐹(𝑟) =
1

1 + 𝜒 (𝑟)
 (62) 

 

𝜒 (𝑟) =
𝐷 (𝑟)

𝐷 (𝑟)
 (63) 

 

𝐷 (𝑟) = 𝜏 (𝑟) −
1

4

(∇𝜌 (𝑟))

𝜌 (𝑟)
 (64) 

 

𝐷 (𝑟) =
3

5
(6π ) 𝜌 (𝑟) (65) 
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The CVB index is negative for strong HBs and positive for weak HBs, having a good 

correlation with the binding energy of the interaction, 𝐷 − 𝐻 stretching frequencies and 

geometrical parameters[115, 117, 119]. Besides that, 𝐸𝐿𝐹 (𝐷𝐻𝐴) can be used as a descriptor 

of covalency and interaction strength as well[115, 117, 119]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

𝐼 = 𝐸𝐿𝐹 (𝐷𝐻) − 𝐸𝐿𝐹 (𝐷𝐻𝐴)  (66) 
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Chapter III 

Results and Discussion 
 

“The man who comes back through the Door in the Wall will never be quite the same as the 

man who went out. He will be wiser but less sure, happier but less self-satisfied, humbler in 

acknowledging his ignorance yet better equipped to understand the relationship of words to 

things, of systematic reasoning to the unfathomable mystery which it tries, forever vainly, to 

comprehend.” 

Aldous Huxley, Doors of Perception (1954) 
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1. Theoretical Models for Carbon Nanotubes 

 

As discussed in Chapter I, the essential parameters needed to define a CNT model are 

its chirality index (𝑛, 𝑚) and length, hence there are many conceivable systems available for 

study. Towards the choice of ideal SWCNT models for this study, the possible systems were 

initially analyzed according to a diameter criterion (4Å≤ d ≤ 8Å), defined considering the length 

of the carboxylic functionalization. This allowed to explore a finite list of SWCNT with different 

chirality indexes that could include the carboxylic functions spatially directed to the inside of 

the CNT. Concerning the later, in relation to the usual end-functionalization addressed in many 

other studies[53, 120-124], a sp3 𝐶 atom was added to link the carboxylic function and the 

SWCNT[125], so that the angle between the two is small enough to spatially position the 

groups for hydrogen bonding (Fig. 12a). 

The next step was to define the systems to study according to the arrangement of 

terminal 𝐶 atoms and their ability to harbor the functionalizations in a symmetrical manner, 

yielding SWCNT that could be bifunctionalized (Fig. 12b) and trifunctionalized (Fig. 12c).  

without distinction between the positions of the groups. As result, five types of chirality indexes 

were chosen to define the systems (6,0), (6,3), (8,0), (9,0) and (10,0) (Fig. 13). Notably all the 

chosen chiralities correspond to zig-zag CNTs, except the (6,3), which is classified as chiral. 

The (6,0), (8,0) and (10,0) models were found to be optimal for bifunctionalization, while the 

(6,3) and (9,0) for trifunctionalization (Table 1).  

(9,0) 

(8,0) 

Closed Conformation Opened Conformation 

Figure 12 – Representation of the a) carboxylic functionalizations; b) bifunctionalized CNT; c) trifunctionalized CNT. 

a) 

b) 

c) 
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Since the sigma bonds between the CNT and the sp3 𝐶 atom of the functionalizations 

have rotational freedom, two distinct conformations are hypothesized: i) a closed conformation, 

where the carboxyl groups are directed to the entrance of the CNT, interacting by HBs; ii) an 

opened conformation, where the carboxyl groups are rotated outwards, interacting with the 

solvent in a protonated or deprotonated state. In the protonated state, the functionalizations 

are predicted to oscillate between the open and closed conformations, the first being more 

energetically favorable by virtue of the intramolecular HBs present. Upon deprotonation, the 

carboxyl functions will display two equivalent oxygen atoms sharing a negative charge through 

resonance. Thus, it is envisioned that the functionalizations repel themselves and result in the 

rotation of the sigma bonds, positioning the carboxyl groups in the open conformation. 

Another parameter crucial for defining the models that had to be considered is the CNT 

length. In various other works, this choice is analyzed because it could affect the results 

obtained, and so a minimum length is required to avoid this. To evaluate the dependence of 

our results with the increasing length, three CNTs with different number of 𝐶 atoms were 

defined for each chirality.  

 

(n,m) Chirality Diameter (Å) 
Number of Terminal 

Carbons 
Number of 

Functionalizations 

(6,0) Zig-zag 4,67 6 2 

(6,3) Chiral 6,18 9 3 

(8,0) Zig-zag 6,23 8 2 

(9,0) Zig-zag 7,01 9 3 

(10,0) Zig-zag 7,78 10 2 

 

Table 1 – Characterization of SWCNT models. 

Figure 13 – Representation of the pristine CNTs considered in 

this study. 
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The representation and characterization of chosen systems is displayed in Fig. 13 and 

Table 1, respectively. All SWCNT were created with TubeGen Online 3.4 

(http://turin.nss.udel.edu/research/tubegenonline.html), and the functionalizations were added 

with Avogadro 1.2.0 Software[126]. All the dangling bonds present at the tips of the SWCNT 

were modelled as hydrogen atoms. The molecular representations were rendered with VMD 

1.9.3 Software [127], UCSF Chimera 1.13.1 Software[128] and QuteMol 0.4.1 Software [129]. 

 

2. Methodology Benchmarking 

 

Initially the different CNT systems were evaluated in terms of the energy difference 

between closed and open conformations, ∆ECONFORMATIONAL, applying  three different functionals 

(B3LYP, M06-2X and PBE0), three different SLDB approaches (3-21G/6-31G, 3-21G/6-

31+G(d) and 3-21G/6-31++G(d)) and considering three different CNT lengths (≈ 7, 9 and 11 

Å), in order to rationally define the calculation methods for posterior studies. In this study, the 

SLDB approach considered treats the functionalizations and the terminal 𝐶 and 𝐻 atoms with 

a bigger basis set while a smaller basis set is employed in the rest of the CNT atoms. The 

functional benchmarking was performed with the SLDB 3-21G/6-31+G(d) approach, the SLDB 

approach benchmarking with the M06-2X functional and the CNT length benchmarking with 

M06-2X/3-21G/6-31+G(d). All quantum mechanical calculations were carried out with 

Gaussian 09 Software[130].  

 

2.1 Functionals 

 

The benchmarking for the functionals reveals that M06-2X gives the overall highest 

energy differences between conformations (Table 2). PBE0 gives higher energetic differences 

relative to B3LYP. The energy values from the (6,0) and (6,3) CNTs are lower for all 

functionals, being positive for the (6,3) CNT when evaluated with B3LYP and PBE0. The (8,0) 

CNT gives energy values close to that of (10,0), except for the PBE0 functional which is higher. 

The (9,0) CNT shows the highest energy differences of all systems, except for PBE0 functional 

which is very close to that of the (8,0) CNT. 
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As the (6,0) and (6,3) CNTs have very small diameters and show low energetic 

variations between closed and open conformations, they were only utilized as a reference in 

the analysis of geometrical parameters and non-covalent interactions (Section 2). As B3LYP 

gave similar geometries[108], it was further used in geometry optimizations where M06-2X 

displayed difficulties to converge and was time consuming, namely the dihedral scans (Section 

3) and the drug release scans (Section 5). The M06-2X functional was evaluated as more 

reliable since the energy difference tendency is more coherent and because it is reported in 

the literature as a functional displaying higher performance when treating systems with 

hydrogen bonding and dispersion interactions[100, 102, 105]. Thus, it was employed in the 

non-covalent interactions analysis (Section 2), the acid dissociation constant calculations 

(Section 4) and to evaluate the scan structures given by B3LYP (Section 3 and 5).  

 

2.2 SLDB approaches 

 

Comparison of the larger basis sets shows higher energy differences for 3-21G/6-31G, 

while the 3-21G/6-31+G(d) and 3-21G/6-31++G(d) give similar values (Table 3). The 3-21G/6-

31+G(d) approach was chosen to accompany M06-2X in the sections mentioned above, and 

the geometry optimizations with B3LYP were performed with 3-21G/6-31G, as it is less time 

consuming and gives a reasonable approximation to the structures obtained with M06-2X/3-

21G/6-31+G(d).  

 

  ΔΕCONFORMATIONAL/kcal.mol-1 

(n,m) Number of Functionalizations B3LYP M06-2X PBE0 

(6,0) 2 -3.11 -6.16 -6.07 

(6,3) 3 6.64 -2.99 5.32 

(8,0) 2 -7.26 -12.10 -15.40 

(9,0) 3 -13.94 -17.36 -15.20 

(10,0) 2 -6.83 -13.13 -9.77 

 

Table 2 – Energetic gap of the conformational change against different functionals. 

 

 ΔΕCONFORMATIONAL/kcal.mol-1 

(n,m) 3-21G/6-31G 3-21G/6-31+G(d) 3-21G/6-31++G(d) 

(8,0) -21.58 -12.10 -12.99 

(9,0) -32.68 -17.36 -16.89 

(10,0) -21.29 -13.13 -13.62 

 

Table 3 – Energetic gap of the conformational change with M06-2X functional against different basis sets. 
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2.3 Nanotube Length 

 

The assessment of the length parameter demonstrates that there isn’t a critical energy 

change for shorter or longer nanotubes, and thus the systems of length ≈9 Å were considered 

to provide an adequate approximation for the rest of the study (Table 4). Although the shorter 

nanotubes ≈7 Å gave similar results while having less atoms, the convergence to a minimum 

energy geometry carried the same difficulties as the other systems and similar calculation time. 

For further validation, the CNT 𝐶 − 𝐶 length and 𝐶 − 𝐶 − 𝐶 angle average values were 

calculated for the functionalized CNTs and compared to the values obtained for the pristine 

CNTs optimized with the same method, and the later were further compared to a literature 

reference. The parameters for the pristine CNTs do not present relevant variations relative to 

the reference (below 0.5%), and the parameters for the functionalized CNTs also do not 

significant differences (Appendix 1). 

 

 

 

 

 

 

 

 

(n,m) Number of Carbon Atoms Lenght/Å ΔΕCONFORMATIONAL /kcal.mol-1 

(8,0) 

64 7.26 -12.60 

80 9.28 -12.10 

96 11.75 -12.30 

(9,0) 

72 7.12 -16.99 

90 9.26 -17.36 

108 11.37 -17.50 

(10,0) 

80 7.11 -13.97 

100 9.05 -13.13 

120 11.36 -13.52 

 

Table 4 – Energetic gap of the conformational change with M06-2X functional against different nanotube lengths. 
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3. Non-Covalent Interactions Analysis 

 

The non-covalent interactions present at the tips of the CNTs were characterized via 

geometrical parameters and topology analyses[131], such as QTAIM, NCI, ELF and 

electrostatic potential quantification, using the geometries optimized with M06-2X/3-21G/6-

31+G(d). The analyses on the wave functions obtained were carried out with Multiwfn 3.6 

Software[132, 133]. 

 

3.1 Geometrical Parameters 

 

The bond lengths and angles for each HB are reported in Table 5 and Fig. 14, while all 

parameters relating to the functionalizations are reported in Appendixes 2 and 3. The 𝐻 ⋯ 𝑂 

length is shorter and the covalent 𝑂 − 𝐻 bond is longer for the (8,0) and (10,0) CNTs, which 

implies that these may be the stronger HB interactions of all systems, although recognizing 

that in some cases the distance criteria may not be enough for this distinction. Consequently, 

there is a red-shift of the 𝑂 − 𝐻 stretching frequency relative to the opened conformation 

(Appendix 4) that is also bigger for the (8,0) and (10,0) CNTs. Additionally, the 𝐶 = 𝑂 and 𝐶 −

𝑂𝐻 lengths are increased and decreased, respectively, for the (8,0) and (10,0) CNTs in relation 

to the other nanotubes. The (6,3) and (9,0) trifunctionalized CNTs display different lengths for 

each HB, whereas the (6,0), (8,0) and (10,0) bi-functionalized CNTs tend to be more 

symmetrical. 

The 𝐷 − 𝐻 − 𝐴 angle is very close to the ideality (180º) for the (10,0) CNT, as the 

participating atoms are almost positioned in the same plane. This angle decreases for the (8,0) 

and (6,0) CNTs due to a misalignment of the HBs relative to (10,0). The (6,3) 𝐷 − 𝐻 − 𝐴 angle 

is lower than that of (9,0), while the later presents some variation between the different HBs. 

The 𝐴’ − 𝐴 − 𝐷 and 𝐴’ − 𝐴 − 𝐻 angles are increased for these CNTs, as the directionality of 

the HBs is considerably distorted, in contrast with the other CNTs where the two angles remain 

below 140º. 
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(n,m) ∆Diameter/Å 

(6,0) 0.12 

(6,3) 0.22 

(8,0) -0.08 

(9,0) 0.06 

(10,0) -0.61 

 

Table 6 – Diameter variation relative to pristine nanotube. 
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Figure 14 – Bond angles of the hydrogen bonds. 

 

   Lenght/Å 

(n,m) Hydrogen Bond F H⋯O O−H C=O C−OH 

(6,0) 
O80−H83⋯O82 F1 1.942 0.982 1.218 1.331 

O79−H81⋯O84 F2 1.942 0.982 1.218 1.331 

(6,3) 

O94−H105⋯O108 F1 2.123 0.978 1.210 1.339 

O98−H103⋯O106 F2 2.124 0.978 1.210 1.339 

O102−H107⋯O104 F3 2.126 0.978 1.210 1.340 

(8,0) 
O100−H107⋯O106 F1 1.757 0.993 1.223 1.323 

O104−H105⋯O108 F2 1.757 0.993 1.223 1.323 

(9,0) 

O116−H121⋯O123 F1 1.816 0.980 1.214 1.334 

O118−H124⋯O120 F2 1.871 0.986 1.213 1.325 

O112−H119⋯O122 F3 1.937 0.983 1.219 1.325 

(10,0) 
O132−H129⋯O128 F1 1.758 0.995 1.224 1.323 

O130−H131⋯O127 F2 1.758 0.995 1.224 1.323 

 

Table 5 – Bond lengths of the functionalizations and respective hydrogen bonds in the closed conformation. 
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The energetic differences calculated here are greatly influenced by the intramolecular 

HBs, having a stabilizing role in the total energy. Note that there is also dependency on the 

variation of the CNT diameter (Table 6) and other geometrical parameters related to the 

functionalizations, that might introduce some energetically unfavorable strain effects. Because 

the (6,0) CNT has a small diameter, the two functionalizations are too close to position the 

hydrogen bonding groups properly, leading to axial deformation[134] of the tip that slightly 

increases the tip diameter of the (6,0) CNT. The (8,0) CNT allows for a better spatial 

arrangement of the groups, as result there is a small diameter decrease. The (10,0) CNT has 

the biggest diameter, as consequence it harbors a near linear HB system that induces the 

largest diameter decrease.  

The trifunctionalized CNTs experience a diameter increase, because they carry a 

higher degree of tip saturation, which promotes steric clashes. The HBs also influence the 𝐶 −

𝐶𝐻 − 𝐶 angle and related dihedrals, imposing geometries distorted from ideality that may be 

energetically unfavorable, but are compensated by the stabilization that the non-covalent 

interactions promote. 

 

3.2 Quantum Theory of Atoms in Molecules 

 

The QTAIM topology analysis displays BCPs at every HB expected, and these were 

characterized with density-dependent functions (Table 7). The BCPs with higher ED and 

∇ 𝜌(𝑟) values correspond to the HBs from the (8,0) and (10,0) CNTs, followed by the 

asymmetrical HBs from the (9,0) CNT. The (6,3) CNT appears to exhibit the weakest HBs. The 

𝑉(𝑟) and 𝐺(𝑟) values follow the same tendency expressed by the ED and ∇ 𝜌(𝑟) functions, 

reaching the highest values for the (8,0) and (10,0) CNTs, where 2𝐺(𝑟) > |𝑉(𝑟)| > 𝐺(𝑟). 

Subsequently, 𝐻(𝑟) is negative while ∇ 𝜌(𝑟) is positive.  For the other CNTs |𝑉(𝑟)| < 𝐺(𝑟), 

therefore 𝐻(𝑟) is positive. 

This analysis suggests that the HBS belonging to the (8,0) and (10,0) systems have a 

great accumulation of ED at the BCP, where ∇ 𝜌(𝑟) > 0 and 𝐻(𝑟) < 0, being consistent with 

partially covalent strong HBs promoted by the larger electron delocalization contribution. The 

HBs present in the other systems, however, exhibit ∇ 𝜌(𝑟) > 0 and 𝐻(𝑟) > 0 and can be 

characterized as medium to weak HBs and having a larger electrostatic contribution. As 

mentioned, the energetic differences between conformations are influenced by factors other 

than the HBs, hence these can’t be used as estimates of the HB energies. Nonetheless, the 

energetic difference for the (10,0) CNT is slightly greater than that of the (8,0) CNT and must 
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account for the energetically unfavorable axial deformation that accompanies the HBs, so one 

can conjecture that the HBs of the (10,0) CNT might be somewhat stronger. This can be 

corroborated by the 𝐻(𝑟) value being slightly more negative for the (10,0) CNT. Other BCPs 

appear in all systems between the terminal 𝐶 − 𝐻 and 𝑂 atoms (Appendix 5), some interactions 

showing relatively high EDs that may aid in stabilizing the HBs between functionalizations. 

 

3.3 Non-covalent Interactions Index 

 

The NCI index plot is found in Figs. 15 and 16, along with the isosurface representation 

of the spatial regions with low 𝑠(𝑟) and ED, and the information about the HB peaks is depicted 

in Table 8. The peaks in the blue region of the plots correspond to the HBs and are represented 

with a dark blue disc. For the symmetrical systems these peaks overlap because the same ED 

value is shared, and for the asymmetrical systems they appear at different 𝑠𝑖𝑔𝑛(𝜆2)𝜌(𝑟) 

values. The HBs between 𝐶 − 𝐻 and 𝑂 correspond to the peaks that appear in the blue-green 

transition region and are represented, in the right-hand side of Figs. 15 and 16, as light blue 

isosurfaces where van der Waals and steric interactions also appear. Between the 𝑂 − 𝐻 and 

the lateral terminal 𝐻 appears a green isosurface that matches van der Waals interactions, 

and at the center of the CNT rings a red isosurface that are ascribed to steric effects. Other 

interactions present include repulsive interactions between the functionalization 𝐶 atoms and 

the CNT terminal 𝐻 atoms, coincident with RCPs, van der Waals interactions at the HBs 

contacts center, corresponding to RCPs, and attractive interaction between the 𝐻 atoms from 

the −𝐶𝐻 − group and the CNT terminal hydrogens, matching BCPs. 

 

(n,m) Hydrogen Bond BCP ρ(r) ∇2ρ(r) V(r) G(r) H(r) 

(6,0) 
O80-H83…O82 187 0.0251 0.0938 -0.0225 0.0230 0.0005 

O79-H81…O84 176 0.0251 0.0938 -0.0225 0.0230 0.0005 

(6,3) 

O94-H105…O108 250 0.0165 0.0692 -0.0145 0.0159 0.0014 

O98-H103…O106 223 0.0165 0.0690 -0.0144 0.0158 0.0014 

O102-H07…O104 180 0.0164 0.0688 -0.0144 0.0158 0.0014 

(8,0) 
O100-H107…O106 193 0.0378 0.1318 -0.0336 0.0333 -0.0003 

O104-H105…O108 182 0.0378 0.1317 -0.0336 0.0333 -0.0003 

(9,0) 

O116-H121…O123 177 0.0262 0.1088 -0.0240 0.0256 0.0016 

O118-H124…O120 246 0.0302 0.1247 -0.0280 0.0296 0.0016 

O112-H119…O122 241 0.0232 0.0969 -0.0212 0.0227 0.0015 

(10,0) 
O132-H129…O128 211 0.0377 0.1272 -0.0330 0.0324 -0.0006 

O130-H131…O127 262 0.0377 0.1272 -0.0330 0.0324 -0.0006 

 

Table 7 – QTAIM parameters at the BCP associated with the respective hydrogen bond in the closed conformation. 
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Figure 15 – NCI plots and reduced density gradient s(r) isosurface representation of the (6,3) and (9,0) systems in the closed 

conformation. The colors blue, green and red characterize the interaction as attractive (hydrogen bonding), weak (van der 

Waals) and repulsive (steric clashes). 
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(n,m) Hydrogen Bond BCP s(r) sign(λ2)ρ(r) 

(6,0) 
O80-H83…O82 187 0.345 -0.033 

O79-H81…O84 176 0.345 -0.033 

(6,3) 

O94-H105…O108 250 0.357 -0.023 

O98-H103…O106 223 0.359 -0.023 

O102-H07…O104 180 0.359 -0.023 

(8,0) 
O100-H107…O106 193 0.323 -0.047 

O104-H105…O108 182 0.323 -0.047 

(9,0) 

O116-H121…O123 177 0.308 -0.037 

O118-H124…O120 246 0.296 -0.041 

O112-H119…O122 241 0.313 -0.032 

(10,0) 
O132-H129…O128 211 0.340 -0.047 

O130-H131…O127 262 0.340 -0.047 

 

Table 8 – NCI parameters at the BCP associated with the respective hydrogen bond in the closed conformation. 
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Figure 16 – NCI plots and reduced density gradient s(r) isosurface representation of the (6,0), (8,0) and (10,0) systems in 

the closed conformation. The colors blue, green and red characterize the interaction as attractive (hydrogen bonding), weak 

(van der Waals) and repulsive (steric clashes). 
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3.4 Electron Localization Function 

 

At the BCPs, the ELF has higher values for the (8,0) and (10,0) CNTs that yield negative 

CVB indexes (Table 9, Figs. 17 and 18). The other CNTs have lower ELF values and positive 

CVB indexes, with the (6,3) CNT bearing the lowest ELF and highest CVB index. In agreement 

with the ED, ∇ 𝜌(𝑟) and 𝐻(𝑟) parameters, the proposed classification of the (8,0) and (10,0) 

HBs as stronger and partially covalent is reinforced, since the results suggest that they are 

dominated by electron delocalization. The other CNTs show a lower degree of delocalization, 

concomitant with electrostatic contribution dominance and weaker HBs. These findings also 

go in line with the hypothesis that the (10,0) HBs may be described, to a slight extent, by a 

larger delocalization energy, as both ELF and CVB index present some difference.  

 

(n,m) Hydrogen Bond ELF(r) CVB Index 

(6,0) 
O80-H83…O82 0.067 0.025 

O79-H81…O84 0.067 0.025 

(6,3) 

O94-H105…O108 0.036 0.053 

O98-H103…O106 0.036 0.053 

O102-H07…O104 0.036 0.053 

(8,0) 
O100-H107…O106 0.119 -0.024 

O104-H105…O108 0.119 -0.024 

(9,0) 

O116-H121…O123 0.063 0.018 

O118-H124…O120 0.075 0.029 

O112-H119…O122 0.054 0.037 

(10,0) 
O132-H129…O128 0.123 -0.028 

O130-H131…O127 0.123 -0.028 

 

Table 9 – ELF value at the BCP and CVB index associated with the respective hydrogen bond in the closed conformation. 

(6,0) (8,0) (10,0) 

Figure 17 – ELF plane plots of the (6,0), (8,0) and (10,0) systems in the closed conformation. 
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3.5 Quantitative Analysis of Electrostatic Potential 

 

For the (6,0) CNT, the electrostatic potential has higher maxima at H regions than the 

other bifunctionalized CNT, and the (8,0) CNT presents the lowest maxima (Table 10 and Fig. 

19). The electrostatic potential at the D region is similar for the (6,0) and (8,0) CNTs, but less 

negative for the (10,0) CNT. Acceptor regions have greater minima values of the 

bifunctionalized CNTs for (8,0) and the smaller for (10,0). Additional extrema appear in the 

(10,0) CNT, presenting two maxima of similar values associated with the H region. For the 

(6,3) and (9,0) CNTs, a minimum is displayed at the center of each HB network. The 

−𝐶𝐻 −groups and terminal H atoms also display maxima, the latter being absent in the (6,3) 

and (9,0) CNTs. 

The high electrostatic potential for the H region of the (6,0) weak HBs suggests that 

there is a low accumulation of charge, while the 𝑂 atoms retain most of the ED. The increase 

in HB directionality in the (8,0) CNT results in a drastic reduction of the electrostatic potential 

in the 𝐻 region and a minor decrease of the electrostatic potential at the 𝐴 minima, which may 

lead to a weaker electrostatic interaction. This effect is more efficient in the (10,0) CNT, where 

the lower concentration of charge in the 𝐷 and 𝐴 regions generates higher minima, and the 

electrons are withdrawn to the 𝐻 region. Consequently, the electrostatic component should be 

even lower in the (10,0) CNT.  

The bond directionality is more perturbed for other CNTs, sharing a great increase of 

electrostatic potential in the 𝐻 region, concomitant with a lower charge distribution in the 𝐷 and 

𝐴 regions. Considering the charge distribution, these CNTs might have a greater electrostatic 

contribution and present weaker HBs. As mentioned before, the HBs from the (9,0) CNT 

(9,0) (6,3) 

Figure 18 – ELF plane plots of the (6,3) and (9,0) systems in the closed conformation. 
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appear to have distinct characteristics, being confirmed by the difference between electrostatic 

values among 𝐷, 𝐻 and 𝐴 regions. The (6,3), (9,0) and (10,0) CNTs present more charge 

depletion in the −𝐶𝐻 − and terminal 𝐻 atom regions, which could result from higher 𝐻 

saturation brought by the increasing diameter and changing CNT chirality, as well from the 

introduced functionalizations. The two maxima associated with each 𝐻 of the (10,0) CNT seem 

to be related with a secondary accumulation of ED from the 𝐴 regions at the midpoint between 

the H regions, that may play a secondary role in electrostatic stabilization. For the (6,3) and 

(9,0) CNTs this is aggravated, originating extremum at the center of the tip where part of the 

charge from the 𝐴 region is aggregated. 

 

 

 

 

 

 ESP/kcal.mol-1 

Extremum (6,0) (6,3) (8,0) (9,0) (10,0) 

1 37.41 (H) 45.14 (H) 17.73 40.85 (H) 20.69 

2 37.23 (H) 45.10 (H) 17.71 37.44 (H) 20.66 

3 21.20 44.90 (H) 17.11 (H) 33.19 19.43 

4 21.19 24.88 17.07 (H) 32.50 (H) 19.43 

5 16.43 24.83 13.36 32.30 18.25 

6 16.43 24.77 13.35 28.77 18.24 

7 15.61 22.22 13.34 22.39 14.66 

8 15.61 22.13 13.33 22.37 14.65 

9 6.02 22.05 7.35 20.03 12.05 (H) 

10 6.02 17.75 7.34 17.70 11.97 (H) 

11 -16.64 (D) 17.73 -16.67 (D) 17.20 11.87 (H) 

12 -16.65 (D) 17.72 -16.68 (D) 16.91 11.85 (H) 

13 -17.97 (A) -6.15 -19.72 (A) 13.19 -10.61 (D) 

14 -17.99 (A) -6.20 (A) -19.73 (A) 3.73 (A) -10.66 (D) 

15 

 

-6.23 (A) 

 

0.20 (A) -15.68 (A) 

16 -6.41 (A) -3.21 -15.71 (A) 

17 -14.39 (D) -7.01 (D) 

 
18 -14.42 (D) -8.65 (A) 

19 -14.47 (D) -12.17 (D) 

20  -17.39 (D) 

 

Table 10 – ESP value at the extrema indicated for each system. 
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 Figure 19 – Representation of the electrostatic potential map on the electron density isosurface (isovalue=0.001) and the 

ESP extrema for each system. 
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4. Conformational energetics 

 

To get a grasp on the energetics of the conformational changes, bidimensional relaxed 

scans along the functionalizations dihedrals were carried out for the (8,0) and (10,0) CNTs 

(Appendix 6). For faster calculations, all atoms in the CNT except the terminal ring layer and 

the functionalizations were frozen. For the (9,0) system a unidimensional scan was performed 

for one dihedral, and bidimensional scans for the other dihedrals were produced using the 

resultant conformations of the unidimensional scan. Minimum energy paths corresponding to 

two different modes of rotation, successive and simultaneous, were traced along the potential 

energy surfaces, and single point energy calculations were carried out with the M06-2X 

functional to obtain the total energy of the local maxima and minima in the gas phase and with 

the solvation model (Table 11, Figs. 20, 21 and 22). The simultaneous mode of rotation 

constitutes a single step dihedral rotation to the opened conformation, while the successive 

mode represents a two or three step process. 

The CNTs achieve local energy maxima when the functionalizations are positioned 

directly above the nanotube circumference and minima when the dihedral rotation is 

completed. The scans exhibit a single maximum for the simultaneous mode of rotation, that is 

energetically higher than the maxima for the successive mode of rotation in all CNTs. The 2-1 

successive mode of rotation of the (9,0) CNT, where two dihedrals rotate at the same time and 

the third dihedral completes its rotation afterwards, has a first energetic barrier comparable to 

that of the simultaneous rotation, however still smaller.  The successive mode of rotation gives 

rise to conformations that correspond to the local maxima individually characterized by lower 

energy change relative to the close conformation.  

The different modes of rotation give similar total energetic barriers in all systems for 

both gas phase and solvation model, around 47 kcal.mol-1 in the gas phase and 44 kcal.mol-1 

with solvation model for the (9,0) CNT, 40 kcal.mol-1 in the gas phase and 29 kcal.mol-1 with 

solvation model for the (10,0) CNT, finally the (8,0) CNT with 30 kcal.mol-1 in gas phase and 

21 kcal.mol-1 with solvation model. The solvation model gives lower energetic barriers and 

decreases the energy of the opened conformation to a value near that of the closed 

conformation in all CNTs.  



72 FCUP 
A DTF study on Carbon Nanotube Functionalization 

 

 

  The increase in total energy at each maximum can be attributed to short range 

repulsive interactions arising between 𝐶 and 𝐻 atoms of the functionalizations and terminal 

𝐻 atoms of the CNTs, culminating in a notorious increase in total energy when more than one 

functionalizations are in this conformation. The high energetic barrier of the simultaneous 

dihedral rotation in the (9,0) CNT is a direct consequence of this, as the three functionalizations 

are experiencing repulsive forces. At the maxima, the functionalizations might be still 

interacting with one another, causing a decrease in energy.  

The solvation model can lower the energetic barriers of the CNTs because it accounts 

for polarization, dispersion and HB interactions with the solvent that compensate the rupture 

of the non-covalent interactions and lack of intermolecular interactions in the gas phase. This 

also ensues the stabilization of the opened conformation that balances the total energies of 

the gas phase to produce low energy differences between opened and closed conformations. 
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Figure 20 – Gas phase energy of the local maxima and minima relative to the closed conformation of the (8,0) system, 

according to different modes of dihedral rotation (successive and simultaneous) and representation of the respective 

conformations. 
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Figure 21 – Gas phase energy of the local maxima and minima relative to the closed conformation of the (10,0) system, 

according to different modes of dihedral rotation (successive and simultaneous) and representation of the respective 

conformations. 
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It is possible that the successive mode of rotation is kinetically more favorable, as the 

molecules go through lower energy barriers and can get held in the minima until they receive 

the energy necessary to continue dihedral rotation. The achieving of the higher energy states 

present in the simultaneous dihedral rotations may be limited by the available energy, and thus 

less probable to occur than the other processes.  
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Figure 22 – Gas phase energy of the local maxima and minima relative to the closed conformation of the (9,0) system, 

according to different modes of dihedral rotation (successive and simultaneous) and representation of the respective 

conformations. 
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(n,m) Conformational Change ∆EM06-2X/kcal.mol-1 ∆EM06-2X Solvation/kcal.mol-1 

(8,0) 

Closed→A 20.20 14.47 

A→B -3.66 -9.40 

B→C 10.13 8.30 

C→Opened -14.58 -13.93 

Closed→A' 33.30 20.73 

A'→Opened -21.20 -21.29 

Closed→Opened 12.10 -0.56 

(10,0) 

Closed→A 29.46 25.22 

A→B -7.70 -11.93 

B→C 10.37 7.42 

C→Opened -18.99 -18.94 

Closed→A' 39.59 29.27 

A'→Opened -26.45 -27.50 

Closed→Opened 13.13 1.78 

(9,0) 

Closed→A 15.59 20.59 

A→B -7.07 -8.72 

B→C 20.93 14.61 

C→D -7.05 -7.86 

D→E 10.91 9.34 

E→Opened -15.95 -25.29 

Closed→A' 38.20 37.62 

A'→B' -14.17 -16.57 

B'→C' 8.93 6.25 

C'→Opened -15.60 -24.63 

Closed→A'' 47.91 45.89 

A''→Opened -30.55 -43.21 

Closed→Opened 17.36 2.67 

 

Table 11 – Energy variation evaluated by M06-2X and M06-2X with SMD solvation model upon conformational change of the 

systems (8,0), (9,0) and (10,0). 
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5. Acid Dissociation Constant (pKa) 

 

To calculate the acid dissociation constant associated with each deprotonation, 

geometry optimizations were executed for each deprotonated state, and the pKa was computed 

from the direct cycle as described in Chapter II. The initial deprotonation reactions stabilize the 

closed conformation, then the deprotonation of all functionalizations prompts a conformational 

change from closed to opened (Figs. 23 and 24). The pKa1 value is very low for all CNTs, while 

the pKa2 is 3-5 units higher, reaching 7.58 for the (10,0) CNT and values around 6 for the (8,0) 

and (9,0) CNTs. The pKa3 of the (9,0) CNT is comparable to the pKa2 of the (10,0) CNT (Table 

12). 

The first deprotonation leaves the remaining carboxylic acids establishing HBs with the 

charged carboxylate groups. These interactions are expected to be very strong and are 

generally classified as charge-assisted HBs. The increase in energy brought by the 

deprotonation reactions is stabilized when charge-assisted interactions are present, leading to 

low pKa1 values. The next deprotonation drives a conformational change for the (8,0) and (10,0) 

nanotubes, due to repulsive interactions between the charged groups, and gives rise to a high 

energy state that increases the pKa2 value. The last deprotonated state of (10,0) CNTs seems 

to be energetically less stable relative to the (8,0) CNT, as it gives a pKa2 value more than 1 

unit higher. The lowest pka2 value belongs to the (9,0) CNT, since the second deprotonated 

state is still stabilized by a charge-assisted HB. The third deprotonation of the (9,0) CNT leads 

to a conformational change, and a concomitant total energy increase caused by three 

negatively charged groups, that gives a pKa3 value slightly lower than the highest. 

 

 

 

 (n,m) 

pKan (8,0) (9,0) (10,0) 

pKa1 2.68 3.03 2.70 

pKa2 6.38 5.89 7.58 

pKa3 - 7.10 - 

 

Table 12 – Acid dissociation constant (pKa) values for each successive deprotonation from the closed conformation. 
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Figure 23 – Representation of the deprotonation optimized geometries obtained with the solvation model and M06-2X 

functional for the (8,0) and (10,0) systems. 
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Figure 24 – Representation of the deprotonation optimized geometries obtained with the solvation model and M06-2X functional 

for the (9,0) system. 
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6. Drug Release Scan 

 

A relaxed scan was produced for the release of fluorouracil, a heterocyclic aromatic 

drug molecule, in both conformations of the (10,0) CNT, initially being encapsulated and then 

following a linear trajectory along 14 Å to the outside, in successive steps of 1 Å (Figs. 25, 26 

and 27). The energy changes follow similar trends for both conformations, except for the 

geometries of the closed conformation at 5 Å and 11 Å, which appear to be potential energy 

barriers that coincide with the rupture of the intramolecular HBs and passage of both halves of 

the drug molecule. In the opened conformation, the functionalizations do not interact with the 

drug molecule, thus there are no energetic barriers holding back diffusion. The solvent model 

brings an overall stabilization to the CNTs and the energetic barriers are lowered. 

In the first steps of scans, the drug molecule is inside the CNT where it experiences 

dispersion interactions with the nanotube walls, such as π-effects. For the closed 

conformation, the drug reaches a distance where it starts to exert repulsive interactions with 

the functionalizations, promoting HB rupture and increasing the distance between 

functionalizations. Along the passage of the drug in the terminal region of the CNT, the 𝑂𝐻 

groups in the functionalizations can show attractive interactions with the electron dense 

moieties of the drug molecule that might stabilize the energy, as there is presence of 

electronegative atoms (𝑁, 𝑂 and 𝐹) and π-bonds.  

The potential energy barriers arising at 5 Å and 11 Å can be attributed to the movement 

of two different portions of the drug molecule along the terminal region, the first having a ketone 

group and a 𝐹 atom, and the second having another ketone group and 𝑁 atoms that are 

inserted in the cyclic ring. The first region has chemical groups capable of having stronger 

interactions with the functionalizations, due to high electronegativity, and the 𝐹 atom has a 

smaller size that could minimize short-range repulsion, leading to a lower energetic barrier. 

The second region also has a ketone group, but the less electronegative and bigger sized 𝑁 

atoms might provide weaker attractive interactions and an increase in repulsion, that elevates 

the total energy of the CNT. At 12 Å, the drug molecule is no longer between the 

functionalization groups, and these can regenerate the intramolecular HBs, having a stabilizing 

effect on the energy of the CNT.  

In the opened conformation, the drug and CNT only interact via dispersion forces, 

resulting in a smoother energy curve. With the solvent model the energetic tendency is similar, 

but there is an overall stabilization and lowering of the energetic barriers that can be attributed 
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to stabilizing contributions between the solvent and the drug molecule or the functionalizations. 

The large energy difference observed in the drug release process may be due to the use of a 

smaller basis set in the nanotube 𝐶 atoms, nevertheless, the interactions between drug and 

functionalizations are treated with the 6-31+g(d) basis set. Another factor that can have an 

effect in the total energy is the basis set superposition error, which is not accounted for. 
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Figure 25 – Energy variation from the drug release scan in the gas phase for both conformations. 

Figure 26 – Energy variation from the drug release scan with solvent model for both conformations. 
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Figure 27 – Superposition of the optimized geometries from the drug release scans. 
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7. Concluding Remarks 

 

Drug delivery system formulations present the advantages of reducing unwanted side 

effects and longer circulation times of drug molecules, promoting higher efficiency and safety 

in treatments of innumerous pathological conditions. The design of such systems obeys some 

required characteristics such as biocompatibility, protection from degradation enzymes, 

molecular targeting and controlled release[135, 136]. In this context, several structures that 

promote a solvent excluded area where drug molecules are encapsulated have been 

reported[137-140], many including moieties that form molecular recognition sites 

complementary to some specific cellular site or stimuli sensitive conformational changes that 

allow for the cargo release. The functionalized CNTs reported here directly address the 

controlled release topic, as the systems display a pH-sensitive conformational alteration that 

enable the diffusion of the cargo to the solvent. Furthermore, the assembly of supramolecular 

nanostructures that uses several molecules as building blocks may increase the appreciated 

qualities in the drug delivery process[141, 142].  

The intramolecular HBs between functionalizations have an essential role in these 

CNTs, as they stabilize the system in the closed conformation. The chirality, diameter and 

number of functionalization parameters define systems having HBs with different 

characteristics, despite having the same 𝐷, 𝐻 and 𝐴 atoms. The strongest HBs were found for 

the (8,0) and (10,0) CNTs and share some similarity in terms of geometrical parameters and 

energy components. Nonetheless, a small difference can be spotted between the energy 

component, that arises from an increase in hydrogen bond linearity for the (10,0) CNT. As 

consequence, the QTAIM and ELF analyses suggest a higher electron delocalization 

contribution for the (10,0) CNT that is generally correlated with stronger HBs. The ESP 

quantitative analysis on the molecular surface indicates that the electrostatic contribution is 

higher for the (8,0) CNT, which can be interpreted as decrease in HB strength relative to the 

(10,0) CNT.  

Additionally, the results point to interactions between HBs arising from secondary 

polarization phenomena, and the presence of weaker HBs to the oxygen atoms that may aid 

in stabilizing the systems[143, 144]. In the (10,0) CNT, charges are more evenly distributed 

along the HB path, reflecting the higher degree of delocalization, and there is higher ED 

accumulation at the middle of the carboxylic groups that may have a role in stabilizing the 

electrostatic interactions of the system. In the (6,0) and (8,0) CNTs, the loss of linearity 
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attenuates this effect and contributes to an increase in electrostatic energy contribution. As 

result of the symmetric character of these systems it is possible to consider the classification 

of low-barrier HBs, especially for the (8,0) and (10,0) CNTs, since the pKa of the 𝐷 and 𝐴 atoms 

should be similar, thus giving the same stability for the proton when covalently bound to the 𝐷 

or 𝐴 atom and a low energetic barrier for proton trade between functionalizations that increases 

the strength of interaction. In contrast, the trifunctionalized CNTs present HB networks that are 

composed by weaker interactions, mostly characterized by a lack of linearity and large 

electrostatic contribution relative to the delocalization energy. 

Although there are significant energy differences between the opened and closed 

conformations in the gas phase, the solvation model allows for an energetic stabilization of the 

functionalizations in the opened conformation that decreases the energy differences to a few 

kilocalories. As consequence of the similar stability, both conformations might be equally 

probable in solution[145], in contrast with the higher stability expected in the gas phase. 

Nevertheless, the energetic barriers associated with conformational change might be high 

enough to keep the functionalizations in either conformation, and could be increased by the 

introduction of bulky groups in 𝐶𝐻 . Additionally, the inclusion of CNTs in a hydrophobic 

medium might favor the stability of the closed conformation.  

The pKa values calculated revealed that the deprotonations are favored at distant pH 

values, nonetheless the conformational change only happens upon the last deprotonation. 

Considering the applicability in drug-delivery, this might be advantageous since cancer cells 

have been shown to create a pH gradient characterized by an acidic extracellular medium and 

an alkaline cytoplasm, that could act as trigger to drug-release[146]. Indeed, the second pKa2 

of the (10,0) CNT fits the intracellular pH range of cancer cells (pHi ≈ 7.3 - 7.6), while the pKa1 

is severely low relative to the pH of the extracellular medium (pHe ≈ 6.8 – 7.0)[146]. In this 

sense, the first deprotonated state should be more favorable in the extracellular medium and 

the second more favorable in the cytoplasm, resulting in conformational change upon 

entrance. However, the pH of biological fluids tends to be neutral, close to the pKa2 of the 

functionalized CNTs, which could induce an unwanted conformational exchange. This can be 

surpassed by the inclusion of the CNTs in a vehicle structure that excludes the solvent.  

The relaxed scan performed for the release of fluorouracil, a small drug molecule 

analogous to the nucleotide uracil that is used in chemotherapy for breast, rectal, colon and 

stomach cancer, among others, demonstrated that the release of encapsulated cargo is 

unfavorable for the closed conformation of the CNT. The encapsulated molecules must 

provoke the rupture of the HBs between conformations and display short-range repulsive 

interactions with the functionalizations, making the process energetically costly relative to the 
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release from the opened conformation. An important factor is the presence of electronegative 

groups, because they exhibit interactions with the functionalizations that counterbalance the 

repulsive forces, and the van der Waals radius also plays a role, as smaller atoms may promote 

lower repulsive forces and decrease the geometry distortion of the functionalizations. Hence, 

the increase in polar groups or electronegative atoms in encapsulated drug molecules may be 

translated to lower energetic barriers and a greater probability for the drug release phenomena 

in closed conformation. The use of nonpolar molecules can lead to an increase in the energetic 

barrier, as they are not capable of establishing attractive interactions to compensate the HB 

rupture. 

The pKa characteristics of the CNTs imply that they should be incorporated in a solvent 

excluded vehicle for blood circulation, such as a large surfactant vesicle with an internal acidic 

pH, to keep the drug molecules incapsulated. Covalent functionalization on the sidewall with 

molecular recognition sites could direct the CNTs to the membrane of cancer cells where they 

are readily incorporated[52]. Such drug-delivery system could have the advantages of 

increasing the bioavailability, specificity and efficiency of chemotherapeutics such as 

fluorouracil. The pH-sensitive nanochannels can have further applications other than 

biological, such as the use in water purification or separation of gases[125, 147-150], and the 

removal of reagents/products in catalysis[151]. 
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Appendixes 
 

 

  𝑪 − 𝑪 Bond Lenght 

(n,m) System Type Mean/Å Standard Deviation Relative Error (%)1 Reference/Å2 

(6,0) 

Pristine 1.429 0.007 0.07 1.430 

Closed 1.432 0.006 0.22  

Open 1.432 0.006 0.21  

(6,3) 

Pristine 1.419 0.024 - - 

Closed 1.420 0.025 0.09  
Open 1.420 0.025 0.09 

(8,0) 

Pristine 1.424 0.009 0.23 1.427 

Closed 1.424 0.008 0.00  
Open 1.424 0.009 0.00 

(9,0) 

Pristine 1.422 0.009 0.39 1.428 

Closed 1.422 0.008 0.01  
Open 1.422 0.008 0.06 

(10,0) 

Pristine 1.421 0.009 0.40 1.427 

Closed 1.421 0.009 0.03  
Open 1.421 0.009 0.02 

 

  𝑪 − 𝑪 − 𝑪 Angle 

(n,m) Conformation Mean/° Standard Deviation Relative Error (%)1 Reference/°2 

(6,0) 

- 117.32 2.37 0.34 116.93 

Closed 118.03 2.71 0.60  

Open 117.91 2.40 0.50  

(6,3) 

- 118.64 1.28   

Closed 118.62 2.10 0.01  

Open 118.68 2.12 0.03  

(8,0) 

- 118.16 1.37 0.03 118.20 

Closed 118.16 1.44 0.00  

Open 118.17 1.39 0.01  

(9,0) 

- 118.65 1.00 0.08 118.56 

Closed 118.74 1.45 0.07  

Open 118.63 1.40 0.04  

(10,0) 

- 118.61 1.39 0.03 118.85 

Closed 118.75 0.97 0.12  

Open 118.77 1.10 0.10  

 

 

Appendix 1 – Carbon nanotube bond length and angle parameters. 

1Relative error between pristine systems and a reference and functionalized systems and pristine. 
2Kupka T, Stachów M, Stobiński L, Kaminský J. Calculation of Raman parameters of real-size zigzag (n, 0) single-walled 

carbon nanotubes using finite-size models. Physical Chemistry Chemical Physics. 2016;18(36):25058-25069. 
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Appendix 2 – Bond lengths associated with the functionalizations. 
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Appendix 3 – Bond and dihedral angles associated with the functionalizations. 
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Appendix 4 – IR vibrational spectra. 
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(n,m) Hydrogen Bond BCP ρ(r) ∇2ρ(r) s sign(λ2)ρ ELF 

(6,0) 

O80-H83…O82 187 0.025 0.094 0.345 -0.033 0.067 

O79-H81…O84 176 0.025 0.094 0.345 -0.033 0.067 

C55-H56...O84 138 0.018 0.063 0.310 -0.024 0.054 

C64-H65...O82 222 0.019 0.063 0.309 -0.024 0.054 

C58-H59...O79 204 0.018 0.061 0.310 -0.023 0.051 

C67-H68...O80 151 0.018 0.061 0.309 -0.023 0.052 

O82…O84 180 0.011 0.036 0.021 0.013 0.028 

(6,3) 

O94-H105…O108 250 0.016 0.069 0.357 -0.023 0.036 

O98-H103…O106 223 0.016 0.069 0.359 -0.023 0.036 

O102-H07…O104 180 0.016 0.069 0.359 -0.023 0.036 

C67-H86…O94 293 0.017 0.060 0.302 -0.022 0.047 

C74-H88…O98 201 0.017 0.060 0.302 -0.022 0.047 

C79-H89…O102 160 0.017 0.060 0.302 -0.022 0.046 

O106…C72 240 0.013 0.044 0.382 -0.016 0.039 

O104…C78 153 0.013 0.044 0.384 -0.016 0.039 

O108…C66 239 0.013 0.044 0.384 -0.016 0.039 

H90…H95 121 0.013 0.053 0.025 -0.024 0.037 

H85…H101 234 0.013 0.053 0.025 -0.024 0.037 

H87…H91 288 0.013 0.053 0.025 -0.024 0.037 

(8,0) 

O100-H107…O106 193 0.038 0.132 0.323 -0.047 0.119 

O104-H105…O108 182 0.038 0.132 0.323 -0.047 0.119 

C82-H93…O100 248 0.020 0.070 0.282 -0.025 0.056 

C74-H89…O104 119 0.020 0.070 0.282 -0.025 0.056 

C86-H95…O106 169 0.018 0.062 0.304 -0.023 0.051 

C78-H91…O108 212 0.018 0.062 0.304 -0.023 0.051 

(9,0) 

O116-H121…O123 177 0.026 0.109 0.308 -0.037 0.063 

O118-H124…O120 246 0.030 0.125 0.296 -0.041 0.075 

O112-H119…O122 241 0.023 0.097 0.313 -0.032 0.054 

C85-H101…O116 287 0.018 0.061 0.307 -0.023 0.051 

C97-H107…O112 226 0.018 0.061 0.316 -0.023 0.051 

C91-H104…O118 138 0.017 0.058 0.295 -0.022 0.048 

C99-H108…O122 273 0.017 0.057 0.339 -0.021 0.049 

C87-H102…O123 240 0.016 0.054 0.358 -0.020 0.046 

C93-H105…O120 144 0.014 0.050 0.357 -0.019 0.042 

(10,0) 

O132-H129…O128 211 0.038 0.127 0.340 -0.047 0.123 

O130-H131…O127 262 0.038 0.127 0.340 -0.047 0.123 

C105-H118…O130 298 0.014 0.054 0.296 -0.019 0.038 

C95-H113…O132 172 0.014 0.054 0.296 -0.019 0.038 

C99-H115…O127 268 0.013 0.049 0.330 -0.018 0.037 

C109-H120…O128 208 0.013 0.049 0.330 -0.018 0.037 

Appendix 5 – Topology parameters associated with all hydrogen bonds. 
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Appendix 6 – Relative energy of the B3LYP/6-31g dihedral bidimensional scans. 
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