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Abstract

Recommendation systems are in many and diverse end-user applications, like e-commerce ser-
vices, online audio or video-sharing platforms as well as media-services and web-content providers.
A recommendation system is composed of software tools and techniques whose primary goal is to
provide suggestions for items or services a user may wish to utilise.

Regarding the methodology used, recommendation systems are generally categorised as content-
based filtering, if the recommendation uses the characteristics of items; collaborative filtering, if
a recommendation resorts to the preferences of similar users; and hybrid recommendation, if a
recommendation combines the two previous techniques.

Most of the existing recommendation systems use a hybrid approach on the culinary’s domain,
mixing collaborative filtering and content filtering, focusing on the recipe and the user’s rating,
behaviours, history, reviews, and preferences. However, culinary’s recipes are items formed by
heterogeneous information whose content has high value for the user. Good examples are the type
of ingredients, ingredient’s quantities, cooking procedure, number of steps or recipe’s categories.
Recent research concludes that models can be improved in accuracy and diversity if the recom-
mendation system considers an item as a composition of characteristics, instead of a singular item
approach.

The paper presents an implementation and results of a recipe recommendation system within
the culinary’s domain, which recognises a recipe as a composition of potential features organised
in a structure such as a knowledge graph. This endeavour’s resource is a dataset obtained from
Food website with recipes information and item’s explicit rating given by the user. The method-
ology consists of results comparison between the most common approaches in recommendation
systems and knowledge graph-based convolutional network. Graph convolutional network is the
only one in our research which produces a model based on a knowledge graph constructed. The
experimental results demonstrate an improvement in rating prediction accuracy when using a rec-
ommendation system’s knowledge graph.

Keywords: Information systems, Information retrieval, Retrieval tasks and goals, Recommenda-
tion systems, Knowledge graphs, Graph Convolutional Network.
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Resumo

Os sistemas de recomendação encontram-se em diversas e variadas aplicações web, como serviços
de comércio eletrónico, plataformas de partilha de áudio ou vídeo online, bem como serviços de
“media” e distribuidores de conteúdo. Um sistema de recomendação é composto por ferramentas
e técnicas de software cujo objetivo principal é fornecer sugestões para itens ou serviços que um
utilizador pode desejar utilizar.

Em relação à metodologia utilizada, os sistemas de recomendação são geralmente categoriza-
dos em filtragem baseada em conteúdo, se o sistema de recomendação usar as características dos
itens; filtragem colaborativa, se o sistema de recomendação recorrer às preferências de utilizadores
semelhantes; e recomendação híbrida, se o sistema de recomendação combinar as duas técnicas
anteriores.

A maioria dos sistemas de recomendação existentes usa uma abordagem híbrida no domínio
da culinária, combinando filtragem colaborativa e recursos de filtragem de conteúdo, com foco
na receita e respetiva classificação, comportamentos, histórico, avaliações e preferências do uti-
lizador. No entanto, as receitas culinárias são itens formados por informações heterogéneas cujo
conteúdo tem alto valor para o utilizador. Bons exemplos são os tipos de ingredientes, quanti-
dades de ingredientes, procedimentos de preparação, número de etapas ou categorias de receitas.
Pesquisas recentes concluem que os modelos podem ser aprimorados em precisão e diversidade se
o sistema de recomendação considerar um item como uma composição de características, em vez
de uma abordagem de item único.

Este artigo apresenta uma implementação e os resultados de um sistema de recomendação de
receitas dentro do domínio da culinária que considera uma receita como uma composição de re-
cursos potenciais, organizados numa estrutura, especificamente, um grafo de conhecimento. Será
utilizado um conjunto de dados obtidos no sítio de internet Food.com, que contém informações de
receitas e classificações explícitas de itens, introduzidas pelo utilizador. A metodologia consiste
na comparação de resultados entre algoritmos com técnicas híbridas e uma rede convolucional
de grafos. A rede convolucional de grafos é a única que na nossa pesquisa, produz um modelo
baseado num grafo de conhecimento construído à priori. Os resultados experimentais demon-
stram uma melhoria na precisão da previsão de classificação ao usar um grafo de conhecimento
no sistema de recomendação.
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Chapter 1

Introduction

The abundance of real-life applications with recommendation systems gives a clue to its impor-

tance in the digital user experience. The amount of information available and delivered to the user

when looking for a product or service is overwhelming. Recommendation systems (RS) aim to

provide a potential unknown item or service the user may desire for, to help users to understand

their information needs better and efficiently to find items of interest or relevant to their needs.

Methods and techniques evolved from the traditional recommendation systems like collaborative

filtering based recommendation system, where utility function considers a single value, content-

based filtering or hybrid filtering [29] to multi-criteria recommendation systems (MCRS). Many

evolve from numeric statistics and similarity calculation to predication models.

MCRS is constructed on the principle of the incorporation of multiple criteria. When making

a choice, a user can perceive the recommended item as suitable or not, depending on more than

one utility-related aspect. Additional information improves the quality of recommendations in

systems where recommendations are based on the opinion of others and where the incorporation

of multiple criteria can lead to more accurate recommendations. Typical multi-criteria information

comes from an explicit data survey where a user gives a rating to each aspect of the utility-related

when it is related to services, or from provided ratings on multiple attributes when it is related

to items. [5] For example, a movie recommendation system could allow users to rate movie

attributes: plot, visual settings, music set. If every attribute has the same numerical interval, then

it is possible to have a variety of rating combinations for the same movie. Other multi-criteria

information can be the ratings reproduced by the performance of sentiment analysis tasks and

machine translation tasks in user reviews when commenting on a recipe.

The importance of multi-criteria information reflects another attempt to catch more meaningful

patterns to help predicting a user preference. The use of knowledge graphs for integrated data in a

structured way provides logical inference of implicit knowledge and thus helping to identify new

patterns. Research in recommendation systems already started making steps to apply these graph

structure into the predicting models.

This paper presents an implementation of a recipe recommendation systems each analyses all

information structured in a knowledge graph to build o model that can predict a rating given by

1



2 Introduction

the user for an unrated recipe. The present approach focuses on giving a comparison between

techniques widely used in collaborative filtering methods and a knowledge graph approach with

convolution networks when dealing with explicit rating on a dataset whose items are recipes. Most

of the research done in the recommendation systems field exposes techniques and construct models

based on four main datasets where items are movies, music, books or people. The main reason is

because the research lab in the Department of Computer Science and Engineering at the University

of Minnesota, also known as GroupLens, updates and makes available the respective datasets for

research purposes. The advantage is the quality of data present in the datasets.

Another reason to explore the application of the knowledge graph and graph convolutional

networks is the lack of experiments in food domain. Considering recipes recommendation sys-

tems, most researches improve their models by introducing an improvement in calculation of the

distance or by adding a new information dimensionality to the model, that is adding new attributes

to the dataset. The improvements in distance measures focus on similarity in both sides, users side

and item side. The improvements in models focusing on adding information goes from text, image

or nutritional values to adding sources of information.

This research hopes to unveil a new step in the knowledge that can lead to a better recipe

recommendation system. This dissertation includes five chapters, which are summarised as fol-

lows. Chapter 2 analyses the literature and presents a review of current recommend systems for

recipes, other recommend solutions which take full potential from multi-attribute and multi-rating

and solutions that employ knowledge graphs in neural networks and recommendation systems.

Chapter 3 exposes the description, and analysis the problem domain for a recipe recommendation

system. Chapter 4 describes the steps taken to implement a knowledge graph-based recipe recom-

mendation system and metrics used. Chapter 5 display the results and specify the conditions and

parameters of this experience, and, lastly, Chapter 6 finishes with respective conclusions of the

research developed in this dissertation and possible directions for future work.



Chapter 2

Literature Review

As soon as recommendation systems evolved from e-commerce to services providers, food rec-

ommendation systems start to be a topic of research to change the eating behaviour, in many cases

to aim for healthier food choices and to fight obesity. Various research methods and techniques

focus on solving common issues on recommendation systems and improving the accuracy of those

systems. This chapter addresses the fundamental concepts behind a recommendation system, ex-

poses the present research in information filtering systems, and analyses the latest research in

recipes recommendation systems. Section 2.1 describes the current structure in recommendation

systems, giving an insight into the main techniques such as collaborative filtering and content fil-

tering. Section 2.2 focuses on research with an approach in multi-rating and multi-criteria settings.

Section 2.3 exposes related works using machine learning models and knowledge graphs. Finally,

section ?? narrows the literature review into food domain recommendation systems.

2.1 General Approaches on Recommendation Systems

Recommendation systems are information filtering systems that aim to give a solution for the prob-

lem of information overload [33] by filtering vital information based on the user’s preferences,

interests, observed behaviour about an item or recorded behaviour on a web platform. [47] [29].

The types of information filtering systems split into three main groups: content-based filtering,

collaborative filtering and hybrid, a fusion of the previous two. Over the last years, the innova-

tion of such systems leads to a new categorisation based on techniques used: memory-based and

model-based. The first category relies on similarity measures to match similar users or items to-

gether. In contrast, the second employs machine learning algorithms to train on the set of items

for a specific user, and then build a predicting model whose objective is to predict the rating given

by the user for a new item.

A tree view of the general structure of recommendation systems techniques is presented in

Figure 2.1.

The next sections describe the two main groups, namely, content-based filtering and collab-

orative filtering; and reveal the main approaches and techniques used across the literature. As

3



4 Literature Review

Figure 2.1: Tree view of Recommendation Systems techniques

information filtering systems try to evolve into more accurate systems, there are some particular-

ities to consider, such as multi-criteria information systems, described in the Section 2.2. Section

2.3 describes in more detail the model-based techniques.

2.1.1 Content-Based Filtering

Content-based filtering makes a recommendation based on the similarity of items present in the

user’s history. The set of items in a user’s history represents his interests. The system will look for

items with the same attributes or properties of the object in the profile.

To build such systems, three steps are followed: content analyser where information extraction

and data mining is performed, profile learner to construct a user profile and filtering component to

compare between users profiles and candidate items.

The models most used to shape the user’s profile are Naive Bayes Classifier, Rocchio Algo-

rithm, Decision Trees and Nearest Neighbour algorithms.

After the profile construction, the filtering mechanism will compute similarities between the

users and the items. The set of items recommended follow two rules: first, the highest similarity

with a given user, and second, the highest similarity with the other items the user liked, viewed or

rated.

The similarity calculation can have two distinct approaches: similarity-based metrics and

distance-based metrics. The most common metrics in similarity-based are: the Jaccard similarity,

useful for cases where the vectors contain binary values; the Cosine similarity, a calculus based

on the cosine between the user vector and the item vector, also called user-item similarity.; and

the Pearson’s correlation which measures the linear correlation between a pair of quantitative and
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continuous variables. On the distance-based metrics the most used are the Euclidean Distance and

Manhattan Distance.

The limitations of these systems are the limit number of features that can be associated with

one item, over specialisation or inability to find an unexpected item, designated as serendipity

problem; and system inability to provide a recommendation for new users, known as a cold-start

problem.

Most research in content-based filtering systems tries to improve the features of an item by

adding more information. Main strategies used are the Vector Space Model (VSM) with basic TF-

IDF weighting, keyword-based, semantic analysis with ontology and semantic analysis by using

encyclopedic knowledge sources [38].

The general view of the process architecture of a content-based filtering system is exposed in

Figure 2.2.

Figure 2.2: Architecture of a content-filtering system [38]

2.1.2 Collaborative Filtering

Collaborative filtering works with the user’s item preferences and interests to build clusters of

similar users. The preeminent concept is the neighbourhood. A rating translates a user preference

in every position of a user-item matrix, as shown in Figure 2.3. The recommended item will be

one unrated or undiscovered and one that the neighbourhood rated positively. [29]

Collaborative filtering evolved side by side with content-based filtering, joining in both memory-

based technique and model-based technique in most cases.

Finally, the need to attenuate the disadvantages and enhance the advantages in both types of

filtering led to the hybrid models. The state of work in hybrid recommendation systems shows the
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Figure 2.3: Collaborative filtering process [29]

research evolves around four main issues: cold start problem, sparsity, accuracy and scalability.

New techniques evolve around the hybrid methods, a composition of collaborative and content fil-

tering in both sides, user side and item side. This introduction helps understanding the approaches

taken in the next chapters.
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2.2 Multi-criteria and Multi-rating Recommendations

Another branch of development focuses on the desire to add contextual information or analyse

different qualities or criteria on the items or the users. The idea is to increase the available infor-

mation, quality and ideally limit the usual issues in recommended systems. [11] Two approaches,

covered in the next sections are gaining popularity: multi-criteria recommendation systems and

the use of knowledge graphs in model-based implementations.

User’s information is available more than ever, and it gave the possibility to incorporate more

information about the user and multiple views or dimensions of information about an item. A

multi-criteria recommendation system tries a combination of these dimensions of information from

multiple sources. The merging of these dimensions change depending on the type of item and its

characteristics, thus enabling diverse multi-criteria implementations.

The construction of multiple criteria depends and changes significantly according to the type

of item, be it a service or a physical item. For example, when buying a product, a customer can give

more importance to the final cost or brand associated, instead of the delivery time. This changes

significantly when considering a food delivery service, where some customers can give high im-

portance to the delivery time, while other customers can have a higher preference for the quality

of the food. Adding more contextual information about the user’s preferences and implicit infor-

mation about the user’s behaviour leads to good results in multi-criteria recommendation systems.

Multi-criteria recommendation provide strategies to deal with two vulnerabilities in recommend

systems: the cold-start and sparsity problems. [46] [39] [22] [23]

Multi-rating recommendation systems are a way to modulate the user’s opinion in service’s

sub components. The ratings of the service’s sub components are explicit information, given by

the user at the moment he gave the rating to the service. The most well known is TripAdvisor web

service [31], where a restaurant is rated separately in three sub components: food, service and

value, and the final rating is computed as shown in Figure 2.4.

Multi-criteria recommendation systems works similar to the following assumption, illustrated

through a recipe recommendation. Suppose the existence of five users u1, . . . ,u5 and five recipes

i1, . . . , i5, and an unknown rating R(u1, i5). R(u1, i5) is the rating to predict. A recipe can be

evaluated according to four criteria: meal preparation, ingredients, difficulty level and level of nu-

tritional meal. Figure 2.5 also shows the rating given by the users to different criteria of the recipes.

For the recipe, i1, user u5 gave a rating of 3 to meal preparation, a rating of 3 for ingredients, a

rating of 9 for difficulty level and level of the nutritional meal. In this case, the overall rating

of u5 to the item i1 is the average of the four criteria ratings previously noted, but it is possible

to have different metrics like the cosine similarity, the Euclidean distance or even the Manhattan

distance. In a traditional recipe recommendation system the prediction will find users that rated i5
as well as similar users of u1. What the multi-criteria information shows in this case is that user u2

and user u3 are completely different from u1. For the recipe i1, users u2 and u3 give a low rate to

difficulty level and nutritional meal level. Multi-criteria rating concludes that u4 and u5 have more

similarity for user i1, and thus the RS will predict for R(u1, i5) a rating of 5. Multi-criteria have
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Figure 2.4: Example of an explicit multi-rating service: TripAdvisor

the possibility to give insights about the reasons why a user give a determined rating. [3]

Figure 2.5: Matrix User X Item [3]

Manouselis et al. [4] and Adomavicius et al. [3] make a correlation between multi-criteria

recommendation system as a multi-criteria decision making problem to define the category of

multi-criteria rating recommendation as a set of techniques which will model a user’s utility for an

item in a vector of ratings following several criteria. A few years before, they also had identified

the immediate necessity for complex modelling techniques as combinatorial and multi-objective

optimisation ones [67] to be used by multi-criteria recommendation systems.[41]

Furthermore, they had concluded that most multi-criteria recommendation systems produces

a list of recommended items to the users without considering other recommendation tasks.

Admavicius et al. [3] classified multi-criteria Collaborative Filtering (MCCF) based RS into

two types: memory-based and model-based, also called aggregation function-based.
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The first technique, memory-based, uses heuristics that calculate recommendations from pre-

vious user activities. This technique shapes the recommendation problem as an optimisation prob-

lem. For this, the general working steps are:

1. Calculate Pareto efficient solutions;

2. Making multiple criteria combinations and transform into single-criterion problem;

3. Optimising the most critical criterion and transform all the other criteria to constraints;

4. Optimising one criterion at each time;

5. Take optimal solution and change it into constraint;

6. Repeating for the remain criteria.

The second technique, model-based, builds a predictive model from user activities and, after,

uses this model to make recommendations. The predictive model is built using machine learn-

ing techniques, and the most commonly used are clustering, K-nearest neighbour, neural network,

fuzzy logic, evolutionary computing and matrix factorisation. [25]

Adomavicius [4] provided an overview and a depth analysis of the majority multi-criteria

recommendation systems, which he classifies in three general categories.

• Multi-attribute content preference modelling: For each user, the recommend system stud-

ies the items preferred in the past by the user and then it will try to model and understand

similarities between any given of shared set of multi-attribute. The recommendation output

will be a list of best matching items.

• Multi-attribute content search and filtering: The system behaves like the previous one

with two complements: searching or filtering options. The system uses the information

inserted on search or filtering and reduces the set by finding similarities in content-based

attributes in all items. The recommendation output will be a list of best matching items and

items that satisfied the search or filtering conditions.

• Multi-criteria rating-based preference elicitation: The system makes it possible to define

individuals preferences. For each item, a user gives individual rating in multiple criteria.

The recommendation output will be a list of best matching items that are in accordance with

the preferences but as well with the overall multi-criteria rating from other users.

2.3 Model-based Systems with Graphs Structures

Many model-based systems rely on deep learning architectures. Deep learning has become a

strong presence in recommendations systems. Before describing existing research in deep learn-

ing architectures with knowledge graph structures, it is essential to remember the fundamental
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concepts of deep learning (Section 2.3.1) and knowledge graphs (Section 2.3.2). Then, Section

2.4 presents existing recommendation systems research in the field of recipes that uses knowledge

graph structures and neural networks.

2.3.1 Deep Learning Architectures

Deep learning has one important concept: perceptron. A perceptron, or a single neuron, is a

module which operates in the following way: a set of inputs, also called features, are multiplied

by the corresponding weights, summed up, and the result is applied into a generally non-linear

activation function, producing an output result ŷ, as shown on Figure 2.6. A non-linear activation

function is a function that takes any real number as input on the x-axis and it transforms that real

number into a scalar output between zero and one. Neural networks has many types of activation

functions, being the most known: Sigmoid, rectified linear unit (ReLu) and softmax.

Figure 2.6: Perceptron composition

An equally important concept is the bias term. Its purpose is to shift the activation function in

opposite directions regardless of the inputs in the neuron. The inputs and the weights are vectors

and the activation function will compute the dot product of the vectors plus the bias term, resulting

in an output ŷ.

Another concept to discuss is the layer. Multiple inputs connecting to multiple perceptrons,

results in multiple outputs, and that creates a layer. The set of weights of each connection to an

input is different. When all inputs are densely connected to all of the perceptrons these layers are

called dense layers. Figure 2.7 shows a single layer neural network.
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Figure 2.7: Single Layer Neural Network

When defining a neural network to be applied to a specific problem, the training of the model

is a crucial task, it’s where learning takes place. The training is performed on a historical dataset.

The training will discover the weights, or the vector of weights, that try to minimise the total loss

over the entire dataset and then validate our model. The optimisation of the neural networks is

possible through changing the learning rate, i.e, changing the gradient descent and mini-batches.

The gradient descent is another important concept. It will analyse how the loss performs with

respect to each of the weights in order to understand the direction to a local minimum loss. Mini-

batches solve the high complexity computation time in doing optimisation in just a small portion

of points to understand how loss performs.

The concepts introduced are shared along with distinct types of deep learning architectures.

Deng [12] identified five major types: deep neural networks (DNN), deep belief networks (DPN),

recurrent neural networks (RNN), convolution neural networks (CNN) and graph neural network

(GNN). Concerning this research’s objective, only convolution neural network (CNN) and graph

neural network (GNN) are analysed because their ideas led to the birth of graph convolutional

networks (GCN) and, later, the use of knowledge graphs in neural networks.

The Convolution Neural Network was born as a specialised branch of neural networks to deal

with image and video processing. It used the vector of pixel values as an input to learn image

features. By connecting small image patches of the input to a single neuron in the hidden layer,

it is possible to maintain the spatial structure. Convolution neural network use a sliding patch

window, also known as filter, across the input image and across the subsequent layers to define

connection between patches and, thus, extract features and learn weights. This operation is called

convolution. The general idea can be summarised in the following points: learning features in

input image through convolution; introduce non-linearity through activation function; and, reduce

dimensionality and preserve spatial invariance with pooling operations.
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The Graph Neural Network is a neural network specific to operate in a graph structure which

can be either cyclic, directed, undirected or a mixture of these. Essentially, every node in the graph

is associated with a label and the objective is to predict the label of the nodes without ground-

truth. [50] The downside of this architecture is the quadratic complexity as stated in Atwood et

al. [6]

These two types of neural networks inspired Kipf et al. [32] to introduce the concept of Graph

Convolutional Network (GCN) and propose an efficient variant of convolutional neural networks

which operate directly on the graph.

The Graph Convolutional Network takes the same abstract idea from convolution neural net-

works but applies it into graph structures data. In other words, for each node, the feature informa-

tion from all its neighbours and itself is fetched and sent as input into the neural network. Figure

2.8 shows a graphic view of the convolutional idea behind convolution neural network and graph

convolutional neural network.

Figure 2.8: Convolution idea: Single CNN layer with a 3x3 filter and node neighbours aggregation

Particularly, a GCN takes graph data and classifies the vertices according to some node label.

It will take an input as a graph and sequentially process it through the hidden layers and flatten

these representations out into a softmax activation function over labels.

The number of layers is the farthest distance that node features can travel. For example,

with one layer GCN, each node can only get the information from its neighbours, and can not

get information from the neighbours’ neighbours. The gathering information process takes place

independently at the same time for all the nodes.

When stacking another layer on top of the first one, the algorithm repeats the gathering infor-

mation process, but this time the neighbours already have information about their own neighbours

(from the previous step). It makes the number of layers as the maximum number of hops that each

node can travel. Usually, a configuration with six or seven hops, will get almost the entire graph

which makes the aggregation less meaningful.

Kipf et al. [32] introduces the corresponding propagation rule between layers in Equation 2.1

Hl+1 = σ(D̃−
1
2 ÃD̃−

1
2 H(l)W(l)) (2.1)



2.3 Model-based Systems with Graphs Structures 13

The hidden features at the next layer, H l+1, are defined as being a non linear activation, σ ,

by the term ÃD̃ multiplied by the previous layer activations, H l , and by the weight matrix for this

layer, W l . The term Ã is the adjacency matrix where an adjacency matrix is how you define the

edges in the graph plus added self loops. The self loops in nodes are added for two reasons: so

that each node includes its own features at the next representations and to help with numerical

stability. D̃ is the degree matrix of Ã with a function of normalised nodes with large degrees

because otherwise nodes that have a high number of neighbours would have a corresponding high

magnitude in the features. The reason behind this behaviour is because every time it propagates

forward, features are being aggregated with many other nodes. Other key idea presented by Kipf

et al. [32] is symmetric normalisation, i.e, it uses the half negative of D̂ and puts it on each side of

Â.

Others works worth of mention are the research of Duvenaud et al. [14], Li et al. [37], and

Jain et al. [30] which introduced specialised architectures that adapt RNN and CNN to work on

arbitrarily structured graphs. Alternatively, Bruna et al. [10] and Henaff et al. [26] went to spectral

graph theory and used graph convolutions to define parameterised filters in CNN, and thus applied

CNN to structured graphs.

2.3.2 Knowledge Graph in Recommendation Systems

The term Knowledge Graph (KG) widespread when Google, in 2012, announced the use of seman-

tic knowledge in web search with the famous statement "Things, not strings”. It is an approach to

achieve a semantic integration from heterogeneous data sources. A Knowledge Graph allows the

creation of structures to categorise and tag the content properly. The knowledge graph structures

itself in relationships according to semantic standards, and can easily and directly link the knowl-

edge graph relationship to everyday language. Two main direct advantages are a high organisation

of information and descriptive information that helps infer new knowledge from the graph.

A knowledge graph is a heterogeneous graph-based representation of knowledge composed

by entities, the nodes, and relations between entities, the edges. The format of an edge is a triple

composed by head entity, relation and tail entity. The triple is called a fact and represents the

relationship between the head entity and tail entity. From Figure 2.9, that presents an example

of a knowledge graph for music, a triple can be <Shape of you, written by, Ed Sheeran> and it

shows the relationship "song Shape of you is written by Ed Sheeran". The set of possible types

and relations define an ontology, and it gives an understanding of the relationship and restrictions

between entities. [48]

As recommendation systems try to use more information, knowledge graphs appear a natu-

ral path of research. In fact, in a knowledge graph, it is possible to map items, it’s attributes,

users, preferences and relations between users and items. Preliminary research shows that the use

of knowledge graphs give more accurate recommendations and facilitates the interpretability of

results. [24]

Figure 2.9 helps to understand the concept behind interpretability of recommendations. The

figure shows a set of different entities: title of music, genre, person. And each of these entities is
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Figure 2.9: Example of a knowledge graph for music

instantiated. For example, title of music entity has the value Shape of You, Castle on the Hill and

I see Fire. Entity Person has two values: Ed Sheeran and Tony. For the edges of the knowledge

graph, the following relations between entities can be found: IsSongOf, WrittenBy, Genre, Inter-

act, IsSingerOf and so on. Alice’s recommendation is based on the common information between

Shape of You and Castle on the Hill. Both share the same song writer, genre and album. The

second Alice’s recommendation, I see fire, will be based on the connection Tony, the same song

writer, and the Folkgenre.

Knowledge graphs in recommendation systems rely heavily on embeddings. Embedding is a

method to encode textual information into a vector. A graph embedding determines a fixed length

vector representation for each entity (usually nodes) in our graph. These embeddings are a lower

dimensional representation of the graph and preserve the graph’s topology. It can be seen as a tool

to create structure around the low dimensional real vectors in a way that similar items are nearby,

and then the structure is in fact geared towards the objective of the recommendation system. Em-

bedding can also be applied to dense data (e.g audio) to create meaningful similarity metric and,

furthermore, it can embed diverse types of data (e.g. texts, images, audios) jointly and learn simi-

larity metric across them. Embedding is a key concept to understand the recent strategies around

how knowledge graphs can leverage recommendation systems.

Guo et al. [24] identify three types of knowledge graph recommendation systems: the embedding-

based method, the path-based method and the unified method.

• Embedding-based method: the knowledge graph have a rich representation of items,

through adding different knowledge sources. For example, Zhang et al. [68] embedded

textual knowledge (extract from comments) and visual knowledge (extract from images)

besides the usual structural knowledge (characteristics of the item) into the whole knowl-

edge graph. Another approach is embedding the user preferences in the graph and therefore

build an user-item graph. The triples are the representation of users behaviours and item
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properties, as shown in Figure 2.10 [69].

Figure 2.10: User-item embedding knowledge graph demonstration [69]

• Path-based method: build a user-item graph as in the embedding based method, but the

recommendations are based on the connectivity similarity of users and/or times to enhance

the recommendations [24]. The basic idea is that two entities can be connected via differ-

ent paths. For example, two actors can be connected via "actor-movie-actor" path, "actor-

movie-category-movie-actor" path, and so on. As stated by Sun et al. [54] "the semantics

underneath different paths imply different similarities". In another words, an entity repre-

sentation will be enriched by the path connectivity.

• Unified method: the unified method is the combination of the embedding-based method

and the path-based method.

Guo et al. [24] in their survey give a comprehensive overview over the knowledge graph-

based recommendation system showing that researchers prefer conjunction of algorithms in pairs

between convolutional neural networks, recurrent neural networks, attention mechanism and graph

neural network, and matrix factorisation. Table 2.1 selects the most valuable approaches given the

objective of this research.

Note that Attention Mechanism and Graph Neural Network are used among all the unified

knowledge graph recommendation systems. The Attention Mechanism emerged as an improve-

ment over the encoder decoder-based neural machine translation system in natural language pro-

cessing (NLP). [7]
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Approach Functionality

KGCN-LS (GCN+ Attention

Mechanism)

"Computes user-specific item embeddings by first apply-

ing a trainable function that identifies important knowledge

graph relationships for a given user." [63]

KGAT (GNN+ Attention

Mechanism)

"Heterogeneous network embedding method ( TransR ) to

extract items’structural representations by considering the

heterogeneity of both nodes and relationships. Stacked

denoising auto-encoders and stacked convolutional auto-

encoders were applied, which are two types of deep learn-

ing based embedding techniques, to extract items tex-

tual representations and visual representations, respec-

tively." [66]

AKUPM (Attention Mecha-

nism)

" Investigates how to explore relationships between entities

and users which are essentially determined by the interac-

tions among entities." [56]

KNI (GNN + Attention

Mechanism)

"Propose neighbourhood interaction model to capture each

neighbour pair (between user-side and item-side) distinc-

tively." [49]

RCoLM (Attention Mecha-

nism)

"Takes the incompleteness nature of KGs into considera-

tion when incorporating them into recommendation. At-

tempts to exploit user-item interactions from recommen-

dations for KG completion, and unifies the two tasks in a

joint model for mutual enhancements. Secondly, RCoLM

provides a general task-oriented negative sampling strategy

on KG completion task." [35]

AKGE (GNN + Attention

Mechanism)

"Automatically extracts high-order subgraphs that link

user-item pairs with rich semantics, and then encodes the

subgraphs by the proposed attentive graph neural network

to learn accurate user preference." [51]

IntentGC (GNN) "Leverage both explicit preferences and heterogeneous re-

lationships by graph convolutional networks." [70]

Table 2.1: Deep learning approaches in knowledge graphs
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2.4 Recipes Recommendation Systems

Recommendation of recipes evolve with the increase techniques in domains like online shopping,

audio and video content, and even social networks by suggesting friends. Research in recipes

recommendation has increased adopting a hybrid approach. Tran and Ants [59] continue the work

of Mika [42] to summarise the main existence recommendation systems related to food, in four

types, when considering systems which provide healthy food suggestions: collaborative approach

using user preferences, collaborative approach with external information, hybrid approach and

group recommendation.

The first type uses a collaborative approach and focuses on user preferences. The goal is a

recommendation of healthier recipes or food items, much similar to the ones the user liked in the

past. These collaborative filtering systems work with information from a set of user clusters, food

categories and ingredients.

El-Dosuky [15] applied a TF-IDF algorithm (term extraction method with cosine similarity

measure) to identify similarities between a user profile and a recipe. Two critical factors can be

pointed out in this approach: first, the incorporation of a standard food database and second, the

need for the user to give a rating in food items of different categories.

Freyne and Berkovsky [19] use the average of all the rating values of all ingredients included

in the recipe to predict a rating value for a target recipe, and conclude it is possible to achieve

better results with a sparse matrix when considering an item as a set of ingredients.

Elahi [16] presents a different perspective in user preferences. It considers essential to distin-

guish between long-term and short term user preferences to later applied on Matrix Factorization

(MF) rating prediction model. The framework consists on tagging and rating recipes most useful

to the recommendation system with an Active Learning Algorithm (long-term preferences) to con-

nect with the short-term preferences(session-based information like a list of ingredients the user

wants to cook).

Kuo et al. [34] transform a menu planning problem into an optimisation problem making use

of an undirected recipe graph, being each node has a set of ingredients, the recipe distance is the

similarity between two recipes and cost. The Connector-Steiner Tree Algorithm generates a subset

of recipes to construct the menu.

The second type uses the same collaborative approach of the first type but adds a new layer of

information, for example, information from a health care provider, or nutritional needs for health

problems [2]. Ueta et al. [60] provided an extensive overview of what can be achieved if more

data is added, such as dietary restrictions and nutritional values.

The third type is a combination of the two previous types [53], and the fourth type specifically

deals with group recommendations rather than individuals [9].

Lastly, another research not fitting in the above categories but important to mention is a rec-

ommendation of the most similar recipe as in [58], where authors use networks for ingredients to

distinguish them between complementary ingredients and substitute ingredients. With the use of

clustering algorithms, is calculated the probability of two ingredients appearing simultaneously in
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the same recipe against the probability of occurring separately. The learning methods used in this

work were the support vector machine (SVM) and stochastic gradient boosting trees.

Nevertheless, research is still going on arising new challenges in collecting user information

and improving the overall model, increasing information of recipes with nutrition data, recom-

mendation algorithms, explanatory recommendations for each result, generating recommendations

with group decision information and recommendation systems whose goal is modifying eating be-

haviours.

For the objective of this research, the study of the last challenges solved is crucial because

it presents us with some approaches or perspectives that can increase the quality of the solution

of a recipe recommendation systems. Table 2.2 summarises the approaches and goals found in

existing recommendation systems in the culinary domain. Collaborative Filtering approach is the

most used in recommendation system and it is one of the choices when the intention is joining two

different approaches. Table 2.3 presents the solution adopted in existing recommendation systems

to a list of the most relevant challenges in food consumption.
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Recommendation ap-
proaches

Functionality

Knowledge-based recom-

mendations

"Proposing a framework for a personalised nutrition ser-

vice." [15]

CF, CB, hybrid recommenda-

tion

"Predicting item ratings by breaking down recipes into in-

gredients and vice-versa." [19]

CF,CB,hybrid recommenda-

tion

"Improving the quality of recommendations by using ma-

chine learning techniques and an understanding of user rea-

soning." [20]

CF "Developing an online grocery store to provide users with

recipe recommendation by analysing the social navigation

in groups." [55]

Matrix factorisation "ChefPad - Generating food recommendations by eliciting

users’ long-term and short-term preferences." [16]

Graph-based recommenda-

tion

"Recommending sets of recipes by using user-specified in-

gredients." [34]

Goal-oriented recipe recom-

mendation which suggests

the right type of nutrient to

treat users’ health problems

Hybrid

"Helping users to deal with health problems." [60]

Hybrid recommendation (CB

CF), Constraint-based rec-

ommendation CB

"Meal Planning System - Aiding the elderly to deal with

malnutrition problems and change the food consumption

behaviour." [2]

CF, group-based recommen-

dation

"Applying different aggregation strategies and user weight-

ing models to generate recipe recommendations to a group

of users." [9]

Group recommendation, Cri-

tique based conversational

recommendation

"Generating food recommendations to groups by exploit-

ing users tags and ratings." [17]

Table 2.2: List of approaches and functionalities in food RS
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Research challenges Proposed Solutions

Collecting user information

– "Taking advantage of information about users’ pre-

vious meals." [61]

– "Implicitly collecting user information so that they

don’t have to invest too much time and effort." [19]

Gathering nutritional infor-

mation of recipes

"The quantity of gathered recipes should be representative

enough to vary the recommendations." [60] [2]

Recommendation algorithms "Improving the quality of recommendations by integrat-

ing constraints (e.g., health situations, nutrition needs, the

availability of ingredients) into the recommendation pro-

cess." [15] [59]

Explaining recommendations "Providing explanations which increase the trustworthiness

of decision outcomes and persuade users to accept food

recommendations." [9]

Generating bundle recom-

mendations

"Expressing acceptable trade-offs among group mem-

bers by employing negotiation and argumentation mech-

anisms." [18]

Achieving fast consensus in

group decision making

"Enriching user interfaces supporting basic negotiation

mechanisms among group members." [17]

Changing eating behaviours

– "Employing health psychology theory in food rec-

ommendation systems to encourage users to comply

healthy eating behaviours." [52]

– "Proposing potential dietary changes on the basis of

exploiting the ideal nutrients from reliable resources

(e.g., USDA, DACH)." [34]

Table 2.3: Last challenges and solutions proposed in food consumption field
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2.5 Summary

As the e-commerce and web services rise in the amount of content available and the number of

users, recommendation systems became an important research topic. They perform a crucial rule

in user experience and content discovery. So crucial that is difficult to find a web service without

some recommendation system. User behaviour gives vital importance to personalisation and does

not want to lose time in research and find new content for his needs. For example, online social

media and social networking service are a fundamental business with various recommendation

systems as a part of his ecosystem. The amount of data available and the increase in hardware

performance lead to a shift in recommendation systems. Instead of memory-based systems with

the content or collaborative filtering, model-based systems became more predominant alongside

with machine learning developments. Model-based systems became very powerful and accurate as

more item’s data and user’s data is added, or even new measures and approximations techniques

have been deployed. Knowledge graph-based systems are pushing forward new developments

in recommendation systems in their specific way of information representation, and preliminary

results forecast improvements in recommendation systems field.

As stated before, an important factor in using knowledge graphs is deep learning architecture.

The architecture consists of multiple layers interconnected, each one with a specific stage and a

hierarchical position that has the goal to accomplish pattern classification, feature selection, pattern

and feature learning. Attentions Mechanism and Graph Neural Networks were the most common

tools to make use of information structure in knowledge graphs in recommendation systems. Since

then, graph convolutional network and variants have shown better metrics in various application

areas on distinct datasets.



22 Literature Review



Chapter 3

Problem Description

This chapter specifies the problem characteristics given the dataset obtain to accomplish the goal

of this research. Section 3.1 defines the problem and puts in perspective potential advantages and

disadvantages in knowledge graph. Section 3.2 presents the dataset characteristics and Section 3.3

gives an insight into the dataset used for this research.

3.1 Problem Description

A recommendation system helps users find compelling content in a specific domain that the user

is interested in. It differs from the use of search engines, because a recommendation system can

display items that users might not even have thought about searching on their own and are the

high interest to them or have a high probability of being. A user-item interaction is a relationship

between an user and an item, given by an explicit or an implicit feedback. A form of explicit

feedback is a numeric rating scale and a form of implicit feedback can be, for example, a like, a

textual review or a click in a specific link. An item is a final product or a service. The heterogeneity

of the item will influence the recommendation system, because it has a context. For example,

if it is a final product like books, calculating the similarity between items and clustering users

may be enough, however, when it came to services like a hotel, the recommendation system may

consider the cost, the degree of cleanliness or the reception service, as customers usually value

these characteristics.

The preparation of a recipe comprises a great deal of information related to different fea-

tures: cooking methods, cooking time, ingredients, quantities, difficulty and more. The problem

addressed in this work is the development of a recommendation system that can help users identi-

fying the most suitable recipe for their current preferences. Analogous to movies, the complexity

of a recipe recommendation system increases when considering a recipe as a combination of in-

gredients, tags and steps. If considering vegetables used as ingredients alone, it is possible to

count more than a thousand of vegetables [59]. The same happens when considering food recipes

23
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tags or other complementary information that composes a recipe. Moreover, if we consider user

preferences, it is vital to be aware of the complexity of the user’s opinion, where the most unde-

fined variable is the taste. User goals, cultural environment and social factors also have a strong

influence in food choice. Multiple sources of information can be added to the prediction model

inherent in the recommendation system.

The attempt to capture more information and considering item beyond its characteristics is a

natural step. The focus of this research is precisely trying to capture recipes features and attributes

in a structured way by using knowledge graphs.

Knowledge graphs are a tool for extract and deal with complementary information around an

item. It can improve the overall recommendation system because it will take advantage of the se-

mantic information and the high structure represented by the graph. Most research use knowledge

graphs with unified methods with movies, books or music datasets to test their strategies. How-

ever, to the best of our knowledge, no prior attempt was done to model food recipes in knowledge

graphs with unified methods.

Before translating a structure and semantic information into a knowledge graph, is essential

to describe the problem in reference to consider an item as a set of combination of proprieties,

attributes or features that can be analysed and considered for the model.

The knowledge graph is a directed graph G = (V,E), where V is the set of nodes and E the

set of edges. The nodes are the entities and the set V can have more than one entity type. Each

edge on E is in the form of subject-property-object triple, < eh,ret >, also known as a triple of

(head entity, relation, tail entity). Each edge is interpreted in the following manner: entity eH

has a relationship of the type rt with entity et . In knowledge graphs, a path defines one relation

sequence, called meta-path, where P = A0
R1−→ A1

R2−→ A2
RK−→ AK which defines a set of relations

R1R2...Rk between types A0 and Ak where Ri ∈ E and Ai ∈ V . The combination of meta-paths is

called meta-graph. The meta-graphs will represent the neighbour’s features for a particular node.

A knowledge graph for a recommendation system will need the user feedback to perform

the link between users and items. To combine the user feedback and represent the user-item

interaction, every interaction between user ui and item v j is translated into a binary relation type,

where 1 is defined as an interaction observed, and 0 is defined as interaction not observed. The

binary relation type can vary depending on the type of interaction being implicit or explicit. For

explicit interaction that is based on a rating, it is common to define a limit on the rating scale,

where lower rating scores are translated to a not observed interaction. The final knowledge graph

with users, interactions and items information is characterised as an undirected heterogeneous

graph.

The final step is to transform the knowledge graph and the previous binary relation with an

embedding procedure. Every entity and relation will be transformed into a d-dimensional vector,

and all the structure and high-order proximity in the graph will be preserved.

As Guo et al. [24] states, the general idea is the information from item’s content and item’s at-

tributes, represent a latent vector V j of each item v j and the information from user-item interaction

matrix represents a latent vector Ui of each user vi. The probability of ui selecting v j is calculated
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by the inner product between the two vectors, which is calculated in every neural network layer.

Other alternatives for the neural network’s function are measuring the distance between two enti-

ties or the latent vectors’ sum.

The main advantage is the possibility to explore related hidden connections, to increase the

result’s precision, to extend diversity on the recommendation set and make the recommendation

process more understandable. These advantages mitigate some issues related with traditional rec-

ommendation systems: the cold start problem and the sparsity [62]. The cold start problems

happens when the system does not have enough information about an user or an item and, there-

fore, can not make predictions or recommend it. The sparsity concerns the values of the user-time

matrix, where it is mainly filled with zeros, in other words, a very few interactions resulting in a

sparse matrix.

Given the problem formulation, we desire to build a model which can predict a rating for a

given user-item pair, and compare it against a test set. The result will be a a supervise machine

learning with a prediction problem using a knowledge graph to structure all information. From

the set of model techniques that can work with this specific structured information, three were

considered: graph neural networks, graph convolution networks and knowledge graph based con-

volutional networks. Among the three, knowledge graph based convolutional networks proved

to be the one with the best results considering the problem similarity, the explicit rating and this

research’s objective: build a recommendation system model [63].

3.2 Dataset Analysis

In the world’s largest data science community, Kaggle [21], is possible to find recipes datasets that

include not only information about recipes but also user information. From the recipes datasets

available, was chosen the Food’s dataset [36], originated from Food website.[57] This same

dataset was used by Bodhisattwa et al. [40] in their research to generate personalised recipes.

Another reason for the selection of this dataset is the similarity of its composition with the movies

dataset [45] used on the information filtering research field.

Food’s dataset contains recipe composition with tags and user reviews, users and items interac-

tions and respective ratings as described on the following seven files in Comma Separated Values

(CSV) format and respective attributes designation:

• PP_recipes - contains processed recipes information in the form of byte-pair encod-

ing (BPE) via subword tokenizer (GPT): recipe identifier, contiguous recipe information,

recipes name tokens, ingredients tokens, steps tokens, list of techniques used in recipe and

identifier of ingredients in a recipe;

• PP_users - contains information about the ratings and reviews given by user: a user iden-

tifier, techniques in the recipes rated, list of recipes rated, the respective rating for each one

of the recipes rated and the total number of rates;
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• RAW_interaction - contains all information about a user-item interaction: a user identi-

fier, recipe identifier, date of the rating, rating given by the user, contiguous user identifier

and contiguous recipe identifier. This file is the source of the following three files also

present in the dataset interactions_test, interactions_train and interactions_validation;

• RAW_recipes - contains all information associate with a given recipe: name, recipe iden-

tifier, minutes for preparation, contributor’s identifier, date of the upload, descriptive tags,

nutrition information, the total number of steps, preparation steps, recipe’s ingredients and

the total number of ingredients.

The RAW_interaction file is the base of three other files in accordance to the machine learning

methodology steps: train, test, and validation. All interactions files contain the explicit rating

attribute - an user gives to a recipe a score of 1 to 5, where 1 indicates an extreme dislike and 5

indicates an extreme like - but without the textual review attribute present in the original interac-

tions file. The raw_recipes file contain all the information per recipe, while PP_recipes file is the

recipe information in byte-pair encoding.

Inconsistent values between files can lead to ambiguity in perceiving and understanding ob-

jects and return inaccurate results. In order to improve data quality, check data consistency and

integrity, the following steps were implemented:

• All files were dealt as Dataframe data structures and types were assigned as follows: identi-

fiers were assigned as integers, textual entries were assigned as strings, and upload date and

interaction date assigned as data-time format;

• In all files empty entries information were checked and in case of empty entries the entire

row was deleted;

• In all files null or symbols entries information were checked and in case of null or symbols

the entire row was deleted;

• All integers identifiers columns across all files were checked for duplicates and no duplicates

were present in the dataset;

• The consistency between contiguous identifiers present in interaction files were checked

with PP_users.csv and PP_recipes.csv. Identifiers not present in interaction prefix

files were deleted;

• Rows duplication was checked across the three interaction prefix files because they are

mutually exclusive. The duplication rule was based on the index composed by user id and

recipe identifier. Duplicates rows were deleted.

Users and items identifiers have consistency among all files and on interactions files, the con-

tiguous integer index for every user and item was maintained for later use in Dataframe data

structures.

As a result, the final dataset characteristics are summarised as follows:
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• 1132367 interactions between a user and a recipe in the form of explicit rating;

• 25076 users rated on this dataset;

• 178265 recipes available;

• For each entry, all attributes have values.

In next section, the data characteristics are exposed in more detail taking into account the

information needed to accomplish the objective of this work, that is, the implementation of a

recommendation system.

3.3 Data Exploratory

Detecting information in a dataset with unusual properties is essential as such information often

means abnormal behaviour or pattern. The elimination or the reduction of these problems means

a direct growth in the quality of information extracted by data analysis processes. To tackle this

issue, outlier detection is an essential task to be performed. Interquartile range distance is a well

known technique that identifies potential outliers.

Next sections describe in detail the analysis performed over the attributes found more relevant:

preparation time, number of steps, number of ingredients, tag and rating and respective decisions

concerning the outliers detected. Analysis of the interaction data is also performed.

Preparation Time

The attribute minutes is the recipe preparation time and it shows a small set of high values, 2859

samples (1,23% of the dataset) with more than 720 minutes. Further analysis revealed alcoholic

and beverage recipes have the most time-consuming step which is fermentation. In other entries,

the attribute minutes shows inconsistency with the description, as Irish Flummery recipe; whose

time preparation takes three and half days by instructions and preparation is done in less than sixty

minutes. Others corresponded to recipes where the recipe implies the preparation of ingredients

overnight or is a slow-cooking method. To build a general model, the decision was to consider only

recipes with a time preparation less or equal to twelve hours. Figure 3.1 shows the distribution of

the food recipes’ preparation time.

More than half of the recipes have one hour or less of preparation time. The number of recipes

that requires between one hour and two hours is still relevant.

Number of steps

Another critical attribute is the number of steps because it provides clues to the recipe’s difficulty

or easiness. From another perspective, since this dataset has many recipes submitted by the users,

many steps are synonymous with a worldly review by the user or a review on the recipe instead of

the actual recipe descriptive steps. Only recipes with less or equal than 100 steps are maintained in
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Figure 3.1: Total number of recipes by preparation time in minutes

the dataset. More than 100 steps were considered outliers, that translated in four recipes, 0,001%

of the dataset. Figure 3.2 shows that most of the recipes can be accomplished with less than ten

steps, and close to one quarter of the total requires between ten and twenty steps.

Figure 3.2: Total number of recipes by number of steps in the instructions to complete the food
recipe
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Number of ingredients

The number of ingredients attribute has a few examples which were defined as outliers. The

outliers here were recipes with duplicate information or a very worldly ingredient description, in a

sense the same problem about the user’s upload of recipes. It was only considered recipes with less

or equal to 18 ingredients. The outliers detected ascended to 3678 samples corresponding to 1,58%

of the dataset. For example, instead of register only salt, the user choose fine salt. The dataset

has recipes with less than seventeen ingredients. Figure 3.3 gives an insight into the number of

ingredients per recipe. Three-quarters of all recipes require at least or less than ten ingredients.

The majority of recipes requires between four and ten ingredients.

Figure 3.3: Total number of recipes by number of ingredients used

Analysing each ingredient’s frequency on Figure 3.4 the ten most common ingredients are

salt, butter, sugar, onion, water, eggs, olive oil, flour, milk and garlic cloves. The ingredients

exploration revealed 14719 different ingredients.

Tag

Attribute tag is essential to distinguish similar recipes and group recipes by a determine charac-

teristics. Users could make 445 tags to define recipes, with tags being used less than five different

recipes. Figure 3.5 shows how they are distributed. Preparation,time-to-make, course dietary,

main-ingredient, easy, occasion, cuisine, low-in-something, number-of-servings and main-dish

are the leading ones and; after, the total decreases at a steady pace.
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Figure 3.4: Top 100 most common ingredients in recipes

Figure 3.5: The sixty most common tags used for descriptive recipes.

It is possible to find exclusive tags easily and more descriptive: 60 minute-or-less and 15

minutes-or-less; meat, vegetable and desserts; or even tags that are more restrictive than the general

ones: low-in something and low-sodium, low-carb, low-cholesterol.
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Rating

The files corresponding to the rating given by the user on an item make it possible to analyse the

user rating behaviour. A high majority of positive ratings globally composes the dataset. Users

give a five-point to 530417 recipes, a four-point rating to 131846 recipes, while rating equal to

three, two and one correspond to 27058, 7336 and 3722 recipes, respectively. Rating zero was

given to 18000 recipes. This strong tendency is shown on the mean value: 4.41. The submissions’

temporal interval is eighteen years, going from February 25, 2002, to December 19, 2018. The

temporal length made it possible to have 1153 users who rated more than one hundred recipes.

Interactions

On the interactions files, it is essential to analyse if there is a small percentage of recipes that

can concentrate a high volume of ratings and, also, if there is the quantity of recipes with few

or without ratings. In other words, when considering users patterns is fundamental to explore

popularity patterns. As shown on Figure 3.6 almost half of the dataset is compose by unique

interactions, meaning a recipe with only one rating. It is expected a sparse matrix generation and

therefore a significantly increase in memory and processing time. Also, it s a characteristic that

will effect the algorithm’s behaviour.

Figure 3.6: Number of interactions (a rating given by the user) for each recipe.
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Chapter 4

Implementation

This chapter demonstrates the methodology used to validate the general approach on how to con-

struct a model, that can predict whether a user u has a potential interest in an unknown item v,

given a piece of information structured by a knowledge graph and the application of a neural net-

work. Our methodology implemented well-known collaborative methods and a knowledge graph

convolutional network with three distinct aggregation methods to identify the outcome and effects

in the use of knowledge graphs in a recipe recommendation systems. Thus, Section 4.1 presents

four collaborative methods: SVD, Normal Predictor, KNNWithZScore, BaselineOnly and CoClus-

tering. Its results will be the basis for comparison with the implementation of the knowledge

graph convolution network, described on Section 4.2, that uses three ways of feature aggregation:

sum, concatenation and neighbourhood. Section 4.4 describe the metrics to evaluate the results

obtained.

In order to make reading easier, a list of terms used frequently in the writing of this chapter is

presented:

• ˆrui is the prediction given for a user-item pair;

• µ is the mean of all ratings;

• µu is the mean of all ratings given by user u;

• bu is the bias for user u;

• bi is the bias for item i;

• qT
i pu is equivalent to Probabilistic Matrix Factorisation algorithm, with qi is the item factors

and pu the user factors;

• rui is the true rating of user u for item i;

• Rtrain is the training set;

• Nk
i (u) the k nearest neighbours of user u that have rated item i;

33
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4.1 Collaborative Filtering Methods

The idea of all methods in collaborative filtering is making a prediction or a set of predictions

about one user’s interests based on the interests of many other users. The explicit rating data is the

main feature in this recipe dataset, so the objective is translated into using the pure rating data to

learn a model to make predictions.

The python framework tool, Surprise [28] was chosen considering it is a specialised tool to

build and analyse a recommendation system that deals with explicit rating data. This research uses

four methods: SVD, Normal Predictor, KNNWithZScore, BaselineOnly and CoClustering.

The SVD algorithm, or Singular Value Decomposition, is a factorisation of the user-item matrix

into three matrices, using algebra and linear operations such as eigenvalue decomposition matrix.

When baselines are not used, this is equivalent to matrix factorisation [43]. The prediction rating

for a given user-time pair is in Equation 4.1.

r̂ui = µ +bu +bi +qT
i pu (4.1)

Normal Predictor algorithm predicts a random rating based on the distribution of the training

set, which is assumed to be a normal distribution. The prediction r̂ui is generated from a normal

distribution N (µ̂, σ̂2) where µ̂ and σ̂2 are estimated from the training data using Maximum

Likelihood Estimation, according to Equations 4.2 and 4.3.

µ̂ =
1

|Rtrain| ∑
rui∈Rtrain

rui (4.2)

σ̂ =

√
∑

rui∈Rtrain

(rui−µ)2

|Rtrain|
(4.3)

KNN with Z-score algorithm derived from a primary nearest neighbours approaches that con-

sider the z-score normalisation of data in each user. The prediction rating for a given pair user-time

is in Equation 4.4.

r̂ui = µu +σu
∑v∈Nk

i (u)
sim(u,v) · (rui−µv)/σv

∑v∈Nk
i (u)

sim(u,v)
(4.4)

BaselineOnly algorithm works by predicting the baseline estimate for a given user and item.

The prediction rating for a given user-time pair is in Equation 4.5.

r̂ui = vui = µ +bu +bi (4.5)

CoClustering is also called bi-clustering, where the goal is to generate co-clusters, a subset of

rows that exhibit similar behaviour across a subset of columns, or vice versa. In other words, given

some matrix A, we want to cluster rows of A and columns of A simultaneously. For our research,
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this matrix will be a user-item matrix that will generate groups of related users. The prediction

rating for a given user-time pair is in Equation 4.6.

r̂ui = Cui +(µu−Cu)+(µi−Ci) (4.6)

All algorithms presented so far are implemented with cross-validation technique to prevent

over-fitting or selection bias. The Kfold cross-validation technique train a model using the subset

of the dataset and, then, evaluate it using the complementary subset of the data. In more detail,

standard k-fold cross-validation makes k data subsets (folds) and, after, iteratively trains the al-

gorithm on k-1 folds while using the remaining fold as the test set (called the "holdout fold") as

shown in Figure .

Figure 4.1: K-Fold Cross Validation

Five rounds of cross-validation are executed in different subsets of the dataset, and the val-

idation results are combined in an estimate of the model’s predictive performance. A selection

of parameters for each algorithm is the result of the tuning process. The final parameters used

will be specified for each algorithm. The implementation of random seed value has a crucial con-

cern to have reproducible results and have consistency between experimental runs, as some cross

validators iterators used it to generate subsets of the dataset.

The initial dataset has three files with user-item interactions. The three files were merged into

one file for consistency in the cross-validation process.

4.2 Knowledge Graph Convolutional Network

This section gives an insight into the implementation of the knowledge graph convolutional net-

work specific to the recipe dataset. The implementation is exposed in two complementary sections,

as in both are some decisions that need to be explained. Section 4.2.1 explains the steps taken to

build a knowledge graph given the recipes dataset. Section 4.2.2 explains the neural network

implementation adapts to knowledge graphs with Wang et al. approach [64].
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4.2.1 Knowledge Graph

The knowledge graph’s implementation happens in two stages: first, define the ontology and build

the knowledge graph and second, preparing all data for the graph convolution network.

The use of cooking ontology [44], food ontology [8] or recipe ontology, was considered

however; given the dataset and objectives of this research, it is only considered a subset of the re-

lationships present in the previous ontologies. The approach considered to construct the ontology

is based on Paulheim [48] and Duan et al. [13]:

1. A knowledge graph defines real-world entities and their relations, organised in a graph;

2. A knowledge graph represents classes and relations of entities in a schema;

3. A knowledge graph allows entities linking with other entities;

4. A knowledge graph covers various popular domains.

A knowledge graph building takes three steps: entity extraction, relation extraction, attribute

extraction. Given the dataset information, user and recipe are entities. Tag and ingredient are also

entities and are connected to recipes. The knowledge graph relations are hasTag, hasIngredient,

hasPositiveRating and hasNumberOf Steps. The relation hasPositiveRating is a translation of the

user-item interactions where the user had given a rating of 4 or 5. The remains ratings were

considered negative assessments and not considered.

The first knowledge graph is represented by relations in the following structure (head entity,

relation, tail entity). Entity disambiguation is necessary to ensure evaluation of quality and so,

every entity has a unique identifier. An entity is an instance of a user, a recipe, a tag, an ingredient,

a nutrition value and a number of steps. To summarise, the knowledge graph is characterised by

the following relations:

• ( user, hasPositiveRating, recipe )

• ( recipe, hasTag, tag )

• ( recipe, hasIngredient, ingredient )

• ( recipe, hasCookingTime, cooking time )

• ( recipe, hasNumberOfSteps, number of steps )

The most challenging in applying knowledge graph to recommendation systems is the high

dimensionality and the heterogeneity of information. An example of high dimensionality is a

recipe with a high number of ratings that in the graph will be a highly connected node. On the side

of the heterogeneity, an example is a recipe with a considerable high number of tags and those also

shared with other recipes. Storing complex and interrelated data in a knowledge graph to use in

machine learning, is a complex task because the context of each data point means a high quantity

of information. Existing machine learning techniques rely upon the existence of an input vector
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for each example. Creating such a vector to represent a node in a knowledge graph is non-trivial.

The problem-solving approach taken was using knowledge graph embedding methods, which map

entities and relations to low-dimensional representation vectors, also shared in researches done by

Huang et al. [27], Wang et al. [65] and Zhang et al. [68].

The Tensor Flow [1] library contains data structures for multi-dimensional tensors and re-

spective mathematical operations. In our research, it is the package responsible for embedding the

users, entities and relations. These graph embeddings will make it possible to do machine learning

workflows and deterministic analytic workflows discussed in the next section.

4.2.2 Knowledge Graph-based Convolutional Network

The Knowledge Graph-based convolutional network implements an extended class from class

torch.nn.Module, defined in PyTorch library. Class torch.nn.Module is a base class for all neural

network modules. The nn modules provide a way to build and train deep network. In that way,

a method forward was create to compute the network output and the configuration of different

trainable layers, the fully connected layers, is accomplished with torch.nn.Linear.

Each graph node produces an aggregation of neighbourhood information, which includes the

information relatively to relations and entities. Relations which translate relation scores are nor-

malised with a softmax function. All features obtained are processed in each entity, weights are

calculated depending on each score and therefore obtain a neighbourhood representation. This

input representation supplies the layers of the neural network. The output vu, layer’s output and

u, the user representation, will be the parameters for one of the three possible final aggregators:

sum, concatenation and neighbourhood. The aggregators use the open-source library Tensor flow

[1] to perform the dropout of outputs, a common regularisation done in neural networks layers,

and to compute matrix operations for each aggregator. The propagation rule for each aggregator

is defined in Equation 4.7, 4.8 and 4.9, with the corresponding notation:

• W is the matrix of weights;

• vu
S(v) is neighbourhood representation of the recipe v for the user u;

• b is the bias;

• v is the recipe representation;

• σ is the activation function ReLu.

Sum = σ(W · (v+ vu
S(v))+b) (4.7)

Concat = σ(W · concat(v,vu
S(v))+b) (4.8)

Neighbourhood = σ(W · vu
S(v)+b) (4.9)
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Finally, to reach a prediction rating the KGCN will have has for each user u we will calculate

a score for a given relation r belong to user u. The recipe representation from the layer’s output

with the user representation is an input for the sigmoid function giving us a final prediction rating.

Finally, the dataset has divided 70% is for training, 15% for testing and 15% for results vali-

dation.

4.3 Complementary Experiments

After the implementation of non-graph methods and knowledge graph-based convolutional net-

work method, two behaviours are possible to analyse and observed to go further in our research.

The first one, records results obtain from a subset of the dataset that contains only recipes with

equal or greater than ten interactions, that is ten ratings given by different users to a recipe. The

dataset will be reduced to 12897 recipes and 336094 interactions. In percentage these numbers

translates to 29,75% of the total interactions data and 7,23% of the total recipes data. The objective

is to reach a conclusion about the behaviour in dealing with a huge amount of concentrate ratings,

instead of a sparse dataset.

The second complementary experiment will try to conclude if the results can improve when

adding new relations to the knowledge graph. The knowledge graph-based convolutional network

will run with a knowledge graph with only one relations hasPositiveRating, and thus a less dense

knowledge graph with a fewer connections and less quantity of information.

4.4 Metrics

In information systems, a set of metrics have been used to evaluate recommendation systems

results. However, considering that this research has an offline experimental setup, focuses on a

prediction task and is evaluated on these predictions’ accuracy; the evaluation metric chosen is

the Root Mean Squared Error (RMSE) and the Mean Absolute Error (MAE). The main difference

between the two metrics is the contribution of individual error values to the final result. These two

metrics distinctiveness are the consideration of the absolute error for RMSE while MAE takes into

consideration the measure of deviation. Both use the predicted rating for the user-item pair, Pui,

the rating given by user u to the item i, rui, the item’s total number of ratings, N as in Equation

4.10 and 4.11.

RMSE =

√
1
N ∑

u,i
(pu,i− ru,i)2 (4.10)

MAE =
1
N ∑

u,i
|pu,i− ru,i| (4.11)

The RMSE gives an understanding of recommendation accuracy. RMSE increases with the

variance of the frequency distribution of error magnitudes and give more importance to large



4.4 Metrics 39

errors. Same goes for MAE, but it measures the average magnitude of the errors in a set of

predictions, without considering their direction. In both measurements, the lower the value, the

better.
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Chapter 5

Results

All techniques implemented were ran on the same machine with the following specifications: Intel

E5-2640 CPUs, 64GB of DDR3 RAM clocked at 1333MHz, QDR Qlogic QLE7340 IB HCA

with Broadcom Corporation NetXtreme BCM5720 NICs. Table 5.1 shows the final results. Each

model’s final value is the result of optimisations obtained from consecutive runs with different

hyper parameters and also with the help of GridSearchCV class, a Tensor Flow class specific for

optimisations.

BaseLineOnly algorithm uses Alternating Least Squares (ALS) to do the baseline computa-

tion. Regularisation parameter for items and regularisation parameter for users is set at 10, 15

respectively. The optimisation set 10 iterations as the optimal number.

SVG algorithm is set to the following hyper parameters: 0,04 for regularisation parameter of

the cost function; 0,005 for the learning rate; 15 iterations; 0,1 for standard deviation of the normal

distribution for factor vectors initialisation and 0,02 for the regularisation term for all parameters.

Number of factors was set to 100 and the number of iterations is set to 15.

CoClustering find the best performance when the number of iteration of the optimisation loop

is 5, the number of user clusters is 3 and number of item clusters is also 3.

Knn with Z score find the best performance when the number of neighbours to take into account

for aggregation is 10, and the minimum number of neighbours to take into account for aggregation

is 12. The mean squared difference similarity between all pairs of users is the similarity used to

estimate a rating.

KGCN find the best performance when the neighbour sampling size is 8, dimension of embed-

dings 64, depth of receptive field is 2, regulariser weight is 0,0002, learning rate is 0,002, batch

size is 128 and epochs number is 50. These hyper-parameters were repeated in the three KGCN

variants.
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Model RMSE MAE

BaselineOnly 0,9310 0.5397

CoClustering 1,0112 0,5757

KnnWith ZScore 0,9973 0,5589

Normal Predictor 1,2033 0,7929

SVD 0,9203 0,5432

KGCN-sum 0,8620 0,4973

KGCN-concat 0,8612 0,5372

KGCN-neighbour 0,8495 0,4959
Table 5.1: RMSE and MAE values corresponding to the test dataset

From the set of non-graphs algorithms SVD and BaselineOnly has the ones with less error,

being the BaseLineOnly more sensible to large prediction errors. Normal Predictor is the worst in

predicting ratings, a result that was, in a way, expected.

Knowledge graph-based convolutional networks performed better in this research by reducing

the prediction errors 0,08 points below compared to the best non-graph model. Inside the three

different forms of aggregation, the neighbourhood aggregation is the one who performs better,

followed close by the sum aggregation. Because the KGCN-neighbour works only with the neigh-

bourhood entities, we can see the consequences of the lack of the entity features in itself when

comparing with the KGCN-sum, showing a difference of 0,02 points in RMSE.

In other experiment the KCGN is ran with only part of the relationships defined previously.

This knowledge graph is constructed with only one relationship, hasPositiveRating, and two types

of entities, users and recipes, leading to the results presented in Table 5.2.

Model RMSE MAE

KGCN-Sum 0,9239 0.5529

KGCN-Concat 0,9248 0.5434

KGCN-neighbour 0,9201 0,5510
Table 5.2: RMSE and MAE values corresponding to the test dataset for a reduced knowledge
graph

In fact, a KGCN with a reduced information performs worse when compared with the previous

setup and shows results almost equal to the SVD algorithm in Table 5.1. This experiment shows

that the adding of semantic information improves the results.

The last experience is performed only with a subset of the dataset. This experiment has the goal

to check the behaviour when dealing with a scenario where all recipes have at least ten ratings.

This setup is compared with the initial sparse dataset, composed by a high number of unique
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ratings on recipes, which represents 46,03% of the whole initial dataset. Table 5.3 demonstrates

the respective values.

Model RMSE MAE

BaselineOnly 0,4390 0,3897

CoClustering 0,4184 0,3541

KnnWith ZScore 0,4795 0,3589

Normal Predictor 0,4010 0,3241

SVD 0,3420 0,2848

KGCN-sum 0,3303 0,2933

KGCN-concat 0,3301 0,2854

KGCN-neighbour 0,3289 0,2758
Table 5.3: RMSE and MAE values corresponding to the test dataset with recipes that registered at
least ten ratings

The consequence of dataset with at least ten ratings per recipe is a considerable decrease in

the error measure in both RMSE and MAE. KGCN neighbour algorithm has the best performance

followed closely by the other KGCN variants. From the KGCN variants, the Neighbour aggregator

presents the lowest error between the three variants. In all experiences, Table 5.3 shows the lowest

error variation and also shows a smaller interval between error measurements in comparison with

the previous experiences.
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Chapter 6

Conclusions and Future Work

This chapter provides a summary of the study developed, the conclusions regarding the compari-

son of both types of models, the implementation of the knowledge graph in a graph convolutional

network and their applicability in recipes recommendation systems. Finally, the main contribu-

tions are enumerated and possible directions for future work are identified.

This dissertation focuses on developing a recommendation system that can help users identify

the most suitable recipe for their current preference by predicting a rating for a recipe unknown to

the user. The approach was to consider a recipe not as an individual item, but an item composed of

attributes with different degrees of importance to the user. In this way, the knowledge graph was

the technique to structure the recipe information in relationships and characteristics to help infer

new knowledge patterns. The accomplishment of this objective leads to comparing non-graph

hybrid methods with knowledge graph-based convolutional network. Their results leads us to

conclude that recipes recommendation systems benefit from knowledge graph structures, applied

in convolutional networks by reducing the error in the predicted ratings on sparse scenarios.

The complementary experiences allowed us to understand that, introducing more recipe in-

formation in the knowledge graph structure helps the model to reduce the error in the predicted

ratings and mitigate the weakness related to sparse datasets. That is the difficulty to predict a

rating for an item with few or nonexistent rates. The last experience, where only a recipe with

more then ten ratings were considered, gives us an insight about the performance when presented

with an ideal dataset for recommendation system; that is one where all items have a considerable

number of ratings. The KGCN neighbourhood algorithm predicts with less error in this scenario

but the other KGCN variants performed very similar. This scenario also demonstrates the smallest

error measurement because there are numerous ratings between four and five, as the rating trend

study revealed in Appendix A.3.

In all three experiences, the neighbour aggregator in the KGCN is consistently more accurate

demonstrating the importance of the neighbourhood information to the predicting performance of

the algorithm.
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6.1 Main contributions

It is possible to identify two main contributions of this work in the information filtering field: first,

the consideration of heterogeneity multi-criteria information in recipe recommendation systems,

through the use of knowledge graphs and, secondly, a base comparison between the traditional

models of recommendation systems and, models with a knowledge graph-based approach.

6.2 Directions for future work

New approaches to recommend systems are still emerging and recent researches show there is a set

of possibilities, to analyse and to improve within the field of knowledge graph-based convolutional

network.

Four possible directions for future research are identified.

First, designing a consistent and descriptive ontology for culinary domain and measuring its

impact in the machine learning models. A more precise ontology could benefit the prediction

result and also future machine learning models with an organise and structured workflow.

Secondly, researching how to map the impact and how to add the sentiment analysis from the

reviews attribute to the knowledge graph. Knowledge graph ability to extract and infer wisdom

from the facts were dependent of the relationships constructed. The sentiment analysis can lead to

new relationships and assist in providing additional semantic information.

The third possible scenario for research is evaluating the knowledge graph-based in a real

scenario, to identity the users behaviours in the set of recommendations given and analyse the

accuracy of the predicting rating.

Finally, the forth direction is analysing how can a user ontology be added to the knowledge

graph and, afterwards, identify if it can improve the overall recommendation system.



Appendix A

Data Exploration

This section exposes complementary visual representation of the dataset after removing the out-

liers identified. The box plots, on Section A.1 gave a better understanding of the data’s variability

across the recipe’s attributes. Section A.2 displays the diagrams and charts to understand the

correlation between attributes and study the dataset’s characteristics. Finally, Section A.3 demon-

strates produced charts that helped to identify the most potential attributes to be considered in the

construction of the knowledge graph structure.

A.1 Recipes information visualisation

Figure A.1: Descriptive statistics using box plot method for attribute minutes, total time for recipe
preparation
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Figure A.2: Descriptive statistics using box plot method for attribute n_ingredients, total number
of ingredients on the recipe.

Figure A.3: Descriptive statistics using box plot method for attribute n_steps, total number of steps
in recipes instructions.
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A.2 Interactions Information Visualisation

A.2.1 File interactions_test.csv

Figure A.4: Total number of recipes for each rating given by the user from 0 to 5 - test file
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Figure A.5: Correlation matrix for attributes in interactions_test.csv

Figure A.6: Scatter and Density plot
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A.2.2 File interactions_train.csv

Figure A.7: Total number of recipes for each rating given by the user from 0 to 5 - train file

Figure A.8: Correlation matrix for train file
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A.2.3 File interactions_validation.csv

Figure A.9: Number of each rating given by the user from 0 to 5 - Validation file

Figure A.10: Correlation matrix for validation filr



A.3 Ratings trends 53

A.3 Ratings trends

Figure A.11: Average number of nutritional values (y-axis) per rating value (x-axis)

Figure A.12: Average rating by preparation time: "really fast" less than 10 minutes; "fast" between
10 and 20 minutes; "average" between 20 and 30 minutes; "slow" between 30 and 50 minutes and
"really slow " greater than 50 minutes



54 Data Exploration

Figure A.13: Average rating (y-axis) per number of ingredients (x-axis).

Figure A.14: Average recipe rating per year for vegetarian and non vegetarian recipes.
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Figure A.15: Total of recipes by time of preparation

Figure A.16: New recipes uploads per year.
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