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Abstract. Electricity markets are complex environments, which have been suf-

fering continuous transformations due to the increase of renewable based gen-

eration and the introduction of new players in the system. In this context, play-

ers are forced to re-think their behavior and learn how to act in this dynamic 

environment in order to get as much benefit as possible from market negotia-

tions. This paper introduces a new learning model to enable players identifying 

the expected prices of future bilateral agreements, as a way to improve the deci-

sion-making process in deciding the opponent players to approach for actual 

negotiations. The proposed model introduces a con-textual dimension in the 

well-known Q-Learning algorithm, and includes a simulated annealing process 

to accelerate the convergence process. The proposed model is integrated in a 

multi-agent decision support system for electricity market players negotiations, 

enabling the experimentation of results using real data from the Iberian electric-

ity market. 

Keywords: Bilateral Contracts, Context Awareness, Electricity Markets, Rein-

forcement Learning. 

1 Introduction  

The Electricity Markets (EM) restructuring placed several challenges to govern-

ments and to the companies that are involved in generation, transmission, and distri-

bution of electrical energy [1]. Due to fuel fossil related concerns, the penetration of 

renewable energy sources has grown. The considerable increase of distributed genera-

tion of intermittent nature, makes EM more competitive, and consequently encourage 

a decrease in electricity prices [2]. However, some recurrent problems must be con-

sidered, e.g. the dispatch ability, limitations in the power system network, and the 

integration of small producers in EM, among others [3]. In order to overcome these 
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problems, some global solutions are being adopted, deeply changing the traditional 

market models. Nowadays there are several market models, some with clearing mech-

anisms based on offers optimization, such as most US EM [4]; and other based on 

symmetric auctions, as in most European countries [5]. However, electricity trade 

worldwide is also supported by means of bilateral contracts negotiation. 

With the increase of the complexity and unpredictability in EM, increases the need 

to understand markets’ mechanism and how the interaction between the players af-

fects markets outcomes. Simulation and decision support tools have been increasingly 

used, including several modeling tools based on multi-agent software. Some relevant 

examples are the simulators EMCAS AMES, GAPEX and MASCEM [6]. 

Current tools are directed to the study of market mechanisms and interactions 

among participants, but are not suitable for supporting the decisions of negotiating 

players in obtaining higher profits in energy transactions. The common behavior of 

market players in bilateral contracts negotiation is mainly based on the definition of 

prices and quantities in energy transactions with each competitor. Hence, relevant 

information, concerning competitors’ previous negotiations, can be used to improve 

the decision process, considering the characteristics of the negotiation. It is essential 

to consider the concept of context awareness, since it influences the prices and vol-

umes to be negotiated. A review of context analysis mechanism of EM players is 

presented in [7], which proposes a methodology to define and analyze different nego-

tiation contexts in EM. 

This paper presents a learning method to support decisions of players in the pre-

negotiation of bilateral contracts, allowing to identify the ideal negotiators to trade 

with, enhancing the outcomes of the negotiation process. This method is based on the 

application of reinforcement learning algorithm (RLA), namely the Q-Learning algo-

rithm, to learn the contract price forecasting method that is the closest to reality. This 

algorithm also determines the best method for each context. The forecast scenarios are 

determined using different methods to identify the expected price for each amount of 

energy. However, no method presents a better performance than all others in every 

situation, only in particular cases and contexts [8]. Thus, these contract prices fore-

casting are subject to some error degree. Because of that, the quality of definition of 

the best forecast method is essential for supporting the decision process. Besides the 

contextual dimension introduced in the learning process, a Simulated Annealing (SA) 

process [9] is also included to enable accelerating the convergence of the learning 

process, especially when the number of observations is low. 

2 Proposed Methodology  

The proposed method uses a learning process based on the assessment of likeli-

hood of occurrence of each alternative scenario of negotiation. Thus, this approach 

allows the supported player to be prepared for the negotiation scenario that is the most 

likely to occur and perform the action that generates the best results. Besides, the 

contextualization of the learning process is enabled, obtaining the expected negotia-

tion scenarios that most reflect the current context. 
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2.1. Contextual Q-Learning 

The bilateral contract price estimation approach is based on the application of the 

Q-Learning reinforcement learning algorithm, where an agent learns through trial and 

error. An agent operates in an environment conceptualized by a set of possible states, 

in which the agent can choose actions from a set of possible actions. Each time that 

the player performs an action, a reinforcement value is received, indicating the imme-

diate value of the resulting state transition. Thus, the only learning source is the 

agents’ own experience, whose goal is to acquire an actions policy that maximizes its 

overall performance [10]. 

The proposed methodology proposes an adaptation of the Q-Learning algorithm 

[11] to undertake the learning process. Q-Learning is a very popular reinforcement 

learning method. It is an algorithm that allows the autonomous establishment of an 

interactive action policy. It is demonstrated that the Q-Learning algorithm converges 

to the optimal proceeding when the learning Q state-action pairs is represented in a 

table containing the full information of each pair value [12]. The basic concept behind 

the proposed Q-Learning adaption is that the learning algorithm can learn a function 

of optimal evaluation over the whole space of context-scenario pairs (c x s). This 

evaluation defines the Q confidence value that each scenario can represent the actual 

encountered negotiation scenario s in context c. The Q function performs the mapping 

as in (1): 

𝑄: 𝑐 𝑥 𝑠 →  𝑈 (1) 

where U is the expected utility value when selecting a scenario s in context c. The 

expected future reward, when choosing the scenario s in context c, is learned through 

trial and error according to (2): 

𝑄𝑡+1(𝑐𝑡,𝑠𝑡) = 𝑄𝑡(𝑐𝑡,𝑠𝑡) + 𝛼(𝑐𝑡,𝑠𝑡)[𝑟𝑠,𝑐,𝑡 + 𝛾 · 𝑈𝑡(𝑐𝑡+1 )

− 𝑄𝑡(𝑐𝑡,𝑠𝑡)] 

(2) 

where 𝑐𝑡 is the kind of context when performing under scenario 𝑠𝑡 at time t: 

• 𝑄𝑡(𝑐𝑡,𝑠𝑡) represents the value of the previous iteration (each iteration repre-

sents each new contract established in the given scenario and context). Gener-

ally, the Q value is initialized to 0. 

• 𝛼(𝑐𝑡,𝑠𝑡) (0 <  𝛼 ≤  1) is the learning rate which determines the extent to 

which the newly acquired information will replace the old information (e.g. 

assuming a value of 0 learns nothing; on the other hand, a value of 1 repre-

sents a fully deterministic environment). 

• 𝑟𝑠,𝑐,𝑡 is the reward, which represent the quality of the pair context-scenario (c 

x s). It appreciates the positive actions with high values and negative with low 

values, all of them are normalized on a scale from 0 to 1. The reward r is de-

fined in (3): 

𝑟𝑠,𝑐,𝑡  =  1 − |𝑅𝑃𝑐,𝑡,𝑎,𝑝  −  𝐸𝑃𝑠,𝑐,𝑡,𝑎,𝑝| (3) 
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where 𝑅𝑃𝑐,𝑡,𝑎,𝑝 represents the real price that has been established in a contract with 

an opponent p, in context c, in time t, referring to an amount of power a; and 

 𝐸𝑃𝑠,𝑐,𝑡,𝑎,𝑝 is the estimation price of scenario that corresponds to the same player, 

amount of power and context in time t. All r values are normalized in a scale from 0 

to 1. 

• 𝛾 (0 ≤  𝛾 ≤  1) is the discount factor which determines the importance of fu-

ture rewards. A value of 0 only evaluates current rewards, and higher values 

than 0 takes into account future rewards. 

• 𝑈𝑡(𝑐𝑡+1 ) is the estimation of the optimal future value which determines the 

utility of scenario s, resultant in context c. 𝑈𝑡 is calculated as in (4): 

𝑈𝑡(𝑐𝑡+1 )  = max
𝑠

𝑄(𝑐𝑡+1 , 𝑠) (4) 

The Q-Learning algorithm is executed as follows: 

• For each c and s, initialize 𝑄(𝑐, 𝑠) = 0; 
• Observe new event (new established contract); 

• Repeat until the stopping criterion is satisfied: 

o Select new scenario for current context; 

o Receive immediate reward 𝑟𝑠,𝑐,𝑡; 

o Update 𝑄(𝑐, 𝑠) according to (2); 

o Observe new context c’; 

o 𝑐 → 𝑐′. 

After each update, all Q values are normalized according to the equation (5), to fa-

cilitate the interpretation of values of each scenario in a range from 0 to 1. 

𝑄′(𝑐, 𝑠)  =
𝑄(𝑐, 𝑠)

𝑚𝑎𝑥[𝑄(𝑐, 𝑠)]
 (5) 

The proposed learning model assumes the confidence of Q values as the probabil-

ity of a scenario in a given context. 𝑄(𝑐, 𝑠) learns by treating a forecast error, updat-

ing each time a new observation (new established contract) is available again. Once 

all pairs context-scenario have been visited, the scenario that presents the highest Q 

value, in the last update, is chosen by the learning algorithm, to identify the most 

likely scenario to occur in actual negotiation. 

2.2. Simulated annealing process 

SA is an optimization method that imitates the annealing process used in metallur-

gy. The final properties of this substance depend strongly on the cooling schedule 

applied, i.e. if it cools down quickly the resulting substance will be easily broken due 

to an imperfect structure, if it cools down slowly the resulting structure will be well 

organized and strong. When solving an optimization problem using SA the structure 

of the substance represents a codified solution of the problem, and the temperature is 

used to determine how and when new solutions are perturbed and accepted. The algo-
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rithm is basically a three steps process: perturb the solution, evaluate the quality of the 

solution, and accept the solution if it is better than the previous one [13].  

The two main factors of SA are the decrease of the temperature and the probabil-

ity of acceptance. The temperature only decreases when the acceptance value is great-

er than a stipulated maximum. This acceptance number is only incremented when the 

probability of acceptance is higher than a random number, which allows some solu-

tions to be accepted even if their quality is lower than the previous. When the condi-

tion of acceptance is not satisfied, the solution is compared to the previous one, and if 

it is better, the best solution is updated. At high temperatures, the simulated annealing 

method searches for the global optimum in a wide region; on the contrary, when the 

temperature decreases the method reduces the search area. This is done to try to refine 

the solution found in high temperatures. This is a good quality that makes the simulat-

ed annealing a good approach for problems with multiple local optima. SA, thereby, 

does not easily converge to solutions near the global optimum; instead this algorithm 

seeks a wide area always trying to optimize the solution. Thus, it is important to note 

that the temperature should decrease slowly to enable exploring a large part of the 

search space. The considered stopping criteria are: the current temperature and the 

maximum number of iterations. In each iteration is necessary to seek a new solution, 

this solution is calculated according to (6). 

𝑛𝑒𝑤 𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛 = 𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛 + 𝑆 × 𝑁(0,1) (6) 

solution in (1) refers to the previous solution, because this may not be the best found 

so far. 𝑁(0,1) is a random number with a normal distribution, the variable S is ob-

tained through (7). 

𝑆 = 0.01 × (𝑢𝑝𝑏𝑜𝑢𝑛𝑑 − 𝑙𝑤𝑏𝑜𝑢𝑛𝑑) (7) 

𝑢𝑝𝑏𝑜𝑢𝑛𝑑 and 𝑙𝑤𝑏𝑜𝑢𝑛𝑑 are the limits of each variable, which prevent from getting 

out of the limits of the search problem. 

The decisive parameters in SA's research are the decrease of temperature and the 

likelihood of acceptance. 4 variations of the SA algorithm have been implemented, 

combining different approaches for calculating these two components. It is expected 

that this will bring different results for different groups, as these components intro-

duce a strong randomness in SA, which makes them reflect in the final results. 

Table 1: Temperature and probability of acceptance calculation methods 

group temperature decreasing probability of acceptance ref. 

1 𝑇𝑖 = 𝑇𝑖−1 × 𝛼 𝑃 = (2𝜋𝑇)−
𝐷
2 𝑒

(
−∆𝑥
𝐾×𝑇

)
 [14] 

2 𝑇𝑖 =
𝑇0

𝑖
 𝑃 =

𝑇0

(∆𝑥2 + 𝑇2)
(𝐷+1)

2

 [14] 

3 𝑇𝑖 = 𝑇0𝑒−𝑐𝑖
1
𝐷 

𝑃 = ∏
1

2(|𝑦𝑑| + 𝑇𝑖) ln (1 +
1
𝑇𝑖

)

𝐷

𝑑=1

 [14] 

4 𝑇𝑖 = 𝑇0 × 𝛼𝑖  𝑇𝑖 =
1

1 + 𝑒
∆𝑥

𝑇𝑚𝑎𝑥

 [15] 
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where: 

• 𝛼 = 0.95; 

• 𝑖 is the current iteration; 

• ∆𝑥 = 𝑦(𝑥𝑚𝑎𝑥 − 𝑥𝑖) is the difference between best solution and current 

solution;   

• 𝐾 = 1 is the Boltzmann constant ; 

• 𝑇0 = 1 is the initial temperature; 

• 𝐷 is the number of variables; 

• 𝑐 = 0.1; 

• |𝑦𝑑| is the abs of solution current; 

• 𝑇𝑚𝑖𝑛 = 1 × 10−10; 

• 𝑎𝑐𝑐𝑒𝑝𝑡𝑎𝑛𝑐𝑒𝑚𝑎𝑥 = 15. 

3 Results and discussion  

3.1. Case study characterization 

This section presents a case study to demonstrate the performance of the proposed 

methodology. A historical database, concerning the past log of established contracts 

of different EM players, is used to apply the proposed methodology and assess its 

performance. The used data is based on real data extracted from MIBEL - the Iberian 

Electricity Market. The dataset can be consulted [16] and is composed by the execut-

ed physical bilateral contracts declared in the Spanish System Operator, in the period 

between 1 July 2007 and 31 October 2008 (16 months / 488 days). Each negotiation 

day is composed by 24 negotiation periods, in a total of 11712 periods. The negotia-

tions were performed by 132 different players (88 Buyers and 44 Sellers) which es-

tablished 1,797,996 contracts. Table 2 presents a detailed overview of the dataset. 

Table 2: Dataset overview 

 

The distinct scenarios, which are the actions that the model may choose, refer to 5 

contract price forecast methods, where there is an expected price for each amount of 

energy (from 1 until 10 MWh). The expected prices for the power amounts are calcu-
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lated by several forecasting algorithms detailed in [17]. The context awareness is 

tested through 4 different contexts. The context analysis is carried out by a context 

analysis mechanism [7], which separates the historic data into different groups or 

contexts. 47% of the established contracts refer to Context 1, 8% refer to Context 2, 

18% to Context 3 and 27% to Context 4. 

The overall goal is to update the Q value of each forecast method (scenario) and 

context whenever there are new contracts. It is also important to test different combi-

nations of input parameters, such as discount factor, learning rate and initial tempera-

ture; to analyze the evolution of Q values; and to have a suitable learning mechanism, 

which chooses the most likely forecast method to occur (i.e. the scenario with a lower 

forecast error in the current context). 

Table 3 shows the comparison of the average error between the predicted price by 

each scenario and the actual verified price for each of the 4 considered scenarios. The 

error evaluation is measured using the Mean Absolute Error (MAE), Mean Absolute 

Percentage Error (MAPE) and Standard Deviation (STD). Using these prediction 

errors as basis it is possible to assess the quality of each scenario vs context pair, thus 

enabling to evaluate the quality of the learning process. 

Table 3: Prediction error of the five considered scenarios in each of the four considered contexts 

Context Scenario MAE MAPE (%) STD 

 1 13.94 18.43 16.34 

 2 8.75 12.48 6.36 

1 3 3.26 4.12 2.36 

 4 19.74 27.39 17.47 

 5 12.89 17.62 9.20 

 1 3.67 5.26 4.62 

 2 19.84 28.53 15.62 

2 3 3.82 5.48 4.89 

 4 26.84 39.98 18.74 

 5 10.31 14.53 8.38 

 1 3.91 7.52 4.93 

 2 9.93 14.45 8.22 

3 3 3.74 7.16 4.53 

 4 14.42 19.36 12.60 

 5 6.22 9.36 6.83 

 1 5.46 8.63 7.31 

 2 20.31 33.16 16.82 

4 3 24.17 38.28 18.45 

 4 8.02 12.21 8.24 

 5 15.16 21.75 13.82 

From Table 3 it is visible that scenarios with lowest prediction error are: Scenario 1 

for Contexts 2 and 4, and Scenario 3 for Contexts 1 and 3. These are the best scenari-

os (actions) to which the learning model should converge. 
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3.2. Results 

Fig. 1 presents the heat maps showing the results quality (overall prediction errors) 

achieved by the proposed method when applied to each of the contexts independently. 

The heat maps include the combinations between the values of 𝛼 and T0. The dark 

green zones represent the combinations of 𝛼 and T0that present the best performance 

in each test, and the red zones represent the worst combinations. 

 
Figure 1: Sensitivity analysis results for the combination between 𝛼 and T0 in the different performed 

tests. 

From Fig. 1 it is seen that the best combination of parameters depends greatly on 

the number of observations that refer to each of the contexts. In Context 1, being that 

with the greatest number of observations, the best results arrive when a large T0 is set, 

together with a low 𝛼. This enables the learning process to learn more slowly, provid-

ing enough room for exploration before starting to exploit the best action. On the 

contrary, in Context 2, which is the context with the smaller number of observations a 

large 𝛼 and small T0 is required, so that the learning process converges more quickly. 

In Contexts 3 and 4, having a moderate number of observations, the tendency goes to 

an intermediate level of 𝛼 associated to a rather large T0, enabling a moderate learning 

process, with enough exploration before the final convergence. For illustrative pur-

poses, Fig.2 shows the convergence process of the proposed model for Context 2, 

with and without SA. 

Fig. 2 shows that, using the SA, the convergence to scenario 1 – the best action for 

context 2, is faster. There is less exploration, but the exploitation begins much sooner, 

which is important in contexts such as this one, in which the total number of observa-

tions is low. 

Using the identified best parametrization, the results of the proposed methodology 

are compared to several benchmark reinforcement learning algorithms under the same 

simulation settings, namely the standard Q-Learning, Roth-Erev [18], UCB1 [19] and 

EXP3 [20]. Table 4 shows the global results, i.e. normalized confidence values (or Q 
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values) in each of the 5 considered scenarios, in each of the 4 considered contexts. 

Table 5 shows the comparison of the average prediction errors resulting from the 

scenarios chosen in each iteration by the different algorithms in each context. This 

enables assessing the overall quality of the learning methods in each context. Note 

that it is not expected that the achieved error values match those achieved by the best 

scenarios themselves, as presented in Table 3, because due to the required exploration 

phase of the reinforcement learning algorithms several different scenarios, even if 

bad, must be tried, which results in an overall trial and error procedure. However, 

these average errors enable assessing the algorithms quality in terms of exploration vs 

exploitation balance, and their capability of converging to the best scenario, as shown 

by the confidence values in each scenario, as shown by Table 4. 

 

 
Figure 2: Convergence process with and without the SA process 

Table 4: Comparative results between the proposed model and benchmark reinforcement learning algo-

rithms 
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Table 4 shows that the proposed model is able to learn and identify the best scenar-

io for each of the four considered contexts, namely scenario 3 for contexts 1 and 3, 

and scenario 1 in contexts 2 and 4. On the other hand, all the other state of the art 

algorithms are able to effectively learn the best global scenario (scenario 1), but, by 

not including a contextual dimension, they are not able to identify the best scenario 

for the specific contexts. In summary, the current algorithms are able to learn the best 

overall approaches, but lack the adaptation capabilities to be able to identify different 

performances under different contexts. 

Table 5 shows that the proposed method is the algorithm that achieves the lowest 

prediction errors in all four contexts, as result from this method’s context aware learn-

ing capability. However, some other methods reach very close results in the contexts 

in which the prediction is from Scenario 1 (identified by all methods as the best one, 

as seen from Table 4), namely in contexts 2 and 4. Nevertheless, the results from the 

proposed method are still better in these contexts because it is able to converge faster 

to the best scenario, by considering the different contexts as independent, while the 

other methods need for exploration (and more trial and error) to reach the best overall 

scenario.  

Table 5: Comparison of average prediction errors of the different algorithms in each context 

Context Algorithm MAE MAPE (%) STD 

 Proposed Model 7.45 9.89 8.98 

 Std. Q-Learning 11.24 16.28 14.04 

1 Roth-Erev 10.49 14.87 13.41 

 UCB1 15.36 21.04 18.93 

 EXP3 18.56 24.90 21.39 

 Proposed Model 4.28 6.46 5.89 

 Std.Q-Learning 4.88 7.23 6.68 

2 Roth-Erev 4.46 6.83 6.03 

 UCB1 5.89 9.31 8.72 

 EXP3 6.53 10.85 9.38 

 Proposed Model 5.37 8.21 6.98 

 Std.Q-Learning 9.16 13.28 9.37 

3 Roth-Erev 8.43 12.73 9.14 

 UCB1 12.54 18.02 12. 71 

 EXP3 15.11 22.02 17.37 

 Proposed Model 6.22 9.35 8.31 

 Std.Q-Learning 6.81 9.97 9.02 

4 Roth-Erev 7.47 10.28 11.07 

 UCB1 6.74 9.63 8.86 

 EXP3 7.26 10.15 10.62 

The Kruscal-Wallis test is a nonparametric test used to compare three or more in-

dependent samples. It indicates if there is a difference between at least two of them. 

This is used to test the null hypothesis that all populations have equal distribution 

functions against the alternative hypothesis that at least two of the populations have 

different distribution functions. In this way it is assumed that equality of averages 

when equality of equal distributions exists [21]. By the Kruscal-Wallis test it is possi-

ble to obtain the value of p = 0 that indicates the rejection of the null hypothesis that 
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all data samples have the same distribution at 1% significance level. The comparison 

between the pairs of groups is made to verify which of the samples differ from each 

other. 

The Bonferroni procedure is performed to make the comparison in pairs. Fig. 3 

represents the 95% confidence interval for all sample groups (5 methods, in which 

group 1 is the proposed method), in the total of all executions using the three data 

sets. In this way, it is possible to see which groups differ in the value of the average, 

using the Bonferroni procedure. 

 

Figure 3: Bonferroni confidence interval by 95% 

Fig. 3 shows that all methods have significantly different mean values. Since p = 1 

in all these group tests, the null hypothesis where the groups are considered to have 

similar means with an error of 5% is accepted. Considering this analysis, it is con-

cluded that the applied benchmark methods achieve significantly different results, 

thus supporting the relevance of the proposed approach. 

4 Conclusions  

Electricity markets are complex and dynamic environments, involving many enti-

ties and a constantly changing negotiation setting. Players acting in this domain need 

strong decision support solutions in order to be able to take as much benefit from 

market negotiations as possible. 

The model presented in this paper aims at providing decision support to market 

players by helping them understanding which the best negotiation opponents to nego-

tiate with are. In this way, a learning model for the pre-negotiation stage of bilateral 

contracts negotiations is presented. This model improved the standard Q-Learning 

algorithm by including a contextual dimension, thus providing a contextual aware 

learning model. A simulated annealing process is also included in order to enable 

accelerating the convergence process when needed, especially when the number of 

observations is low. Results show that the proposed model is able to undertake con-

text-aware learning, surpassing the results of several benchmark learning algorithms 

when it comes to contextual learning. 
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