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Chapter 1

Introduction

The (quantum) optical waveguide structures presented in this thesis are novel and versatile devices
for future integrated circuits that need to be small, cost-effective, robust and that can be fabricated
with high production tolerances in place. This work seeks to exploit the interaction between light and
sound waves in dimensions down to the quantum level in order to lead the way toward highly dynam-
ical telecommunication systems. Using surface acoustic waves (SAWs) allows for a non-destructive
manipulation of such a system’s optical responses. The state of the art of the application of SAW
devices and photonic integrated circuits (PICs) is presented individually in the following, before the
combination of both systems is motivated.

1.1 State of the art

Surface acoustic waves

In their essence, surface acoustic waves can be understood as the micro version of an earthquake.
As such the dynamic strain field of acoustic waves travelling in solid state materials can be used
to modulate the material properties. In this regard, surface acoustic waves, which are described as
acoustic modes propagating in close vicinity of the surface of solid state material, have emerged as
a beacon for novel probing techniques in material sciences. Since the report of the first direct way
to create and detect SAWs via interdigital transducers (IDTs) by White and Voltmer [1], SAWs have
increasingly found their place as a versatile tool used in fundamental research applications. They
excel through a contactless way to investigate delicate physical systems and have been used for a
better understanding of the quantum Hall effect [2, 3], the dynamics of charge carriers in quantum
wells [4, 5] and in heterostructural semiconductor nanowires [6, 7]. Other more recent fundamental
research applications include the individual transport of electrons between quantum dots (QDs) [8]
and the interaction of sound waves with a giant artificial atom [9]. Furthermore, SAWs can be used
for controlled carrier injection into discrete states of quantum dots [10–13]. More importantly for
this work, SAWs can also be used to dynamically tune the spectral emission of optically active QDs.
This is achieved by modulating the band gap structure and, thus, enabling the wavelength tunability
of single photon light sources which are integrated within the material system [14,15]. On the indus-
trial level, SAWs are ubiquitously used in modern telecommunication networks, such as mobile and
wireless communications [16, 17]. Here, they are famously applied as radio-frequency filters [18].

Last but not least, the strain field modulations also find their application in integrated photonic
circuits as they are applied to change the material properties on-chip and in a contact-free manner
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1.1 State of the art

[19, 20]. The first use of acousto-optical interaction using SAWs was reported for planar waveguides
where Bragg diffraction of light in the visible spectrum was used to advance the field toward integrated
data processors [21]. SAWs were then also quickly used as pulse modulators and diffraction-type
modulators [22, 23] as well as as integrated acousto-optic switches of increasing complexity [24, 25].
SAWs’ excellent phase coherence enables large scale operation over multiple photonic devices which
is possible on a multitude of different material systems.

Integrated optical circuits

Photonic integrated circuits are the optical counterparts to micro electronic circuits. Their aim is to
integrate as many passive and active optical devices as possible on small chips in the micrometre
dimension with individual device dimensions as small as a few nanometres. The development of such
devices aims at nothing less but to revolutionise information technologies. Rather than implementing
interfaces with electronic devices for signal manipulation, all-optical networks allow the generation,
transmission and processing of optical signals without the need of conversion between the electrical
and optical domains. As a result network speed increases as well as data integrity, while at the
same time power consumption and device footprints are reduced. PICs in combination with optical
fibres thus offer large bandwidths with high information capacities and enable low-attenuation data
transport over long distances. Albeit lacking behind their electronic counterparts by years in terms
of development, the recent need for ever faster data throughput has increased the attention optical
technologies are given. With it, a growing scientific activity around the development of increasingly
sophisticated PICs has evolved. A lot of potential is still to be explored and realised.

Multimode interference (MMI) devices are one building block in the PIC toolbox that allow the
coupling and splitting of light signals. With high fabrication tolerance and excellent spectral band-
width they have become crucial parts in PICs [26]. Recent work toward the active modulation of
compact systems make use of the electro-optic effect that enables switching between the MMI de-
vice’s output ports with frequencies in the GHz range [27]. To control the refractive index modulation
inside the MMI device, electrodes are placed on top of the optical circuit structures to reconfigure the
device response via current injection. This works well for piezoelectric materials, resulting in a device
footprint of a few millimetres, but is demanding in terms of fabrication [28–30]. The electro-optic
effect, however, allows fast responding systems in the GHz range to be achieved [31, 32].

Other investigated approaches make use of the thermo-optic effect to create small Mach-Zehnder
interferometer (MZI) switches in silicon on insulator systems [33, 34]. The temperature increase
leads to a change of the volume and crystal structure of the material at hand and directly affects
the dielectric properties. Recently, more robust devices were established by placing electrode heaters
directly on a MMI device [35,36] or injecting currents at the lateral regions that heat up selected areas
of the device, allowing for discrete tuning of the effective refractive indices of the modes travelling
therein [37]. Depending on the material system used, these solutions can make way for compact
devices, albeit limitations like slow response times in the microsecond range persist [38].

Furthermore, free-carrier injection induced by single-photon or two-photon absorption has been
investigated for fast switching devices. Here, photogenerated excitons change the refractive index and
the gain-loss coefficient of the semiconductor materials like indium phosphide, InP, [39] or aluminium
gallium arsenide, (Al,Ga)As, [40]. Response times in the picosecond range are only limited by the
charge-carrier recombination time.
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1.2 Motivation

The motivation to exploit the acousto-optic interaction, which gives rise to the use of sound waves in
order to control the propagation of light in PICs, evolves from the drawbacks of the before mentioned
types of photonic tuning. The main feature of a SAW in this regard is therefore the non-destructive,
contactless manner with which the modulation can take place. While an electric radio frequency
(rf) signal has to be applied to the IDT pads by a bonded wire or a probe tip, the created SAW
experiences little attenuation so that the actual modulation of the system in question can take place
millimetres away from the IDT itself. The acousto-optic interaction induced occurs with the same
frequency as the rf signal used, giving rise to very fast responding modulation in the GHz range, as
well as superb control at the push of a button at the signal generator. Limiting factors for the speed of
the modulation arise solely from the size of the IDT fingers that can be reliably fabricated. As finer
structures lead to faster systems a compromise has to be made between practical fabrication processes
and the downsizing of the SAW wavelength.

Another main goal of this work is to develop acousto-optic PICs in the telecommunication domain
around 1.55 µm in order to make the devices more enticing for future telecommunication applications.
For this a complete overhaul of the designs developed until then was necessary.

A main goal of recent advances in photonics is the increase in compactness of the systems. To
follow this trend prior, already compact, MZI devices this work seeks to further shrink the device
parts in size and reduce the over all device foot print by reducing them to their most essential parts,
like the MMI. In combination with a narrow, focused SAW beam the functionality of a dynamic MZI
switch could be reproduced.

Quantum integrated networks are a novel trend in photonics. In this emerging field, nothing less
but quantum networking operations are investigated for future quantum computers and quantum cryp-
tography [41, 42]. To this end, quantum dots are implemented as light sources within the integrated
optical circuitry. This not only enables another degree of integration by including a light source within
the photonic chip, but goes a step further by having the light source emit single photons by control.
This control may be granted by the SAW and its capability to tune the band structure of the semi-
conductor material. Additionally, the SAW can be used to modulate the band edge of the QD itself
allowing the dynamic modulation of the wavelength of the photons emitted. Together with the before
developed photonic MZI circuit this leads to a complex, yet very effective and dynamic wavelength
router, a device much sought after. It is shown how all this can be achieved within one integrated
monolithic material system.

1.3 Thesis outline

The thesis is divided into three essential parts. The first part comprises Chapters 2-4 and is given the
purpose of laying out the theoretical physical knowledge on which this project is founded. The second
part, consisting of Chapter 5, serves as a bridge between the prior theoretical part and the practical
implementation by explaining in general terms, and by using explicit examples, the standard methods
used for the modelling of the acousto-optical devices. The third part then comprises Chapters 6-10,
which step by step follow the practical research done for this work.

The thesis starts with an explanation of the fundamental physics that are then later applied in the
practical method sections. We start with an essential explanation of the physical properties of the
(Al,Ga)As material platform chosen for the fabrication of the PICs. Subsequently, the fundamen-
tal physics of semiconductor materials such as (Al,Ga)As are explained. The physical background
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behind integrated quantum emitters in solid state materials is then elaborated on.
The following chapter, Chapter 3, deals with the acoustic physics that form the basis for the

creation of the SAWs. It is made clear how we achieve a discrete modulation of the refractive index
in the integrated optical circuits by applying an electrical signal in the low GHz range to the IDTs
deposited on the surface of our material platform. Lastly, the control sound waves grant us over the
light propagation in the material and over the band edge of the quantum emitters is explained through
the fundamental acoustic interactions in play.

In Chapter 4, we elaborate the theoretical calculations and simulations used as a basis for our
optical circuit designs working in the telecommunication wavelength range around 1.55 µm. First, we
therefore explain the effective index method that enables us to calculate the correct effective refractive
indices of our material system and structures thereupon. These are quintessential parameters used in
the second calculation step, where we make use of the modal propagation method used to optimise
the functionality and size of single mode and multimode optical waveguides in a two dimensional
approximation. Ultimately, we then combine these elements into a final circuit design that can be
simulated in three dimensions using the beam propagation method.

After having established a fundamental understanding of the underlying physics and theoretical
methods used for the basic modelling of our structures, we then go on to the practical sections of this
work. Here, the aforementioned tools are used to develop complex and novel acousto-optical devices.
The building blocks comprising the PIC are summarised in the device design Chapter 5. Therefore,
the simulation and optimisation processes are explained in general terms. The more specific MZI
acousto-optic modulation models used in the later simulations are elaborated on briefly.

In a next step, Chapter 6 summarises the sample fabrication processes conducted for the creation
of the designed PICs and IDTs. The processes involved like optical lithography, plasma etching and
metal deposition are discussed in detail. The fabricated samples are presented in micrograph and
scanning electron microscopy images and a first analysis of their quality is conducted.The laboratory
set-ups and the experimental procedures used for the measurements of the acoustically tuned PIC
devices are schematically sketched and explained in detail in Chapter 7.

The subsequent two chapters then comprise the experimental results achieved and elaborate a
comprehensive analysis and discussion of them. First, acoustically tuned MMI device based routers
working in the telecommunications wavelength range are analysed in Chapter 8. Here, the devices’
working principal is explained by means of concrete simulations, before the device measurements are
laid out in sequence. Second, a 2×2 MMI device based on the classical concept of two MZI arms are
implemented into an integrated quantum photonic circuit. Chapter 9 comprises the extensive study of
a small variety of such devices. The chapter advances step by step along the process of designing and
simulating the PIC and the conductance of the theoretical acousto-optic tuning. The first measure-
ments at room temperature then give an indication of the devices’ quality and functionality. At low
temperatures the device is then characterised in three steps: the modulation of the spectral emission of
the QD, the routing of the emitted optical intensity in the MZI structure and, finally, the combination
of both types of modulations in order to achieve dynamic wavelength scanning. The chapter comes
to a closing with a verification of the single photon nature of the QD emission.

The succeeding Chapter 10 gives a brief prospect of future devices in development. For this pur-
pose, free propagation region based phased-array devices are developed and designed for PIC circuits
working as wavelength division multiplexers working in the telecommunication domain. Chapter 11
is the last chapter and serves to summarise the achieved results and compare them to priorly devel-
oped acousto-optic devices. A brief conclusion is given together with an outlook on the future of
acousto-optical technologies for telecommunication and quantum computing purposes.
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Chapter 2

Essential physical principles

In this chapter, the fundamental physical properties needed to follow the experiments and analysis
conducted in the later parts of this thesis will be outlined. First, the important choice of (Al,Ga)As
as the material platform will be explained by looking at its unique physical properties. Second, the
fundamentals of semiconductor materials like (Al,Ga)As will be explained in a nutshell. The last
two sections will then look at the quantum confinement of charge carriers within a GaAs/InAs/GaAs
system and will lay out their important photoluminescence properties that will be exploited in the
experimental part of this work.

2.1 Material platform

(a) Wurtzite structure

Ga

As

(b) Zincblende structure

A

B

A

ac ac
[      ]010

[      ]100

[      ]001

A
B

C
[      ]111

Figure 2.1: (a) Schematic 3D images of (a) an artificially grown wurtzite structure of gallium arsenide
(GaAs) and (b) in the natural occurring zincblende crystal structure.

Gallium arsenide is a versatile semiconductor material already ubiquitously employed in modern
electronic devices and increasingly gaining traction in photonics where it offers wide ranges of
functionalities, like on-chip generation, modulation and detection of light [43]. GaAs is a binary
III-V compound semiconductor. The electron configuration of its elements is [AR]3d104s24p1 and
[AR]3d104s24p3, respectively. The bond between two neighbouring atoms is formed in sp3- hybrid
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2.1 Material platform

orbitals by two valence electrons of opposing spins. In this way GaAs can form in two crystal struc-
tures: wurtzite and zincblende.

The wurtzite crystal structure is sketched in Fig. 2.1 (a). Here, the gallium atoms are repre-
sented as blue spheres and the arsenide atoms in red. It does not form in bulk GaAs but can be
artificially grown in nanoscopic systems like nanowires [44]. The formation of wurzite structures
can be achieved via growth techniques as, for example, molecular beam epitaxy. The resulting layer
sequence along the [001] lattice vector is . . .ABAB . . . , as indicated at the left part of Fig. 2.1. In this
way wurzite forms a hexagonal close-packed system.

Fig. 2.1 (b) schematically shows the lattice arrangement of the zincblende structure that GaAs
forms in bulk material. The gallium and the arsenide atoms form a face-centred cubic sub-lattice.
The lattices are shifted by 1/4 of the lattice constant, indicated by ac, along the space diagonal [111].
Viewing the (111) crystal planes along this axis one can readily notice that the lattice planes form
a cubic close-packed (ccp) crystal system. In the sketch, the stacked layers for this arrangement is
indicated by giving the uniquely assembled gallium atoms in three (111) planes an individual colour
outline: A (red), B (green) and C (blue). The layer sequence can thus be more easily identified as
. . .ABCABC . . . . Every gallium atom is bonded to four arsenide atoms, which form a tetrahedron
with an angle of 109.5◦ between the respective bond axes. In the same manner each arsenide atom is
bonded to four gallium atoms. Each effective layer (A, B or C) is therefore composed of a sub-layer
of gallium atoms and a sub-layer of arsenide atoms.

The interruption of the zincblende structure with wurtzite structure results in twin defects that
affect the band gap, refractive index and charge carrier mobility, but is limited to small defects in the
nanometre range [7]. In general the band gap is defined as the energy difference between electrons in
the conduction band and electrons in the valence band of a semiconductor material.

GaAs contains a direct band gap at the Γ point, which per convention is the centre of the Brillouin
zone. The band gap energy Eg is temperature dependent and can be expressed via an empirical
formula [45]:

Eg(T ) = E0 −
αvT 2

(T +βv)
. (2.1)

Where E0 is the band gap energy at 0 K. αv and βv are empirical parameters. From the formula one
can predict that for low temperatures much less than αv the band gap energy is directly proportional
to the square of the temperature. And that for temperatures much greater than αv the band gap energy
is linearly proportional to the temperature. Values for E0, αv and βv, achieved by experiments, are
summarized in Table 2.1. Here, values for two other important material systems for photonics are
compared to GaAs: indium phosphide (InP) and silicon (Si). InP offers high grades of integration

Table 2.1: Parameters for the empirical Varshni formula, Eq. (2.1), for GaAs, InP and Si with an
average absolute deviation of 2.6 meV and 40 K [45,46].

E0

(eV)

αv

(10−4eV/K)

βv

(K)

GaAs 1.5216 8.871 572

InP 1.421 4.906 327

Si 1.169 4.9 655
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2.1 Material platform

with the opportunity to accommodate a laser signal source, optical amplifier and detector in a single
material system. Si has emerged as a strong contender due to being the more economical alternative
and its possibility to easily employ optical and electrical signals in the same device.

Eq. (2.1) is now plotted in Fig. 2.2 for the three material platforms GaAs (black line), InP (red
line) and Si (blue line). All trends are for pure crystalline structures of their respective bulk mate-
rials. Note that Si has an indirect band gap. The band gap values at important temperatures of 5 K
(for low temperature measurements) and 293 K (for room temperature measurements) are marked by
two dashed lines with the resulting band gap energy values indicated in their respective colour. In
general the band gap in semiconductor materials can be engineered deterministically by introducing
impurities or doting of the material.

0 100 200 300 400 500

0.9

1.0

1.1

1.2

1.3

1.4

1.5
1.435 eV

5 K

1.521 eV

1.169 eV

TRT

1.123 eV

 

 

E
g
 (

e
V

)

Temperature (K)

 GaAs
 InP
 Si

1.354 eV

1.421 eV

Figure 2.2: Temperature dependency of the direct band gap energy of GaAs, InP and the indirect
band gap energy of Si. The energy values at the temperatures at 5 K and room temperature TRT = 293K
are marked along the dotted lines. Plotted with parameters from [45,46].

An advantage for the GaAs platform is that it offers another form of modifying the band and optical
properties by replacing a percentage of gallium atoms by aluminium. This process results in the
growth of aluminium gallium arsenide (AlxGa1−xAs) crystal, which is a ternary III-V compound
semiconductor. In this alloy x is a value between 0 and 1 that indicates the aluminium concentration
relative to gallium. In this thesis the compound material system is generally referred to simply as
(Al,Ga)As. Notwithstanding, the exact percentage distributions of the two post-transition metals will
be stated explicitly where appropriate.

At room temperature the lattice constant ac depends linearly on the aluminium concentration
according to the empirical formulation [47]:

ac = (5.6533+0.0078x)Å. (2.2)

As can be seen from Eq. (2.2) the lattice constant changes only slightly for increased aluminium
concentration and reaches a maximum of 5.661 Å for AlAs which leads to a maximal difference in
comparison to GaAs of only 0.14 %. This results in a negligible lattice mismatch between epitaxially
grown (Al,Ga)As/GaAs alloy layers for all values of x greater than zero [48]. Adding Al to GaAs
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2.1 Material platform

also changes its band gap energy. The band gap energy will increase almost linearly with x. and the
direct band gap of GaAs will persist up to x = 0.43 at at low lattice temperatures of 5 K. At this
temperature the direct band gap will transition into becoming an indirect band gap at the crossover
point at x = 0.43 [49]. For values of x greater than 0.43 the band gap energy increase will then be
less per aluminium added to the compound. Furthermore, the crossover point shifts to 0.45 for room
temperature due to the respective Varshni coefficients.

The refractive index of AlxGa1−xAs systems is related to the band gap via the Kramers-Kronig re-
lations and is therefore also adjustable by varying x. The resulting range of tunability of the refractive
index makes AlxGa1−xAs a prime candidate for integrated optical circuits. The change of refractive
index with x can be seen in Fig. 2.3 for an optical wavelength of 900 nm at a temperature of 300 K.
From the plot one can see the almost linear decrease of the refractive index with increasing Al con-
tent in the compound, starting at 3.59 for pure GaAs and gradually decreasing to 2.97 for AlAs [50].
The good lattice match between GaAs and AlxGa1−xAs, as well as the good refractive index contrast

Figure 2.3: Dependency of the refractive index (dashed line) and band gap energies in electronvolt
(solid line) on the Al concentration x in a (AlxGa1−xAs) alloy for 900 nm light wavelength and at a
temperature of 300 K. Taken from [50].

for infrared wavelengths between the two materials (see Table 2.2), make them a suitable system for
integrated photonic circuits. Since high refractive index contrasts between the guiding layer and the
substrate increase the light confinement factor, high values for x are desirable. However, due to fab-
rication constraints in the process of growing the layers without introducing impurities a reasonable
balance has to be found. Because of this we chose Al0.2Ga0.8As and Al0.3Ga0.7As for the 900 nm and
for 1550 nm systems, respectively, to be a good compromise. The temperature dependent refractive
index values used for free space light waves in the telecommunication wavelength around 900 nm
and 1550 nm for Al0.2Ga0.8As and Al0.3Ga0.7As was taken from Gehrsitz et al. [51]. The refractive
index of GaAs at room temperature TRT was taken from Palik et al. [52]. For low temperatures the
thermal dependence was adjusted by (2.67±0.07)×10−4/◦C [53]. A summary of the most impor-
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2.2 Fundamentals of semiconductor materials

tant refractive indices used can be seen in Table 2.2. For calculations with refractive indices around
the shown wavelengths the same sources were consulted. Furthermore, the piezoelectric properties
of GaAs allow the creation of acousto-optic interactions. These interaction will be explained in more
detail in the following section.

Table 2.2: Refractive indices used for the (Al,Ga)As platforms calculations for different free space
wavelengths and for different temperatures [51–53].

Wavelength
(nm)

n

(nm) GaAs Al0.2Ga0.8As Al0.3Ga0.7As

900 (@TRT) 3.5905 3.421 3.352

900 (@7K) 3.5128 3.357 3.294

1550 (@TRT) 3.3737 3.266 3.215

2.2 Fundamentals of semiconductor materials

Since this thesis revolves around semiconductor material systems, the fundamentals of such materials
should be laid out briefly to establish a basic understanding of the underlying physical principles of
the following experiments and how they can be easily adapted to similar material platforms.

The main characteristic of semiconductor materials is their band gap that distinguishes them from
insulators and conductors. The Fermi energy, the difference between the highest and lowest energy
state that electrons occupy in a quantum system at absolute zero temperature (0 K), helps to distin-
guish between them. If the Fermi energy lies within the conduction band so that charge carriers
can move freely between the partially filled and delocalised states in the solid the material is highly
conductive. If the Fermi energy lies between the valence band (highest energy band of occupied elec-
tronic states) and the conduction band (lowest energy band of vacant electronic states), the so called
band gap, only few partially filled states exist so that the material has a low conductivity. Conven-
tionally, if the energy difference between the valence and the conduction band is bigger than 4 eV the
material system is said to be an insulator. The band gap is much bigger than the thermal energy at
room temperature ERT (T = 25◦) = kbT (kb is the Boltzmann constant). As opposed to conductors
its conductivity can be increased by high temperatures since an increasing number of electrons then
obtain sufficient energy to cross the band gap into the conduction band. Is the band gap smaller than
4 eV then electrons can cross the band gap at room temperature at a much higher rate. A material
with such a band gap is called a semiconductor. The conductivity of semiconductors can be greatly
influenced by doting. An electron that crosses from the valence to the conduction band leaves a miss-
ing charge in the valence band which can be attributed with a positive charge and is labelled as a hole.
Figure 2.4 displays the band structure for two distinct semiconductor materials. In Fig. 2.4 (a) the
band structure of GaAs in the first Brillouin zone is presented in k-space. Here, the Γ point refers
to the centre of the Brillouin zone at k = 0. For GaAs the minimum of the conduction band and
the maximum of the valence band coincide in this point. Since charge carrier transitions can take
place directly at this spot, the band gap structure is denoted as a direct band gap. Here, the valence
band structure is p-like and therefore anisotropic, which causes the formation of two heavy hole (HH)
bands and one light hole (LH) band. Because of the spin-orbit interaction, a split off (SO) valence
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Figure 2.4: (a) Shows a sketch of the band gap structure for materials with a direct band gap like
GaAs. In the valence band the formation of heavy holes (HH), light holes (LH) and split-off orbitals
(SO) is possible. Eg is the band gap energy between the lowest energy state in the conduction band
(ECB) and the highest energy state in the valence band (EVB). k indicates the wave vector. (b) Shows
the schematic indirect band gap structure of materials such as silicon. Here, the highest energetic
state in the valence band is locally displaced from the lowest energetic state of the conduction band.
The sketches are adapted from [54].

band is formed from the doubly degenerate heavy hole bands. In GaAs the SO hole band is lowered
energetically by ∆ = 0.33eV [54].

The band gap structure of silicon is presented in Fig. 2.4 (b) as an example for an indirect band gap
material. In k-space the lowest energetic state in the conduction band is here displaced with regards
to the highest energetic state in the valence band. Due to this, the impulse of a phonon is required
additionally to the band gap energy in order for a charge carrier to be able to transition from the
valence band maximum to the conduction band minimum. In reverse direction the transition energy
can be released in form of a phonon and photon. The emission of photons from such a process will
be subject to a more detailed explanation in the following sections.

2.3 Exciton States

Within the framework of this thesis we will look at semiconductor thin films with thicknesses on
the micro- to nanometre scale. These small dimensions give rise to quantum effects that will be
explained in the following. Figure 2.5 (a) shows a cross-section of a typical layer sequence containing
QDs within. The layer sequence starts, from bottom to top, with a layer of (Al,Ga)As (coloured in
cyan). The next layer consists of GaAs (gray) with total thickness of H, including a thin layer of
InAs containing the QDs (red) at film height f . The cladding layer is usually air or vacuum. A more
specific explanation of the growth of such a sample is given in Section 2.4.

When excited by an external light source such as a laser, the QD can be seen as a dipole emitter.
The excitation can either be done from the top of the surface coming in from the y-direction or by
coupling the light laterally into the sample in the x,z-plane at height f . For the latter case a waveguide
structure, such as the ones explained in chapter 4, will be necessary for efficient photon coupling. The
amount of photons emitted by the QD that couple to the waveguide modes in the desired direction can
be then calculated by an overlap integral between the modal profiles and the electromagnetic field of
the dipole [55].

Fig. 2.5 (b) shows the energy band model of the QD. The QD dimensions with regards to the
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Figure 2.5: (a) Cross-section of the material layer structure containing an InAs QD film (red) at slab
height f . Dimensions are not to scale. (b) Sketch of band diagram and the electron-hole transitions
within the QD layer.

y-axis lead to the formation of the energy states denoted as EV0 in the valence band and EC0 in the
conduction band. Excitons will be captured in these states before recombination. Photons emitted
from the recombination process will have the characteristic energy EQD = EC0 −EV0 = hc/λ , where
h is the Planck’s constant, c is the speed of light and λ the wavelength of the photon. The energy
levels EV1 and EC1 denote the quantum well (QW) states that are available due to the wetting layer.
Recombinations from these states will play a minor role in the measured spectrum. As long as the
QD dimensions meet y � x,z then EC0 � EC1 and vice versa for EV0 and EV1, so that recombinations
from EC1 to EV1 will be negligible. The total, quantised and size dependent energy levels in a QD can
be calculated by

EQD,n = Eg +
h̄2

π2

2µr2 n2 −R∗
y . (2.3)

In this equation, µ = (m∗
em∗

hh)/(m
∗
e +m∗

hh) is the reduced mass with m∗
e the mass of the free electron

and m∗
hh the heavy hole mass. r is the QD radius and R∗

y =−(µRy)/
(
ε2

r me
)

with Ry the Rydberg con-
stant, εr the dielectric constant and n∈N. h̄= h/2π is the reduced Planck constant. The charge carrier
confinement energy is expressed through the second term in Eq. (2.3) which is derived in analogy to
the quantum confinement of a particle in an infinite potential well (particle in a box model).There is
also Coulomb attraction between the negatively charged electron and the positively charged hole. One
can see from the last term of Eq. (2.3) that in the QD the attraction between the negatively charged
electron and the positively charged hole, which is proportional to Rydberg’s energy, reduces the total
energy of the bandgap structure.

Figure 2.6 (a) illustrates the s-shell excitonic states in a quantum dot and the respective optical
decay through charge carrier recombination indicated by the corresponding arrows. In this process an
electron from the conduction band (CB) recombines with a hole of opposing spin from the valence
band (VB) and releases a photon with energy equal to the exciton’s binding energy. The ground state
of a QD without charge carries is shown first labelled as crystal ground state (cgs). Next, the neutral
exciton 1X0 is depicted with a recombination process of one electron and one hole. If the s shell is
occupied with two electrons of opposing signs in the CB, as well as two holes of opposing sign in the
VB it is called a neutral biexciton. The two electron-hole pairs recombine successively to produce two
photons. Here, the second recombination process is the same as for the 1X0 exciton. The positively
and negatively charged excitons 1X1+ and 1X1−, respectively, leave a hole in the VB or an electron
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2.3 Exciton States

in CB after their respective recombination process.
Generally, if there are more than one charge carriers in their respective shell the energy states

of the excitons will change due to the Coulomb interaction of these charges. This allows a clear
distinction between the photon energies released from the different excitonic decay processes when
looking at a PL measurement. Figure 2.6 (b) shows such a typical PL spectrum of a QD from the
samples that will be discussed in chapter 9. The most pronounced peak is set to come from the
neutral exciton 1X0 which is chosen to be the relative peak from which the other transitions can be
identified. While the PL spectrum will always depend on the individual formation of the QD as well
as the material structure surrounding it, with a comparison with the literature one can find models
and measurements for the transition energy of the different charge carrier configurations relative to
the 1X0 exciton [57–61]. The 1X1− exciton is identified to often lie at around −5 meV with respect
to 1X0. The peaks measured around it then can be identified as the 1X1− exciton at −3.4 meV energy
difference. The 2X0 exciton transition is localised at −2.3 meV, while literature values identify the
biexciton between −3 meV to −2 meV. 1X1+ lies at 1.2 meV from 1X0, where values between −2 meV
and 2 meV are common. The immediate peaks at 0.5 meV below 1X0 could come from the wetting
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Figure 2.6: (a) Charge carrier configuration in the s-shell of the crystal ground state (cgs), the neutral
exciton (1X0), the neutral biexciton (2X0) and for the singly positive and negative charged excitons
(1X1+ and 1X1−, respectively) [56]. (b) Spectrum of an In(Ga)As quantum dot incorporated in a
photonic circuit. The peaks for the different exciton transitions are marked by 1X1−, 2X0, 1X0 and
1X1+.
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2.4 Quantum dots as integrated light sources

layer, from another QD in close proximity or simply from another charge carrier configuration as, for
example, the positive biexciton 2X1+. These values lie well within the range of values found in the
literature.

2.4 Quantum dots as integrated light sources

In this section, the incorporation of quantum emitters is discussed as a source of photons directly
implemented inside of the photonic circuit. This allows the excitation of light at independent points
of the waveguide structure. It will also be shown how these light sources can be dynamically modu-
lated with surface acoustic waves to allow the excitation of photons of different energies. Important
breakthroughs in quantum optics have been achieved using InAs quantum dots and recent work has
shown their modulation via SAWs [62, 63]. Since our optical waveguides are based on an (Al,Ga)As
system the implementation of these quantum dots is easily achieved. An InAs quantum dot layer is
implemented in the guiding region of the material platform and electron-hole pairs can be excited by
a laser from the top. The photons released from the QD through charge carrier recombination then
couple to the modes supported by the waveguide and propagate in both directions.

First, we will take a look at how these QDs are grown. The wafer substrate and the guiding layer
are grown by molecular beam epitaxy. For the deposition of the QD layer the MBE step of the GaAs
guiding layer is interrupted at the desired height. About three monolayers of InAs are deposited
on the GaAs. A two-dimensional wetting layer is formed in the first seconds of the growth of the
InAs layer. The lattice mismatch between the InAs and GaAs layer then causes the formation of
three-dimensional single-crystal dots on the wetting layer [64]. These InAs islands are energetically
favourable due to the increase in surface area and decrease in tension. They self-assemble according to
the Stranski-Krastanov growth mechanism [65,66]. After this step another layer of GaAs is necessary
to finish the guiding layer. It is in general recommended for the QD layer to be capped by a protective
layer of GaAs that impedes the oxidation of the QDs and hinders the formation of surface states.
The capping process, however, also influences the shape of the QDs, where part of the indium atoms
will be displaced by the newly deposited gallium [67]. To represent this circumstance, the gallium is
included within brackets in the denomination of the In(Ga)As QDs.

Due to the complex mechanics of this growth process the size of the quantum dots and strain
of the material will vary over the area of the wafer. While the processing steps of the MBE can be
used to control the properties of the quantum dot layer to a certain degree, the optical spectra emitted
by the quantum dots will vary in intensity and wavelength over the surface of the wafer. A micro-
photoluminescence (µ-PL) map of the wafer reveals the discrete spectra as can be seen in Fig. 2.7 (a).
Here, the optical excitation of the whole wafer enables the false color mapping of areas with high QD
density. In Fig. 2.7 (b) and (c) the µ-PL is measured at discrete points along the centre x- and y-axis
of the wafer, respectively. The top most spectrum of each graph corresponds to the position closest
to x = 0 and y = 0, respectively. The broad spectral lines above 900 nm come from the emission of
QD ensembles with a statistical distribution of different sizes. The measurements are done at low
temperatures.

The mechanism behind the generation of photons from a QD in a semiconductor material is ex-
plained by the confinement of charge carriers, electrons and holes (or excitons), by the bandgap struc-
ture. Generally, three types of confinement can be classified. A one-dimensional confinement as in a
nanowire, a two-dimensional confinement as in a quantum well and a three-dimensional confinement
as in a QD. The formation of quantum wells in the wetting layer does not deteriorate the signal from
the QDs in the same region. Electrons and holes will relax much faster into the QDs and recombine
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2.4 Quantum dots as integrated light sources

there so that barely any charge carriers are left for recombination processes from the wetting layer.
Bigger QDs can be identified by longer wavelengths (red shift) and slower recombination times. Thus
QDs with low indium content will have an increased bandgap energy.

This chapter has laid out the foundation behind the basic semiconductor physics applied in this
work while also detailing the (Al,Ga)As material system used for the upcoming devices. In the next
chapter the creation of SAWs in (Al,Ga)As will be detailed.
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Figure 2.7: (a) Micro-photoluminsescence map of the (Al,Ga)As wafer with InGaAs QD layer used
for the fabrication of the QD embedded waveguides. Measurements were done by Kai Müller from
the Walter Schottky Institute at the Technical University of München (TUM) where the wafer was
fabricated. (b) Photoluminescence spectra of the QDs and wetting layer measured along the centre
y-axis of the wafer. (c) Photoluminescence spectra along the centre x-axis of the wafer.
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Chapter 3

Fundamentals of surface acoustic waves

Figure 3.1: Illustration of the excitation of a sinusoidal SAW with wavelength λSAW created by a
double-finger configuration IDT deposited on a piezoelectric substrate.

This chapter gives a brief summary of the fundamental physics underlying the acoustic part of the
forthcoming measurements. Therefore, surface acoustic waves’ properties are characterized before
their excitation via different interdigital transducer types are explained in more detail. For a more
detailed mathematical explanation, a closer look at well established literature is recommended: [18,
68,69]. Furthermore, the mathematical formulations in the following section draw from these sources.

The first description of surface acoustic waves in an isotropic material were made by Sir Rayleigh
in 1885 and consequently were named Rayleigh waves [70]. The Rayleigh wave is an acoustic wave
that travels on the surface of an elastic, deformable solid. The wave is composed of a longitudinal
and a transverse component that are phase shifted by π/2 [71]. This causes atoms and particles at
the surface of the solid to follow an elliptical motion. Perpendicular to the surface, leading into the
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3.1 Theory of acoustic waves in solids

material, the wave is attenuated exponentially, so that the wave’s penetration depth becomes com-
parable to its wavelength. For SAW typical frequencies in the range of low MHz up to a few GHz
the distribution of the wave is thus confined to a few micrometres. This characteristic was first put
to use in the 1970s when SAWs were developed for first practical applications as SAW-filters and
-resonators that for example find their place in modern mobile phones. Since then various designs of
interdigital transducers have been invented as well for economic application as for state of the art re-
search purposes. Their properties and functionality will be explained in the IDT section, Section 3.2,
following directly after the below theoretical explanation of acoustic wave excitation in solids.

3.1 Theory of acoustic waves in solids

The propagation of an acoustic wave in a solid can take different forms such as the Lamb waves that
propagate in plates [72], Love waves that take the form of transverse surface waves [73], bulk acoustic
waves and surface acoustic waves. They all extend themselves through an elastic mechanical defor-
mation of the solid and can be differentiated by their longitudinal or transversal wave propagation
behaviour, as well as their position in relation to the surface of the solid. In order to explain the wave
propagation, we first focus on the elasticity of a material. Elasticity is described to be the property of
a solid material to deform under the influence of an internal force and return to its initial configuration
when the force ceases. As an example we will look at the movement of a unit cell inside of the crystal
lattice of a piezoelectric material. The unit cell will experience stress, denoted as T , when it deforms
with the internal forces. Its displacement can be expressed as strain. Under the strain of a longitudinal
wave the unit cell will be compressed or elongated, while it experiences a shear movement under the
influence of a transverse mechanical wave. Both waveforms are therefore also commonly labelled
as compression wave or shear wave, respectively. Mathematically both types of deformation can be
expressed in a tensor of the second order, the strain tensor S, which is defined as

Si j (x1,x2,x3) =
1
2

(
δui

δx j
+

δu j

δxi

)
, (3.1)

with i, j = 1,2,3. Here, u=(u1,u2,u3) is the displacement of a point at x=(x1,x2,x3) in the deformed
unit cell and expresses also its rotation relative to its equilibrium state. From Eq. (3.1) one can deduce
the tensor’s symmetry Si j = S ji, which allows for a simplified expression of the tensor with only 6
independent components making use of the Voigt notation in the following matrix arrangement:

S =

 S11 2S12 2S13
2S21 S22 2S23
2S31 2S32 S33

=

S1 S6 S5
S6 S2 S4
S5 S4 S3

 . (3.2)

It is also interesting to note that i 6= j implies a shear deformation, while i = j signifies a compression
or expansion caused along the respective axes.

In order to express the internal forces, the stress tensor Ti j is defined. We can make use of New-
ton’s second law, F = m ·a, to express the strain and stress as a function of time as well as position.
Expressing the mass m through the density ρ and the (infinitesimal) lengths δ of the edges of an
elementary cube in the material to get m = ρδ 3. The force on all of the faces of the cube is conse-
quentially

F = δ
3 ∂Ti j

∂x j
. (3.3)
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3.1 Theory of acoustic waves in solids

Taking the acceleration to be the double time derivative of the displacement u we get the equation of
motion of a volume δ 3 in a solid as

ρ
∂ 2ui

∂ t2 =
∂Ti j

∂x j
. (3.4)

The force per unit area of the cell plane is fi = ∑ j Ti jn j, where n j is the basis vector orthogonal to
the cell’s faces. When a force is applied to one plane, particles on the other side of the plane will
experience the reverse force since there the basis vector switches signs. The direction in which the
force is applied to the a surface of an infinitesimal elementary cell is illustrated in Fig. 3.2 through the
stress tensor Ti1. It is also noteworthy that in this particular case, because of the lack of rotation, the
stress tensor is symmetric and thus can also be written according to Ti j = Tji. This brings the tensor
down from nine to six independent elements, so that it can be shortened according to

T =

T11 T12 T13
T21 T22 T23
T31 T32 T33

=

T1 T4 T5
T4 T2 T6
T5 T6 T3

 . (3.5)

In a generalization of the Hooke’s law the relation of stress (assumed to be small) and strain is

T12

T32

T22

dx2

dx3

dx1

x1 x2

x3

T11

T31

T21

T13

T23

T33

Figure 3.2: Elementary unit cell of volume δ 3 = δx1 · δx2 · δx3 with the stress tensor Ti j applied at
the centre of its three visible faces. Sketch adapted from [74].

linear. Thus, in an elastic and linear material the proportionality between both can be expressed by
the introduction of the stiffness tensor of the fourth order ci jkl :

Ti j = ∑
k

∑
l

ci jklSkl, i, j,k, l = 1,2,3. (3.6)

ci jkl describes the elasticity properties of an elastic material within its 81 elements. Considering the
before mentioned symmetries of the stress and the strain tensor we can write the stiffness tensor in
similar terms: ci jkl = c jikl, ci jkl = ci jlk. Accordingly the number of independent components is
reduced to 36. Furthermore, considering thermodynamics related strain sources we can also deduce
ci jkl = ckli j, so that only 21 independent tensor elements remain [74].

In the next part we will look at the effect that the previously discussed deformations have on a
piezoelectric material. This is an important step because the piezoelectric material of use, (Al,Ga)As,
will be greatly effected by this phenomenon. In general terms piezoelectricity links the mechanical

17



3.1 Theory of acoustic waves in solids

stress and strain in a material to the displacement of an electric charge and with it the creation of
an electric field. Piezoelectricity is a property of crystalline materials that lack inversion symmetry.
Here, mechanical displacement causes an electric displacement field ~D that induces an electric field
~E. Both fields can be linked through a third-rank tensor εS

i j, known as the permittivity for constant
strain,

Di = ∑
j
∑
k

ei jkS jk +∑
j

ε
S
i jE j. (3.7)

In the same vein, the inverse piezoelectric effect causes a mechanical deformation if the given ma-
terial finds itself under the influence of a moving electric field. In this case the compliances of the
stress tensor Ti j depend on the ~E-field (and the strain as before) and can be expressed through the
piezoelectric tensor eki j, such that

Ti j = ∑
k

∑
l

ci jklSkl −∑
k

eki jEk. (3.8)

Eliminating Si j from Eqs. (3.7) and (3.8) by combining both allows us to express Di through the
stress, we get

Di = ∑
j
∑
k

di jkTjk +∑
j

ε
T
i j E j. (3.9)

Here, εT
i j is the permittivity tensor for constant stress and di jk expresses the relation between ci jkl

and ei jk accordingly. Eqs. (3.7) and (3.8) can be solved using the mechanical equation of motion
(3.4) together with the help of the Maxwell equations. Since the mechanical deformation of the wave
travels at the speed of sound which is much slower compared to the electromagnetic propagation a
quasi-static approximation, where the partial time derivatives are zero, can be assumed. Consequently,
the electric field can be expressed as the gradient of the potential Φ. Additionally, it can be assumed
that there are no free charges in the piezoelectric crystal, so that the gradient of Di can be set to zero.
This leads to the following expressions:

Ei =−∂Φ

∂xi

∂Di

∂xi
= 0.

(3.10)

Now, it is possible to express the equation of motion (3.4) through the combination of Eq. (3.8), the
stress tensor from Eq. (3.1) together with the condition for the electric field (3.10). Furthermore, it
is possible to use Eq. (3.7), with the second condition from (3.10) to get the following system of
equations:

∑
j
∑
k

{
ci jkl

∂ 2uk

∂xi∂xl
+ eki j

∂ 2Φ

∂xi∂xk

}
= ρ

∂ 2u j

∂ t2

∑
i

∑
j

{
εi j

∂ 2Φ

∂xi∂x j
−∑

k
ei jk

∂ 2u j

∂xi∂xk

}
= 0.

(3.11)

Using this set of equations allows the determination of the four quantities u1,2,3 and Φ if appropri-
ate boundary conditions are established. To be able to proceed towards a numerical solution of the
problem, the equation of motion for plane waves can be defined in the following forms:

ui = u0
i exp(i(kxi −ωt))

Φ = Φ
0exp(i(kxi −ωt)) .

(3.12)
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3.1 Theory of acoustic waves in solids

Here, ω is the wave angular frequency, k is the wave vector, which are related through the dispersion
relation ω = vk, where v expresses the wave’s phase velocity. Furthermore, u0

i and Φ0 are constants. If
the plane wave propagates only in one direction, for example x1, the derivative of the other directions
will be zero. It should be noted that for isotropic materials already two solutions emerge. One for
the shear wave with a u0 component perpendicular to k and one for the longitudinal wave with a u0
component parallel to k. For anisotropic materials it is now possible to use Eq. (3.11) in order to write

∑
j
∑
k

{
c1 jk1

∂ 2uk

∂x2
1
+ e11 j

∂ 2Φ

∂x2
1

}
= ρ

∂ 2u j

∂ t2

∑
j

{
ε11Φ− e1 j1u j

}
= 0.

(3.13)

Combining both equations one can proceed to the following form:

∑
j
∑
k

{(
c1 jk1 +

e11 je1k1

ε11

)
∂ 2uk

∂x2
1

}
= ρ

∂ 2u j

∂ t2 . (3.14)

For materials with a cubic crystal symmetry the compliances of the stiffness tensor c11 = c22 = c33,
c12 = c21 = c31 = c32 = c13 = c23 and c44 = c55 = c66 are none zero, as well as the compliances
e14 = e25 = e36 for the piezoelectric tensor and the permittivity ε11 = ε22 = ε33 [75]. For the sake
of simplicity and consistency with nomenclature in the literature the e and c tensors’ indices were
reduced according to the Voigt notation (i.e. indices 13 are now represented by 5 etc.).

The decrease in independent compliances in tensors for this type of crystal symmetry allows for
a closer look at the propagation properties of an acoustic bulk wave (BAW) in GaAs, which will
be the relevant material system used for the wave propagation of the devices later analysed in this
work. The solutions can be seen from combining Eq. (3.14) with Eq. (3.12). It is noteworthy that the
piezoelectric effect simply causes a change in speed of the bulk wave and can change the coupling
of the polarizations, where the latter effect depends on the material system in question. The resulting
phase velocities can then be expressed depending on their mode and the coupled stiffness component.
In longitudinal direction we find vl =

√
c11/ρ , while there exist two modes in the transverse direction

vt1 =
√

c66/ρ and vt2 =
√

c′55/ρ . vt2 is the only phase velocity dependent on the elastic stiffness via

c′55 = c55

(
1+

e2
15

c55ε11

)
= c55

(
1+K2) , (3.15)

where K is the electromechanical coupling constant. One can see from K2 > 0 that the piezoelectric
coupling always causes an additional stiffening of the material, which in consequence leads to an
increase of the propagation velocity. Looking at a wave propagating in the [100] direction on GaAs
with a (001) surface, one can see, by applying these reduced tensors to Eq. (3.14), that the elastic
wave in the ux and uy plane, often known as the sagittal plane, is not coupling to the piezoelectric
field. As a consequence it is not possible to excite a SAW in this propagation direction by means of
IDTs. However, a 45◦ rotation with respect to the y-axis, which shifts the propagation axis to [110],
results in the possible excitation of surface acoustic waves via piezoelectric coupling to IDT induced
signals [75].

With the purpose to solve the equations of motion (3.11) for a SAW boundary conditions that
occur at the surface of a solid have to be considered. So as to make the transition from bulk waves
to surface acoustic waves, one considers the solid to occupy the space x3 < 0 and vacuum for x3 > 0.
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3.1 Theory of acoustic waves in solids

The material extents into the x1 and x2 space, while the SAW propagates into x1 direction. Firstly, the
compliances of the stress tensor must vanish at the free surface (x3 = 0), so that

T31 = T32 = T33 = 0. (3.16)

Next, the continuity of the displacement field and the electric field have to be fulfilled at the surface
level, such that

D3 = D∗
3 |x3=0

Φ = Φ
∗ |x3=0.

(3.17)

The asterisk indicates the corresponding fields above the surface level. Lastly, the SAW displacements
have to meet the conditions to exponential decrease into solid, vanishing in infinity. While the electric
field has to reach 0 propagating towards infinity into the vacuum. This is expressed in

u1−3 = 0 |x3→−∞

Φ = 0 |x3→∞.
(3.18)

The solutions for the equation of motion of such a Rayleigh wave in an isotropic material are shown in
Fig. 3.3. One can see the prior mentioned movement in longitudinal and transversal modes. A particle
close to the surface will thus undergo an elliptical movement over one SAW period. After about one
wavelength into the surface’s x3 direction the displacement is almost completely attenuated. In the
figure, the displacement at the surface is exaggerated. It was shown that in piezoelectric materials, as
for example in lithium niobate (LiNbO3) or gallium arsenide, the deformation of the crystal lattice via
a SAW also causes a propagation of an electric potential. The deformation of the solid, as well as the
electric field, influence the refractive index of the material. This in turn can be used to modulate the
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Figure 3.3: Rayleigh wave at the surface of an isotropic material. Arrowheads indicate displacement
magnitude and direction of the particles under SAW movement. Their relaxed position is indicated
by the other end the arrow. The false colour scheme indicates the intensity of the stress in arbitrary
units. The dotted line shows the surface level displacement in an exaggerated manner. Distances in
x and y direction are given in terms of the SAW wavelength λSAW. After [18].
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propagation of an optical wave in the material through dispersion and phase delay. These are exactly
the properties that can then be exploited in PICs in order to establish a well controlled, dynamic
refractive index profile in the light guiding region located close to the surface. Here, the SAW’s
deformation potential is the dominating contributor that causes the modification of the refractive
index. In the next parts of this chapter we will take a closer look at how SAWs can be created and
how their properties interact with light waves.

3.2 Interdigital transducers for the generation of SAWs

Historically, the first generation of surface acoustic waves on a piezoelectric material via interdigital
transducers was reported in 1965 by White and Voltmer [1]. A comb like, interdigitated array of a
thin layer of metal transducer fingers are arranged on the surface of a piezoelectric material as seen
in Fig. 3.4 (a). The piezoelectric coupling to a surface acoustic wave is achieved by applying a radio
frequency signal to the opposing electrode pads of the transducer. The inverse piezoelectric effect
thereby causes a strain on the material beneath the IDT. This strain propagates along both directions
of the IDT axis in form of a SAW, as has been established in the previous section. The excitation
is amplified through constructive interference at every finger of the transducer. The individual finger
width is equal to the space between each finger and can together be expressed as the IDT specific
periodicity pIDT. Through pIDT the SAW frequency fSAW, wavelength λSAW and velocity cSAW are
related as follows:

fSAW =
cSAW

2pIDT
=

cSAW

λSAW
. (3.19)

While this holds true for the single-finger configuration, the double-finger configuration requires
λSAW = 4pIDT (compare Fig. 3.4 (a) and (b)). Double-finger IDTs excel through higher efficiency in
terms of SAW generation compared to their single-finger counterparts, albeit being more challenging
to fabricate, because of the finer periodicity. It is also possible to use double-finger IDTs (and theo-
retically single-finger IDTs) for the excitation of SAWs of higher harmonics. Only uneven harmonics
are accessible since negative interference occurs for even harmonics. This can be easily explained
by imagining the positive interference pattern of the fundamental mode at the IDT fingers. At half
the wavelength the positive amplitudes created at one finger pair of electrodes will be eliminated by
the negative amplitude created at a neighbouring finger pair electrodes of reversed polarity. Positive
interference is achieved again for one third of the initial wavelength. In real devices excitation of
higher harmonics is limited by the finger width which usually accounts for half the periodicity [78].
The frequency response of an IDT depends on its wavenumber kSAW, the IDT length Ln = npIDT and
the polarity h0 of the fingers and can be expressed in [17]:

HSAW (kSAW) =
N−1

∑
n=0

hn
0 exp(−ikSAWLn) . (3.20)

The response for single- and double-finger IDTs, at 1040 MHz and 520 MHz respectively, is calcu-
lated as an example and plotted in Fig. 3.5. The polarity is h0 = −1 for single-finger IDTs and the
SAW velocity was set to 3000 m/s. From the plot one can also see that the single-finger response is
limited to the fundamental mode, while the latter can excite the fundamental and third order harmonic.
As can also be seen from the graph, the IDT response can be expressed through a sinc(x) = sin(x)/x
function, wherein it becomes apparent that the signal response peaks are directly proportional to the
amount of fingers N and the signal width decreases with an inverse proportionality to N. The main
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Figure 3.4: Sketches of the comb like array of IDT fingers in four different configurations used for
this thesis. In all cases a radio frequency signal from a network analyser or signal generator is applied
to the pads on the left and right side of the arrays of fingers. (a) Single finger arrangement IDT,
λs is the distance between two adjacent fingers of the same polarity. cSAW is the speed with which
the SAW propagates and wSAW is the width of its wave front which is determined by the horizontal
overlap of the opposing IDT fingers. (b) Double finger configuration IDT, λD is equal to the distance
of an adjacent finger pair connected to the same polarisation. (c) Chirped IDT design, the distance
between the IDT fingers increases or decreases along the IDT length LIDT. A broad range of λc can
be generated [76]. (d) Curved, double-finger IDT arrangement, generates a narrow SAW beam front
focused to a point on the centre of the IDT axis [77]. λF is the focused SAW wavelength.
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Figure 3.5: Plot of the frequency response of a single-finger IDT (red) with 142 fingers, distributed
along 100 µm designed for a response at 1040 MHz and a double-finger (black) configuration designed
for 520 MHz featuring 71 fingers over the same IDT length.

lobe of such a signal response is the resonance frequency of the IDT. Solutions to excite higher order,
uneven harmonics include Split-4 configuration IDTs which feature pairs of 4 fingers of the same
polarity (λSAW = 8pIDT). Even harmonics can be excited through a Split-52 configuration, which is
similar to the double finger IDTs, but features fingers that are disconnected from the IDT pads and
located between the finger pairs of only one polarity (λSAW = 5pIDT) [62].

Not only do IDTs serve for the generation of SAWs, they are also a magnificent tool for their
detection. Placing two IDTs of the same design in series on the same axis of propagation, one can
excite a SAW on one IDT that travels the distance between the two IDTs, also known as a delay line,
and is detected by the second IDT. This process is illustrated in Fig. 3.6. Using a signal generator
one can precisely apply the resonance frequency at the first IDT. The second IDT is then connected
to either an oscilloscope or a network analyser that measures the SAW induced signal detected at
the IDT. Taking into account the material the SAW travels on, this allows for a precise evaluation
of important SAW characteristics such as the velocity, intensity and reflections. With the help of
the network analyser one can also directly measure signal amplitude incident to the IDT (ai) and the
reflected signal amplitude bi. Note that both, ai and bi, are normalized so that their power is expressed
by their square, e.g. P =| ai |2. To do this, each of both ports of the network analyser are connected
to one IDT. Each individual port serves as a signal source and receiver at the same time in order to
detect the scattering coefficient Si j (not to be confused with the strain tensor), defined as:(

b1
b2

)
=

(
S11 S12
S21 S22

)(
a1
a2

)
. (3.21)

S11 measures the reflection at the left IDT (and S22 does so likewise at the right hand side IDT). For
symmetrical IDTs the ports can be seen as equivalent, such that S11 = S22. In the same manner the
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Figure 3.6: Delay line between two identical single-finger IDTs. A rf-signal is supplied by the network
analyser and the scattering coefficients Si j are measured at the two ports. Propagation direction of
the transmission and reflection amplitudes ai and bi are indicated at the output of their respective
IDT.

transmissions of the IDTs can be expressed by the equation S12 = S21, which holds true if the output
ports are reciprocal [79]. The scattering coefficients are commonly expressed in decibel and can be
calculated from the amplitudes ai and bi as follows

S11 [dB] = 20log10

(
b1

a1

)
S12 [dB] = 20log10

(
b2

a1

)
.

(3.22)

Now, one can calculate the ratio between the transmitted signal and the input signal, commonly
referred to as insertion loss (IL), according to

IL [dB] =−20log10 | S12 |=−10log10 | S11 |2 . (3.23)

The right hand part of the equation is useful to estimate the insertion loss if only one IDT is inves-
tigated and is based on the assumption of a lossless system. Furthermore, the loss of power through
reflections of the signal, known as return loss (RL), is defined by:

RL [dB] =−20log10 | S11 | . (3.24)

In terms of power radio frequency intensities are usually expressed through the logarithmic unit
decibel-milliwatt, in short dBm. dBm are defined by:

Prf [dBm] = 10log10

(
P

1mW

)
. (3.25)

In this equation, P is the power expressed in milliwatt. Through this definition 0 dBm corresponds to
a power of 1 mW. A reduction by 10 dB is equivalent to a 90 % power decrease. A 3 dB decrease is
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Figure 3.7: Measurement of IDT scattering coefficients of two double-finger IDTs on an (Al,Ga)As
(001) surface. The transducers emit λSAW = 7.2µm, fSAW,0 ∼= 406MHz along the [110] direction. The
S12 and S21 coefficients are equal and thus attest good symmetry of the IDTs. S11 and S22 allow a
good estimation of the transducers efficiency at a glance.

approximately equivalent to halving the power and is often used to define the bandwidth of a signal.
Later in this work, we will make frequent use of this unit in order to estimate the nominal power
applied to the IDTs, indicated by Prf, and the power attributed to the SAW, given through PSAW. The
latter, among other factors, accounts for the bi-directionality of the IDTs. Fig. 3.7 shows a typical
network analyser measurement of two double-finger IDTs of wavelength λSAW = 7.2µm. Here, the
level of GR is a measure of the IDT electrode resistivity, GS is an indicator for the SAW radiation and
GB is caused by BAW radiation [17]. From the position of the minimum in the dips of S11 and S22
one can infer the resonance frequency fSAW,0 for which the IDT works in optimal condition. With
the intention to create a standing SAW the resonance frequencies of the two IDTs have to be equal.
Furthermore, the depth of S11 and S22 allows one to calculate the ratio of input power Prf that is
effectively converted into SAW power PSAW. To this end Eq. (3.24) is solved for S11 and RL = GS
is set. For GS ∼= −1.5dB in this example roughly 15 % of Prf is converted into PSAW. Since one
is looking at bidirectional IDTs, it is important to note that of this transduced power only half will
be effectively used in the generation of the standing SAW. Consequently, one is left with approx.
7.5 %. While S11 and S22 are a good measure for assessing the IDT efficiency even if only one IDT is
available, the transmission capabilities expressed in S12 and S21 give a more complete picture of the
IDT’s functionality. Similar to the efficiency calculation from the return loss, one can use the insertion
loss given by the mainlobe maximum of S12 or S21. Taking IL = −24dB and solving Eq. (3.23) for
S12 or S21 yields the same transduction efficiency of ∼ 15%. The maximum side lobe level is about
−26 dB. Above the −3 dB bandwidth threshold it is possible to fine tune the frequency used in the
experiment without losing more than 50 % of the signal power. The cut-off frequency for the IDTs
measured in Fig. 3.7 can be identified as the low cut-off frequency fSAW,l = 405.58MHz and the high
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3.2 Interdigital transducers for the generation of SAWs

cut-off frequency at fSAW,h = 406.52MHz.
Having established the fundamental properties and characteristics of single- and double-finger

IDTs we will take a look at more specialized IDT designs featured in this work. The focusing IDT
used in order to enable us to finely tune the MMI devices’ refractive index profile are based on
designs from [77, 81]. The fabricated devices can be seen in Fig. 3.8 (a) (a design sketch can be seen
in Fig. 3.4 (d)). The IDTs contain an array of curved, double-finger electrodes placed along LIDT =
1315 µm, with a periodicity of pIDT = 1.4µm. The IDT aperture on the focusing end is 18 µm so
that the SAW beam waist at the output is 15 µm, as can be seen in the interferometry measurement
shown in Fig. 3.8 (b) [80]. The measurement furthermore reveals a collimated beam that only begins
to diverge after about 100 µm. These features make the focusing IDT an important tool for acousto-
optic modulations that require precise control over small interaction regions in photonic structures
such as MMIs or MZIs [82].

By placing two IDTs at distances n · λSAW/2 apart along a shared acoustic propagation axis,
with n an integer, it is possible to create standing surface acoustic waves (SSAW). With the correct
phases applied to the respective IDTs, the generate SSAW forms nodes at fixed positions separated
by λSAW/2 and amplifies the modulation amplitudes through constructive interference.

To gain access to a broad band of frequencies from one IDT design alone a chirp can be introduced
to the finger periodicity pIDT of the transducer [83]. With this, one can now use the double-finger
IDT design and introduce a chirp around a selected resonance frequency by implementing a linearly
increasing or decreasing finger periodicity around it [63]:

fSAW(x) =
cSAW

(λSAW,0 + γx)
. (3.26)

200 µm

(b)(a)

x (µm)

z 
(µ

m
)

x

z

y

Figure 3.8: (a) Two focusing IDTs of SAW wavelength 5.6 µm placed along [110] on a (100) GaAs
substrate. Modulation regions are placed within 100 µm of each IDT output. (b) Contour plot of an
interferometry measurement of a focusing IDT of the same properties as the ones seen in (a), taken
from [80]. The SAW leaves the IDT at its narrow aperture at x = 0. Only for distances over 100 µm
does the acoustic beam waist exceed 30 µm.
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3.3 Important acoustic interactions

Here, λSAW,0 is the SAW wavelength generated from the centre of the chirped IDT, γ is the dimension-
less frequency chirp parameter and −LIDT/2 ≤ x ≤ LIDT/2. A sketch of such a chirped IDT design
can be appreciated in Fig. 3.4 (c). It is important to note, that the frequency spectrum closest to the
IDT aperture will be the least attenuated, as it suffers the least back reflections from passing by IDT
fingers. It is therefore important to consider the IDT’s orientation upon its implementation on the
sample.

This chapter has summarized the fundamental physics of acoustic waves, especially surface
acoustic waves, which will form an integral part in the tuning of the photonic devices developed
in the following chapters. Furthermore, it was explained in detail how SAWs can be created with the
use of IDTs. Different designs of IDTs were presented and characterized with the help of network
analyser measurement data. Next, we will look at how these sound waves can be exploited to change
the optical properties of semiconductor material systems.

3.3 Important acoustic interactions

In order to understand the acousto-optic interaction we will take a closer look at how the changes
in the material properties of semiconductors due to the sound wave influence the light propagation
through it. We will also address the effect the acoustic wave has on the band edge of semiconductors.

Acousto-optic interaction

The behaviour of light propagating through the crystal of a semiconductor can be better understood
via the interpretation of the index ellipsoid as predicted through Maxwell’s equations. The index
ellipsoid is defined by the inverse of the dielectric tensor as B = 1/ε . For a crystal at rest Bi jxix j = 1
is assumed, so that any change to the crystal structure translates directly to a change in the refractive
index of the material. A deformation through the strain field S of a SAW can thus induce a variation
of

∆BS
i j = pi jklSkl (3.27)

in the index ellipsoid [84,85].Here, pi jkl are the compliances of the elasto-optical tensor of fourth rank
that give a quantitative representation of the impact that the SAW’s strain field has on the material’s
refractive index. ∆BS

i j can also be expressed through the stress tensor T by

∆BS
i j = πi jklTkl. (3.28)

Where πi jkl is the piezo-optic tensor of fourth rank. The strain field consequently causes a I mod-
ulation of the band edge structure of the semiconductor material. In a next step, for piezoelectric
materials, the electro-optic interaction must be accounted for as well, because the index ellipsoid is
also deformed by an electric field induced indirectly by the SAW as annotated before. The electro-
optically induced variation in B can be expressed analogously to Eq. (3.27) through:

∆BE
i j = ri jpEp. (3.29)

Here, Ep = −∂Φ/∂xp is the electric field as defined by Eq. (3.10) and ri jp is the rank three electro-
optic tensor that quantifies the interaction between the SAW’s electric field and the photons propagat-
ing through the material. The piezoelectric potential Φ causes a type-II modulation in the conduction
and valence band edges. In summary, the dielectric properties of the material are modified jointly by
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the strain field and the accompanying electric field of a SAW in a piezoelectric material. Combining
the electro- and elasto-optic effect both fields have on the index ellipsoid B the total variation can be
expressed by:

∆BT
i j = ∆BS

i j +∆BE
i j. (3.30)

In most cases the deformations caused by the strain field have a higher impact on the index modulation
than the indirect electric field has. As the wave passes through the solid it is consequently accom-
panied by a wave of refractive index variations of the same speed, frequency and with an intensity
linearly related to the amplitude of the SAW through [82]:

2πwSAW

λ
∆n0 sin(2π fSAWt) = ap

√
PSAW sin(2π fSAWt) . (3.31)

Here, wSAW is the width of the SAW front, λ is the light wavelength, ap is a proportionality constant
depending on the material properties as well as on the acousto-optic interaction mechanism and PSAW
is the nominal power of the SAW. The change of the refractive index, ∆n0, generates a phase change
∆φ in the light signal passing through the modulation region, which is related to the SAW power by
∆φ = ap

√
PSAW.

Acoustic bandgap modulation

As seen above, not only the refractive index is modulated by the SAW, but also the band gap structure.
The electric field accompanying the SAW generates a band edge modulation so that photogenerated
charge carriers of the semiconductor system can be dynamically moved [4, 86] and injected into QD
structures [87] as depicted in Fig. 3.9. Figure 3.9 (a) shows the band gap for a crystal at rest. The
photogenerated electrons and holes can freely recombine to photons. Figure 3.9 (b) shows the impact
of the SAW’s electric field on the band gap structure. Type-II-band edge modulation is induced
and the charge carriers begin to separate into their respective energetically favoured positions. For
increasing SAW amplitude, Fig. 3.9 (c), the charge carrier recombination becomes suppressed due to
the spatial separation between electrons and holes [88]. In the presence of QDs these charge carriers
can be moved and trapped into these pronounced band edge positions as depicted in Fig. 3.9 (d) [13].
In order to give a comprehensible overview of the charge carrier dynamics induced by the SAW, the
sketch shows three QDs at fixed SAW related phase positions with QD1: φ = 0◦, QD2: φ = 180◦ and
QD3: φ = 270◦. Furthermore, the dynamic strain field can be exploited for wavelength tuning in on-
chip generation of light through optically active QDs via deformation potential coupling. In this case,
the deformation potential Ξi j plays a crucial role and can be expressed through the difference of band
gap modulation in the regions where the SAW compresses and stretches the crystal structure [89–91].
The tuning of the band gap can be directly related to the change of crystal volume and symmetry
caused by the SAW strain field via [92]:

∆ES
g = Eg,max −Eg,min = 2Ξi jSi j. (3.32)

In this manner the compression of the crystal lattice by the strain field leads to an increase of the
band gap energy Eg. And, vice versa, the stretching of the crystal structure leads to a reduction of
the band gap energy. Both extreme cases are denoted by Eg,max and Eg,min in Fig. 3.9 (d). Note, the
Type-I-band edge modulation this causes. With this the wavelength variation of photons emitted from
a single photoluminescent QD follow the sinusoidal, periodic behaviour of the SAW modulation.
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Figure 3.9: Separation of photogenerated charge carriers by the SAW’s piezoelectric potential in a
type-II-band edge modulation shown for increasing rf power. Initially without SAW (a), charge carrier
recombination can be induced. For an increasing SAW (b) charge carriers are increasingly spatially
separated. For high SAW intensities, (c), charge carrier recombinations can be suppressed [7,88]. (d)
Schematic representation of the lateral band edge modulation in z direction in the presence of QDs.
As in (a–c) the piezoelectric potential of the SAW leads to a type-II band edge modulation. The
presence of QDs leads to a pronounced local type-I band edge modulation where electrons and holes
can effectively get trapped. The SAW’s strain field also causes a type-I band edge modulation leading
to a change of the band gap energy with respect to the SAW phase, here indicated at its two extremes
by Eg,min and Eg,max [12,93]. fe(z) and fh(z) indicate the electron and hole wave functions, respectively.

This section has summed up the basic physics behind SAWs and their creation through IDTs. Fur-
thermore, it was shown how the SAW influences the refractive index profile and the band edges of a
semiconductor material. Both interactions are the essential tools that will be used to modulate light
signals in PICs. The next chapter will look at different methods to simulate the propagation of light in
PICs and seek to combine these simulations with accurate models of the SAW interaction in order to
develop active (quantum) integrated photonic circuits in the experimental part of this work. It should
be noted here, that apart from the numerous applications of SAWs for fundamental research and in-
dustrial purposes cited until now, many more acousto-optic applications can be found summarized
in [94].

29



3.3 Important acoustic interactions

30



Chapter 4

Optical simulation methodology

This chapter provides the underlying theoretical models used to calculate and simulate the PIC de-
vices’ design and functionalities. In order to accurately predict the propagation of light through the
photonic circuits three fundamental methods, well established in photonics, are used. The first method
enables us to calculate the effective refractive indices for a range of wavelengths and waveguide sec-
tions of different dimensions. The effective refractive indices will then be employed in the calculation
of the modal propagation of optical fields in multi-mode waveguides. Lastly, the numerical beam
propagation method will be elucidated.

4.1 Effective index method

In order to calculate the response of the PIC system, we must take the intended MMI dimensions into
account as they greatly influence the behaviour of the light propagation and formation of self-images.
The most important quantities that need to be considered for basic modelling and design of PICs are
the effective refractive indices of the different waveguides that form our circuit.

The effective refractive index is derived from the refractive index, a parameter that refers to the
phase delay a light wave experiences in a (slab) waveguide. It is a variable dependent on the distinct
refractive indices of the substrate, cladding and core material of the waveguide and its dimensions
(width, height, but not length), as well as the wavelength and number and order of modes of the light
propagating through it. The effective refractive index of a certain propagation mode is referred to
as its modal index. There exist different procedures to calculate the effective refractive index under
which one can find the spectral index method, the effective index method (short: EIM) or as a part of
the beam propagation method.

In this section, we will follow the effective index method. The EIM is used to numerically predict
the behaviour of light travelling through strip waveguides, which can be extended to the ridge waveg-
uide structures used in our designs [95]. First we define the variables needed in the calculations. nf,
ns, nc are the refractive indices in the guiding layer, the substrate and the cladding, respectively. W
is the width of the ridge structure with a total height of H. f is the height of the surround region
that is positioned laterally along the ridge waveguide and is of the same material. Below the guiding
region a buffer layer is used to separate it from the wafer substrate and supplies a stark refractive
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Figure 4.1: Cross-section of six common types of waveguides used in integrated optical circuits.
Here, nf > ns,nc defines the guiding layer [95]. Often air is used as the cladding layer for excellent
refractive index contrast. To protect the guiding layer, for example from oxidation, other low refractive
index materials can be deposited on top. (a) In a slab waveguide no lateral refractive index change
restricts the modes from expanding in x direction. The slab can also often be embedded between two
material systems. (b) In a raised strip waveguide the etch depth equals the initial guiding layer slab
height. (c) Embedded waveguides structures are confined within the buffer layer, they can wholly
surrounded by the buffer layer material in x and y direction. (d) Graded index waveguides show a
gradual transition of the refractive index from nf in their core to ns. (e) In this work we will focus
on ridge waveguides. Here, only part of the guiding layer slab height is etched away to create a ridge
like waveguide structure. The etch depth is defined as H − f , where H is the height of the waveguide
and f is the remaining slab height after etching. W is the width of the waveguide in x direction. (f)
In strip loaded waveguides a strip layer of a material with ni < nf is placed on top of the guiding layer
slab.

index contrast ns < nf. Furthermore, we use the normalized frequencies Vh and Vf defined as [96]:

Vh = kH
√

n2
f −n2

s ,

Vf = k f
√

n2
f −n2

s .
(4.1)
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In this equation k = 2π/λ is the wavenumber of the light signal with wavelength λ . For now, we
assume a single mode guiding region, that later perfectly works for our waveguides, and use the
guide indices with the effective refractive indices Nh and Nf of the ridge and its surrounding region,
respectively, to get

bh =
(
N2

h −n2
s
)
/
(
n2

f −n2
s
)
,

bf =
(
N2

f −n2
s
)
/
(
n2

f −n2
s
)
.

(4.2)

Now, we use these values in the general dispersion relation (4.3) to be able to calculate the guide
indices and from them the effective refractive indices.

V
√

1−b = νπ + arctan
√

b/(1−b)+ arctan
√
(b+α)/(1−b) (4.3)

Numerically solving Eq. (4.3), using ν as the number of guided modes and α as a measure for the
asymmetry of the slab guide, yields the guide indices bh and bf. From them we are able to calculate
the effective indices Nh and Nf for both regions by calculating:

Nf =
√(

n2
f −n2

s
)

bf +n2
s ,

Nh =
√(

n2
f −n2

s
)

bh +n2
s .

(4.4)

As can be seen from Fig. 4.2 the effective refractive index Nh of the guiding region in the ridge
structure has to be bigger than Nf in its surrounding region for the light modes to be well confined
within its geometry. As a hands on example, we will calculate the effective refractive index of a 18 µm
wide MMI structure that will be used as a building block for the later integrated optical circuit designs.
As a working wavelength for this MMI device we use λ = 1550nm with nf = 3.3737, ns = 3.215 and

x

z

y

ridge area surround 
area

W

Nh

x

n

Nf

Figure 4.2: Upper part: Sketch of the top view of a ridge waveguide region of width W . Lower part:
Sketch of the calculated effective refractive index profile of the waveguide and its surrounding region.
Adapted from [97].
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4.1 Effective index method

nc = 1 as the refractive indices corresponding to each respective layer depicted in Fig. 4.1 and taken
from sources [51,52]. For the ridge height we choose h = 500nm and f = 250nm for the slab height.
With these parameters we get Vh = 2.0725 and Vf = 1.03628 for the normalized film thicknesses. The
number of supported guided modes ν in the waveguide or MMI structure can now be calculated using
the effective indices in the following formula

ν = Ceil
(

2πW
λ

√
N2

h −N2
f

)
, (4.5)

where the ceiling function Ceil(x) maps x to the least integer greater than or equal to x. Eq. (4.5)
reveals 12 guided modes in the 18 µm structure. In the literature the last term in the equation,√

N2
h −N2

f , is also often referred to as the numerical aperture, commonly abbreviated as NA.
In order to visualize the problem and determine the pertaining values for the guide indices of

the TE modes, we plot the guide index by as a function of the normalized thickness Vy for different
levels of asymmetry α = 0,1,10,∞ in Fig. 4.3. In the next step, the effective index method assumes
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Figure 4.3: Plot of the guide index by as a function of the normalized frequency Vy for the fundamental
mode v = 0 and various degrees of asymmetry α [96].

that the guiding characteristics of a slab waveguide are equivalent to the guiding characteristics of a
ridge waveguide in the y-direction by substituting the effective indices Nh and Nf with the guiding and
buffer layer index, nf and ns respectively. Analogous to Eq. (4.1) and using the Eqs. (4.4) we define a
normalized ridge thickness Vy

Vy = kW
√(

n2
f −n2

s
)
(bh −bf). (4.6)

Using Eq. (4.6) in the dispersion relation Eq. (4.3) we can numerically calculate the value for the guide
index by. The effective refractive index of the system can now be defined analogously to Eq. (4.4) as

neff =
√

N2
f +by

(
N2

h −n2
f

)
. (4.7)

For our concrete example of a 18 µm wide MMI region in a ridge waveguide structure with H =
500nm and f = 250nm we obtain nMMI

eff = 3.2902 for a λ = 1550nm signal. Using the above calcula-
tion for the same parameters but in a single-mode waveguide of 1.2 µm width the effective refractive
index value is nsm

eff = 3.27413.
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4.2 Modal propagation analysis

The neff values we can now calculate with the EIM are an important tool for the following cal-
culations for our optical circuit responses. The neff values of the single-mode waveguide and MMI
structures will be useful in predicting the routing behaviour of the MMI devices through the modal
propagation analysis and they will also be used to optimize the computational load on the BPM simu-
lations. Both of these simulation techniques will be discussed in detail in the following two chapters.

4.2 Modal propagation analysis

Light propagation in photonic waveguides can be represented through the local bound modes and the
associated amplitudes of the propagating field. This characterisation of the light propagation through
multi-mode waveguides is referred to as the modal propagation analysis.

In this section we will derive a straight forward formulation of the modal propagation analysis
that allows a fast and accurate assertion of the interference behaviour of light propagating through
multi-mode sections of a PIC. The formulations derived here are based on a script initially elaborated
in [98]. Adaptations were made to meet the demands of the novel devices developed in the Chapters 8
and 9, in order to bolster the theoretical analysis of the achieved experimental results. The practical
calculations were written for computation using the Wolfram Mathematica software package [99].

GaAs Guiding Layer

Al Ga As Buffer Layer0.3 0.7

GaAs Substrate Layer

250 nm

250 nm

2500 nm

Air Cladding Layer

W

Figure 4.4: Sketch of a ridge waveguide structure used as an example for the calculations of this
section. The (Al,Ga)As layers are grown on a GaAs substrate wafer. Sizes are indicated, dimensions
are not to scale.

In the first step of the calculation of the optical device response, we want to determine the phase
relation for a single-mode light image entering a MMI device at input port i and its image upon
exiting at output port j [100],

φi, j = Φ1 −
π

2
(−1)i+ j+N +

π

4N

[
i+ j− i2 − j2 +(−1)i+ j+N

(
2i j− i− j+

1
2

)]
. (4.8)

N being the number of in- and output ports of the MMI device and i and j referring to the respective
input and output port number. Furthermore, Φ1 is a constant phase term, independent of the light
path, given by

Φ1 =−β0
3Lπ

N
− 9π

8N
+

3π

4
. (4.9)
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Figure 4.5: Plot of the effective refractive indices in waveguides with widths, W , between 1.2 µm
and 4.2 µm over a 70 nm broad range of wavelengths in the telecommunication region. Values for
the refractive indices of the guiding and buffer layer are at room temperature and where taken from
sources [51,52].

Where β0 is a propagation constant of the fundamental mode and Lπ the signal beat length. In order
to calculate β0 of the MMI device we need to know the effective refractive index neff of the MMI
device at the desired light wavelength, its effective width We and the number of modes propagating in
the MMI device. The effective width can be calculated according to

We =WMMI +

(
λ

π

)(
nf

Nh

)2σ (
N2

h −N2
f
)− 1

2 . (4.10)

We reflects the evanescent field that slightly expands beyond the guiding walls. It thereby takes the
Goos-Hänchen shift into account, which introduces a lateral shift when the linearly polarized light
wave modes are reflected at the sidewalls of the integrated optical circuit parts. The shift is due to
interference a finite sized beam will experience along a line transverse to its average propagation
direction, resulting in a slight lateral penetration depth of the reflecting sidewall unique to each modal
field [101]. In this equation, WMMI is the actual MMI device width, Nf is the effective refractive index
of the substrate and Nh is the effective refractive index of the guiding ridge calculated by the EIM
Eqs. (4.4). When only considering TE modes the parameter σ can be set to 0, while the calculation
for TM modes requires σ to be greater than zero. The same calculation can be made for the single
mode waveguides connecting the MMI devices using the according dimensions in the calculations.
The lateral distance between the input or output waveguides, respectively, are then calculated taking
the effective width into account.

q =
We

2N
(4.11)

Taking q/2 as the distance of the exterior most waveguides to the MMI sidewalls. With the parameters
explained above we are now able to calculate the propagation constant of a MMI device following

βMMI = knMMI
eff − πλ

4nMMI
eff W 2

e
(ν +1)2 = knMMI

eff − π

4Λ0
(ν +1)2 . (4.12)

This equation serves to calculate the propagation constant in a multi mode waveguide and can be
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4.2 Modal propagation analysis

simplified in single mode waveguides to

βsm =
2πnsm

eff
λ

. (4.13)

Where
nsm

eff(λ ) = λdnsm
eff (4.14)

is the effective refractive index in the single mode waveguides of the array arms for a short range
of wavelengths. dnsm

eff is the change in effective refractive index for wavelengths around the centre
wavelength. If we plot the calculated effective indices for a single mode waveguide on (Al,Ga)As
with dimensions shown in Fig. 4.4 we can calculate dnsm

eff from the corresponding slope. The resulting
wavelength dependencies of the effective refractive indices are displayed in Fig. 4.5 for four different
waveguide widths.

Next, we calculate the desired length of the MMI devices that we derive from the characteristic
beat length Lπ , which can be calculated by [29, 97]

Lπ
∼=

4nMMI
eff W 2

e

3λ
. (4.15)

In order for the MMI device to split the incoming light into N signals that leave the output ports in
the form of mirror images, the MMI region length has to be calculated according to

LSplitter =
3LπM

N
, (4.16)

with M = 1,3,5... uneven. In reverse, the device also works as a coupler for multiple incoming signals
so that LSplitter equals LCoupler. Whereas for a single image replication of the input signal at output
port k = N − i+1, the length of the MMI region must simply be chosen according to

LRouter = 3LπM. (4.17)

In this equation M = 1,2,3... and produces mirror images at the opposing, vertical end of the MMI
device (−x0) for every second value of M. Figure 4.6 illustrates the replication behaviour of an
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Figure 4.6: Sketch of the self-imaging principle at the example of a 2×2 MMI device. ψ(x,0) is the
input field profile launched into the MMI device. Single and two fold images are created periodically
according to Eq. (4.16) and Eq. (4.17). Here, with M = 1,2,3 . . . .
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4.2 Modal propagation analysis

input field profile ψ(x,z) launched at the MMI entrance (z = 0) at height x0. For the double fold
image replica the intensity is split evenly between both, while, in the ideal case, the single fold
images recuperate the whole intensity of the launch field. With these equations, it is now possible
to determine the phase shift of the light coming in channel i and passing through a MMI coupler or
splitter and exiting at output k by calculating Eq. (4.8).

Apart from the phase we can also calculate the intensity of each mirror image at the MMI device’s
exits following the below equations taken from [97, 102, 103]. We start by assuming a theoretically
lossless device that completely reflects the electric field E component of the optical wave at its side-
walls. The input field has the form

EIn (x,z = 0) =
N

∑
i=1

Eiδ (iq− x)⊗ cos
(

πx
W0

)
, (4.18)

where δ is the Dirac delta function, ⊗ is the convolution operator and the cosine expression describes
the fundamental mode field entering the MMI region through a single-mode waveguide at the MMI
region vertical position xi = q/2+(i−1)We/N. W0 expresses, analogous to We, the effective waveg-
uide width the fundamental mode expands into. The electric field E at any length z of the MMI device
can then be expressed through the sum of its modes

EMMI (x,z) = exp(−ikMMIz)
ν

∑
m=1

Em exp
(

i
m2π

ΛMMI
z
)

sin
(

mπ

We
x
)
, (4.19)

where i =
√
−1, which should not be confused with the wave guide entrance number i. Furthermore,

we use kMMI = 2πneff/λ , ΛMMI = neffW 2
e /λ and Em, the summation coefficients expressed by

Em =
2

We

∫ We

0
EIn (x,z = 0)sin

(
mπ

We
x
)

dx. (4.20)
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Figure 4.7: Theoretical guided-mode propagation of a single-mode input signal of wavelength λ0 =
1550nm passing through the multi-mode region starting from input i = 5. As can be seen the single
mirror self imaging principle at output j = N − i+ 1 = 1 is fulfilled best for LMMI = 3Lπ . The MMI
region is WMMI = 18µm wide. The MMI device outline is indicated by the white lines, with empty
space indicating the signal input and output positions.
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Figure 4.8: (a) Plot of the simulated (dashed lines) normalised complex intensity amplitude at the
outputs at z = 3Lπ of the multi-mode waveguide shown in Fig. 4.7. The lines represent the normed
measured light intensity of a real 5×5 MMI device of length 2978 µm, while the different colours
correspond to the individual signals launched in each input i. (b) Experimental signal response for
λ0 = 1550nm launched at input ports i = 1 to 5 as seen from a frontal perspective of the output ports.
Images are taken with a CCD camera working in the infrared region. Refer to Section 7.1 for details
on the experiment set-up.

Using Eq. (4.19) we can now calculate the full modal propagation of a signal through a multi-mode
waveguide structure. The results can be seen plotted in Fig. 4.7. For this calculation we first define
the dimension of our device, which depend on the material system and optical wavelength in use. In
our case we build on the parameters of the Al0.3Ga0.7As-system defined in Section 4.1 and sketched
in Fig. 4.4. The theoretical length of the MMI device working as coupler producing a mirror image
at its output port is LMMI = 2970.88µm. As can be seen from the propagation pattern the signal
entering through channel i = 5 is routed to output channel j = 1 suffering only slight losses of less
than 1dB from a small portion of light coupling out through the adjacent channels. The bidirectional
functionality of the device becomes also immediately obvious. Coupling in individual signals through
the remaining input ports i = 1 − 4 results in the routing following the predetermined pattern of
j = N − i+ 1. This behaviour can be better appreciated in Fig. 4.8 (a), where simulated results are
compared to measurements reproducing the predicted MMI responses faithfully using an MMI device
of 2978 µm length. Five individual signals are launched through the input ports i = 1− 5 and the
complex intensity of their self-images in the output ports j = 1−5 are reproduced. Fig. 4.8 (b) shows
the optical response intensity of the five measurements as seen through an infrared CCD camera.
More details about the execution of the experiment can be found in Chapter 7 .

The modal propagation analysis discussed in this section is a helpful tool in effectively determin-
ing optimised dimensions of the most important parts of the optical circuits used in this thesis, the
MMI devices, and assessing their functionality. For the simulation of more sophisticated circuits,
however, it does not hold water to more complex numerical analysis methods like the beam propa-
gation method. In order to be able to connect the MMI devices in a Mach-Zehnder interferometer
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4.3 Beam propagation method

circuit, for example, we will have to resort to using structures such as S-bends, tapered waveguides
and 90◦ curves. The behaviour of light propagating through such structures, especially through a
complete circuit, is more accurately predicted by BPM simulations which will be the subject of the
following section.

4.3 Beam propagation method

The beam propagation method is a versatile and common tool used to simulate the behaviour of light
in integrated optical circuits and fibre optic devices. In its simplest form it is a fast algorithm that
predicts the behaviour of light in complex device structures without much computational power re-
quirement. It does so to a very good degree of accuracy while some limitations apply from case to
case. Such limitations include paraxiality which assumes light propagation in a certain direction with-
out much divergence from the main propagation axis. The BPM is also restricted to light propagating
into one direction, without taking back-reflections into account. These restrictions can, however, be
accounted for via extensions to the basic BPM algorithm. Using a hands on example the development
of a PIC via the BPM is explained in detail in this section [104–106].

At its core the BPM solves the Maxwell equations for light waves of given monochromatic wave-
length. The vector BPM uses a finite difference approach to solve the propagation based on an initial
value problem.

For an electric field vector E and a magnetic field vector H in dielectric materials the Maxwell
equations take on the differential form:

∇ ·
(
n2

ε0E
)
= 0,

∇ ·H = 0,

∇×E =−µ0
∂H

∂ t
,

∇×H = ε0n2 ∂E

∂ t
.

(4.21)

In these equations, ε0 is the electric permittivity in vacuum, µ0 the permeability of vacuum and n is
the refractive index that expresses the propagation speed v of an electromagnetic wave in a medium
as a function of the speed of light in vacuum c by v = c/n. In the differential notation of the equations
the three-dimensional gradient operator, denoted by the nabla symbol ∇, is used as the divergence
operator ∇· and curl operator ∇×. Maxwell’s equations apply to non-magnetic materials with low
conductivity. In inhomogeneous media the Maxwell equations can be combined to express an electric
and magnetic field in a medium via separate equations. For the electric field this equation takes the
form:

∇
2E +∇

(
E · ∇ε

ε

)
−µ0ε

∂ 2E

∂ t2 = 0. (4.22)

ε is the dielectric constant of the inhomogeneous media. The wave equation can be simplified consid-
ering only a monochromatic wave with electric and magnetic field amplitudes, E and H, respectively.
The wave equation for the electric field thus takes the form:

∇
2E+∇

(
1
n2 ∇n2 ·E

)
+n2k2

0E = 0. (4.23)
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k0 = ω/c is the wavenumber. Now, it is advantageous to reformulate the wave equation in terms
of its transversal components. Since the BPM primarily looks at optical waveguides with refractive
index profiles that change only slowly along the z direction the longitudinal and transverse electric
and magnetic fields can be assumed to be decoupled [105]. This yields the electric field expressed
explicitly in terms of its transversal components x,y:

∇
2Ex +

∂

∂x

(
1
n2

∂n2

∂x
Ex

)
+

∂

∂x

(
1
n2

∂n2

∂y
Ey

)
+n2k2

0Ex = 0,

∇
2Ey +

∂

∂y

(
1
n2

∂n2

∂x
Ex

)
+

∂

∂y

(
1
n2

∂n2

∂y
Ey

)
+n2k2

0Ey = 0.
(4.24)

Looking at an anisotropic medium, ε is now a tensor of third order instead of a scalar, the wave
equation Eq. (4.23) can be reformulated to express the transverse electric field through [106]:

∇
2Et +

εtt

ε0
k2

0Et = ∇t

[
∇t ·Et −

1
εzz

∇t · (εttEt)

]
. (4.25)

Here, Et =Exex+Eyey is the transversal component of the electric field. The gradient is reduced to its
transversal components expressed by ∇t = ∂ex/∂x+∂ey/∂y. ex and ey are the unit vectors pointing
along the x and y directions. In the same manner, εtt is the permittivity reduced to its transversal
components only. If the longitudinal component of the permittivity tensor εzz varies slowly along the
devices’ z direction, a z−invariance can be assumed and the z derivative of εzz set to equal 0. This
assumption is satisfied by most photonic waveguide devices. With these equations it is possible to
determine the transverse electric field in isotropic Eq. (4.24) and anisotropic materials Eq. (4.25). The
transverse electric field can be derived analogously.

Now, light propagation mainly along the z axis is assumed in the so called paraxial approximation
and a slowly varying envelope (SVE) field Ψt is assumed for the wave propagation in this direction.
The transverse electric field is defined by Et =Ψtexp

(
−ikz

)
. k = n0k0 is a constant number calculated

by using a refractive index n0 of a reference medium. k then gives the average phase variation of the
field Et . From its second derivative with respect to z we get both its transverse components:

∂ 2Ex

∂ z2 =

(
∂ 2Ψx

∂ z2 −2k
∂Ψx

∂ z
− k

2
Ψx

)
exp

(
−ikz

)
∂ 2Ey

∂ z2 =

(
∂ 2Ψy

∂ z2 −2k
∂Ψy

∂ z
− k

2
Ψy

)
exp

(
−ikz

) (4.26)

These equations can now be combined with Eqs. (4.24) and using the slowly varying envelope ap-
proximation (SVEA) by taking

∣∣∣ ∂ 2Ψt
∂ z2

∣∣∣ � 2k
∣∣∣ ∂ Ψt

∂ z

∣∣∣, the second left hand term in Eqs. (4.26) can be
neglected. In this way the basic full vectorial BPM equations are expressed in the following parabolic
partial differential equations:

2ik
∂Ψx

∂ z
=

∂ 2Ψx

∂x2 +
∂ 2Ψx

∂y2 +
∂

∂x

(
1
n2

∂n2

∂x
Ψx +

1
n2

∂n2

∂y
Ψx

)
+
(

k2
0n2 − k

2
)

Ψx,

2ik
∂Ψy

∂ z
=

∂ 2Ψy

∂x2 +
∂ 2Ψy

∂y2 +
∂

∂y

(
1
n2

∂n2

∂x
Ψx +

1
n2

∂n2

∂y
Ψx

)
+
(

k2
0n2 − k

2
)

Ψy.

(4.27)
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These equations solve the propagation of an electric field in z> 0 direction through three-dimensional
waveguiding structures in inhomogeneous materials. The magnetic field propagation can be calcu-
lated in the same manner [104]. Here, both polarizations are still coupled and cannot be solved
independently. For a simpler calculation in two-dimensions (e.g. applicable for planar waveguide
simulations) any dependence on y can be set to zero and the wave equations can be solved for each
polarization (TE: x-polarization or TM: y-polarization) independently.

Through the application of the SVEA high calculation efficiency can be achieved by being able
to choose a calculation grid in propagation direction that can be much coarser than the optical wave-
length. The SVEA assumption reduces the computation time of the problem by a factor proportional
to the number of longitudinal grid points. This arises from the elimination of the second derivative
term in z, which reduces a second order boundary value problem to a first order initial value problem,
which in comparison, is a much more conveniently solvable through integration along the propaga-
tion direction. Another impact of the elimination of the second derivative in z is that reflected waves
propagating in −z direction are not considered in the calculation. Back reflections might occur, for
example, for light that is not efficiently coupled out of MMI devices, leading to some back reflections
at the MMI device’s end. If MMI device lengths and out coupling taper widths and positions are
carefully considered back reflections can be vastly diminished. Consequently, these back reflections
should not impede the correct functionality of the devices here developed and are thus not critical.
The simplification should, however, not be ignored for optical wavelengths deviating greatly from the
design wavelength. As mentioned before, the BPM’s inherent simplifications such as the paraxial as-
sumption and the restriction to low index contrast along z pose some major limitations that, however,
can be overcome through extensions to the initial approach. One approach is the wide-angle BPM
based on Padé appoximant technique. In this technique different orders of approximation, called Padé
orders, can be applied to analyse light propagation at large angles about the z axis, high index contrast,
as well as more complex mode interference in PIC structures that guide the light, as well as in free
space problems [107–109]. Furthermore, to understand how this can be done via application of ade-
quate boundary conditions, we first look at the approach to solve Eqs. (4.27) via the finite-difference
(FD) method. In the finite-difference approach, the continuous space is substituted by a discrete grid
of points in the transverse xy−plane as well as at discrete planes in the longitudinal, propagation
direction z. Starting with a discrete field defined on a grid of spacing ∆x and ∆y launched at z = 0
the goal is to then numerically calculate equations of the field after an elementary propagation step
∆z. The functional principle behind the FD method is schematically depicted in Fig. 4.9. The light
intensity distribution of the fundamental TE mode entering a ridge taper waveguide with an aperture
of 1.2 µm, can be seen at the longitudinal position z = 0. The ridge waveguide structure has a total
height of h = 500nm and while the surround region is f = 500nm. The transverse calculation grid is
superimposed on the mode’s intensity profile, with the grid sizes marked by ∆x ·∆y = (0.1 ·0.1)µm2.
The taper waveguide is designed to widen to 2.1 µm over 60 µm. Three more calculation steps along
the propagation direction z are shown with a step size of ∆z = 20µm between them. To understand
the numerical schemes used in the FD method to solve the wave equation, one can first look at the
simplest case, the calculations of a two-dimensional scalar field (omitting any dependence on y). As-
suming a small index contrast in both transverse directions the basic full vectorial wave Eqs. (4.27)
can be expressed by:

∂U
∂ z

=
i

2k

(
∂ 2U
∂x2 +

∂ 2U
∂y2 +

(
k2 − k

2
)

U
)
. (4.28)

In this equation, U denotes any of the two optical transverse SVE fields. The optical field can now
be denoted by U j

i (x,z) to represent its position considered within each calculation step of the FD
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Figure 4.9: Basic principle behind the finite difference method. Propagation of the fundamental
TE mode at λ = 1550nm through a 60 µm long tapered waveguide starting at a width of 1.2 µm
and ending with an aperture of 2.1 µm. The grid at each calculation step ∆z = 20µm is defined by
∆x ·∆y = (0.1 ·0.1)µm2.

calculation. Where, i is the grid point at the transverse position i ·∆x and j ·∆z yields the longitudinal
position of grid point j. Two straightforward solutions methods arise. One in the form of the forward-
difference method (also known as fully explicit), where the field U j+1

i (x,z+∆z) is calculated from
U j

i (x,z). The second in the form of the backward-difference method (also known as fully implicit),
where the field propagation is calculated starting with the field U j+1

i (x,z+∆z). Both methods on
their own yield, however, impractical results, as the forward-difference method needs small step sizes
∆z resulting in long calculation time. The backward-difference method yields non-physical losses
through numerical dissipations. Using the Crank-Nicolson method, which linearly combines both
approaches, one is able to calculate accurate propagation, while the method remains stable even for
large steps sizes in z direction [110]. A mid-plane is assumed between the known field in plane j and
the plane in the next calculation step at j+1. Eqs. (4.28) can then be written as

U j+1
i −U j

i
∆z

=
i

2k

(
δ 2

∆x2 + k2
0

(
n
(
xi,z j+1/2

)2 − k
2
))U j+1

i +U j
i

2
. (4.29)

Where, the partial derivatives of the first and second order are replaced by their finite difference
through ∂U/∂ z⇒

(
U j+1

i −U j
i

)
/∆z and ∂ 2U/∂x2 ⇒ δ 2U j

i /∆x2 =
(

U j
i−1 −2U j

i +U j
i+1

)
/∆x2. z j+1/2 =

z j +∆z/2 represents the position of the longitudinal mid-plane. Through Eq. (4.29) the field U j+1

at z+∆z is now related to the field U j at the preceding calculation step at z. The solution for the
unknown field U j+1 of each next propagation step can be more efficiently calculated by rearrang-
ing Eq. (4.29) into a tridiagonal system of N linear equations, where N is the number of transverse
grid points i = 1,2, . . . ,N [110]. Consequently, the system of equations can be readily solved by
operations of the order O(N). Expanding the numerical solutions to three dimensional systems, the
Crank-Nicolson algorithm creates a system of linear equations that requires operations of the order
O(N2

x ·N2
y ) to be solved. This system of equations is not tridiagonal any more and computationally
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Figure 4.10: Sketch of the FD calculation with boundary conditions. An initial field ( ) is launched
in the lowest row. The fields propagation is then calculated ( ) in z direction. ( ) are steps that are
no yet calculated. Boundary conditions ⊗ limit the calculation to the defined domain.

demanding to solve. In order to efficiently solve the three dimensional problem the alternating direc-
tion implicit method (ADI) is used to reduce the operations order to O(Nx ·Ny) and is readily applied
in most BPM simulations [111]. The ADI applies the concept of operator splitting by dividing a step
from, for example, U j to U j+1 into m ·U j+1/m sub-steps. By treating each dimension implicitly at
individual sub-steps, then again, only requires the solution of a tridiagonal system of linear equa-
tions. Eq. (4.29) can be readily calculated at the nodes inside the grid. Nodes that are located on the
simulation boundaries require a different formula to calculate the fields behaviour. As can be seen
in Fig. 4.10 boundary conditions delimit the calculation region. Different boundary conditions are
available for the simulation of a field in BPM. One of the simplest methods to handle the problem is
the Dirichlet boundary condition. Here, all field components are set to be a specified value (in most
BPM simulations usually zero) along the simulation window boundary and beyond. This, however,
leads the simulated optical field to be reflected at the domain limits. For open boundary simulations
a more sophisticated approach is used in the form of the transparent boundary condition (TBC). This
algorithm assumes the field at the boundary to be an outgoing plane wave that can be directly related
to the neighbouring grid points of the simulation domain [112]. Thus, the TBC allows the radia-
tion field to leave the calculation domain without spurious elements being back reflected. Another
numerical method used to avoid non-physical reflections from the calculation boundaries is the per-
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4.3 Beam propagation method

fectly matched layer (PML) method [113,114]. The PML assumes an artificial layer of material with
anisotropic conductivity that effectively absorbs outgoing travelling waves reducing its reflection co-
efficient to basically zero. The advantages of the presented boundary conditions lie within their high
efficiency and their problem independent application that in most cases requires no adjustable param-
eters. Both the TBC and PML methods yield similar results for outgoing light at arbitrary propagation
angles [104]. The TBC method was used for the BPM simulations in the following chapters, unless
otherwise stated.

With these basic BPM tools reviewed until now, one can achieve accurate and fast simulations of
already quite complex PICs making only few simplifications. For the sake of completion, we will also
review the consideration of polarization effects and cross-coupling in extended BPM method based
simulations. These give a more complete picture of the wave propagation through structures and are
crucial for abrupt refractive index changes along their transverse layout. Dropping the y dependence
from Eqs. 4.27 one obtains the following partial derivative equation for light with TE polarization:

2in0k0
∂Ψy

∂ z
=

∂ 2Ψy

∂x2 + k2
0
(
n2 −n2

0
)

Ψy. (4.30)

Solving Eq. (4.30) allows the BPM simulation of TE polarized light propagating in 2 dimensions.
Since polarization coupling vanishes in 2D the TM field can be calculated analogously and indepen-
dently of TE. Both solutions can be used to simulate the light propagation. The full 3D simulation
with polarization effects and cross-coupling considered can be derived starting from the full vectorial
wave equations of the transverse components of the electric field (with SVE applied):

2in0k0
∂Ψx

∂ z
= AxxΨx +AxyΨx,

2in0k0
∂Ψy

∂ z
= AyxΨx+AyyΨy.

(4.31)

The complex differential operators Ai j are given by:
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(4.32)

In general terms, the first two differential operators Axx and Ayy given by the set of Eqs. (4.32) account
for the polarization dependence of the field in structures with high refractive index contrast. They
allow to consider the chosen boundary conditions at the extremes of the simulation window to reflect
effects on the propagation constant and field shapes in bent waveguides, allowing the calculation
of bend losses. Axy and Axy consider the cross-coupling between the polarizations. They enable
the calculation of the impact that inclined sidewalls, etch roughness and corners have on the field
propagation. For most simulations of structures that do not specifically introduce coupling between
the polarizations both diagonal terms can be set to 0. As a result a very effective semi-vectorial
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4.3 Beam propagation method

simulations can be executed. In this case the polarization dependence expressed by Axx and Ayy

are considered in the simulation while the transverse field components are decoupled resulting in a
significant higher simulation efficiency. The full vectorial wave equation can thus be solved using the
SVE and ADI method explained before.

With the closing of this section, the last theoretical building block is laid for the understanding of
the following experimental chapters. The BPM method will prove to be an invaluable tool in design-
ing the photonic devices. Not only does it allow to optimise their dimensions, but the implementation
of a model that simulates the impact a SAW has on the refractive index profile will lead to accurate
predictions of the real devices’ active responses. It also allows the analysis of phase errors introduced
due to the limitations of the fabrication processes of the samples and gives an accurate model that
gauges the devices’ operability. For the BPM simulations presented, commercial software packages
were used [115].
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Chapter 5

Design and optimisation processes for
integrated acousto-optical devices

This chapter will detail the theoretical design and optimisation processes of the photonic integrated
circuits by means of concrete examples. First, the most crucial parts of such a circuit based on struc-
tures like tapers, MMI devices and S-bends will be simulated and optimised for their implementation
in the final PIC designs. Once the independent structures are developed complete designs will be
assembled and a model for the acoustic modulation will be applied to the simulations. Note, that this
chapter comprises some discrete examples for operating free space wavelengths of around 900 nm
and 1550 nm that will find their use later in the experimental sections.

In this chapter we show the beam propagation method based simulations underlying the structures
used for the fabricated samples. We start by showing the light propagation through simple control
structures that can be found at the top and bottom of each individual cell block of the wafer. These
control structures serve as a guide to determine the fabrication quality of our samples, identify poten-
tial sources of losses and normalise the output of the SAW tuned structures that form the central part
of each cell block. The horizontal lines on the mask design in Fig. 5.1 (a) are the optical waveguides
that propagate the light that can be coupled into the chip from either the left or the right side of the
sample. At the entrance region the widths of the waveguide is 4 µm to facilitate the coupling of the
light coming in laterally from a tipped optical fibre. The 4 µm opening is tapered off down to 1.2 µm
over a length of 100 µm. From here the light propagates in a single mode through the waveguide. A
false colour plot of the beam propagation profile through the waveguide can be appreciated in figure
Fig. 5.1 (b).

The following sections will explain the functionalities and optimisations of individual device
parts’ dimensions by means of BPM simulations.

5.1 Individual device parts optimisation

5.1.1 N×N MMI devices

At their heart, the PICs in this work are composed of multi-mode interference devices that function
as power splitters and combiners of the optical signal coupled into the photonics integrated circuit
from an external, monochromatic light source. The MMIs feature multiple input waveguides that can
be operated independently and that are separated so that no cross-talk occurs between them, but at
the same time, have their separation optimised in a manner to keep the device dimensions minimal.
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5.1 Individual device parts optimisation

Figure 5.1: (a) Mask of the focusing MMI devices, divided into test waveguide structures at the top
and bottom and tunable MMIs between the IDTs in the centre. (b) BPM simulation of one of the
single-mode waveguides employed as test structures on the sample.

The initial values for the MMI device dimensions depend on the number N of input waveguides
from which one defines a pertinent MMI device width. Depending on the functionality of the MMI
device one can now calculate the preliminary device length through Eq. (4.16) or Eq. (4.17). Through
Eq. (4.11) the right position of the input and output waveguides can be established. With these
preliminary dimensions the first model of the MMI device can be drawn for simulation. Figure. 5.2
(a) shows a 5 MMI device for 1550 nm wavelength operation. The initial values are of preliminary
nature. One can see that the MMI length of LMMI = 2960µm leads to cross-talk and scattered light at
the right hand MMI-taper interface. The interference pattern hints at a device that is too short. With
this information one can sweep the MMI length towards increasing lengths to find an optimal value.
Results for a length sweep from 2960 µm to 3000 µm can be seen in Fig. 5.2 (b). At a first look one
can infer from the results, that the vertical input and output waveguide positions were appropriately
chosen, since the signal intensities for outputs 1-2 (black and red lines) and 4-5 (green and purple
lines) are negligibly low over the simulated length range. The optical intensity measured at the pre-
selected output 3 (blue line), however, shows an important dependency on the MMI device length.
From this dependency the optimised MMI device length of 2979 µm is found. Running the simulation
procedure for light coming in through the remaining inputs will confirm the viability of this device
length for all operational demands.

As a further example of the MMI device optimisation process we will look at the development of
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5.1 Individual device parts optimisation

the 2×2 MMI couplers and splitters for the integrated quantum photonic circuits of Chapter 9. The
devices were designed to cover a range of anticipated photon wavelengths around 900 nm emitted by
the QDs. To this end, Fig. 5.3 sums up the MMI device length optimisation process made through
BPM simulations. The MMI device width was fixed at 6 µm. Each panel shows a graph for the
imbalances between the two output channels with the blue line at the top and the individual channel
transmissions, red and black lines, in the lower graph. The transmissions, and from it the channel
imbalances, are then scanned for MMI lengths around 300 µm where the individual MMI devices are
expected to function as 3 dB signal splitters according to Eq.4.16.

Figure 5.3 (a) shows the process for 2D simulations of a 930 nm signal at room temperature. The
2D setting for the simulation was chosen in accordance with similar 1×2 and 2×2 MMI devices that
were simulated the same way and experimentally characterised in [116]. Using this simulation setting
an optimised MMI device length of 300.5 µm is identified (dotted line).

Figure 5.3 (b) repeats the same process with the same settings as before, but for a free space light
wavelength of 900 nm. For this wavelength 314 µm is the optimised length for the MMI devices.

Figure 5.3 (c) shows the optimisation scan for a 900 nm wavelength signal using a 3D BPM
algorithm, as used in [117]. In this way low imbalances and best transmissions were found for a MMI
device length of 326 µm.

Figure 5.3 (d) shows the corresponding imbalance and transmissions for 3D simulations using a
900 nm free space wavelength and assuming a sample temperature of 7 K. The dotted lines indicate
the lengths of the three MMI device lengths chosen from the prior simulations. For 314 µm and
326 µm there is 0 % imbalance between the channel. But the transmission is only maximised for
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Figure 5.2: Optimisation process for a 5×5 MMI device. (a) First BPM simulation of the device with
preliminary parameters set for the MMI length and taper structures. For this not optimised device
losses occur at the outputs. (b) The MMI length sweep reveals optimal MMI device length. (c) Taper
width sweep displays optimal taper widths and cross-talk levels.
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Figure 5.3: MMI device length scans using the BPM. Revealing channel imbalances (upper graphs)
and transmission percentages (lower graphs). (a) 2D simulation of a 930 nm light signal. At 300.5 µm
(dotted line) good values for the transmission and imbalance are found. (b) 2D simulation of a 900 nm
light signal. At 314 µm (dotted line) good values for the transmission and imbalance are found. (c)
3D simulation of a 900 nm light signal. At 326 µm (dotted line) good values for the transmission
and imbalance are found. (d) 3D simulation of a 900 nm light signal at low temperatures of 7 K.
At 314 µm and 326 µm good values for the transmission and imbalance are found in agreement with
the simulations at room temperature. Imbalances increase rapidly for longer or smaller devices. The
dotted lines indicate the lengths chosen for the devices from the simulations at room temperature
presented in (a–c).
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326 µm at almost 50 % in each channel, while it drops off to 45 % for the MMI device length of
314 µm. At low temperatures the shortest MMI device length of 300.5 µm performs the worst with an
imbalance of almost 7 % between the channels. The imbalance at this MMI device length, however,
improved with higher wavelengths. In order to account for a range of wavelengths the MMI device
wavelengths of 300.5 µm, 314 µm and 326 µm where used in the devices implemented on the sample.

5.1.2 Adiabatic tapers

The incoming waveguides of to the MMI device in a PIC are usually single-mode. A linear taper can
be used in order to keep the transition into the MMI device adiabatic. This is achieved by choosing
the right taper length in respect to the width difference between its front and end. This will result
in a smooth transition with little to no mode conversions or radiation modes during the transition
[118]. As a good rule of thumb, the tapers width increase or decrease over its entire length should
follow a ratio of 1 : 100 or 100 : 1, respectively. As can be seen a slow change of the width will
effectively suppress unwanted mode conversion. Longer tapers, however, incur more propagation
loss. In the case of tapers connecting to MMI devices it is also crucial that they meet a critical width
that maximises the light that will be coupled to the taper. If the taper width is chosen too small, the
fraction of light not coupled out will be reflected back and will cause unwanted interference. The
same phenomena will happen for a taper with fast decreasing width. Simulations for the optimisation
of taper structure widths connected to an MMI device can be seen in Fig. 5.2 (c). Here, the taper width
was optimised in a prior individual simulation and was fixed at 100 µm. The correct taper position
was calculated with Eq. (4.11). The connecting single-mode waveguides have a width of 1.2 µm. In
the simulation we increase the taper width at the other end from 1.5 µm to 3 µm. From the simulation
results one can infer that the intensity coupling efficiency converges at around 98 % for a width of
2.5 µm or larger (compare Output 3, blue line). However, the cross-talk levels in the neighbouring
channels also increase with increasing width (Output 2, red line and Output 4, not shown). Whereas
the signal intensity in Output 1 (black line) and 5 (not shown) converges to 0 for taper widths >
2.5 µm. Optimally, the process has to be repeated for light coupled in through all inputs to the MMI
device.

5.1.3 S-bend structures

Now, to separate the input waveguides of the MMI device structure in order to minimize cross-talk
and make it easier to choose the input, that the fibre tip is pointed at in the experiment, we have to
introduce S-bend structures. In the MZI designs they will also be crucial in order to position the array
waveguides exactly on their intended SAW amplitude position. The vertical position on the S-bend
path way can be calculated according to

x(z) = x0 +As

[
1− cos

(
2π

(z− z0)

Ps

)]
. (5.1)

In this equation, x0 and z0 are the vertical and the horizontal starting position, respectively. x1 and z1
are the vertical and the horizontal ending position, respectively. The S-bend period is Ps = 2(z1 − z0)
and the S-bend amplitude is As = (x1 − x0)/2. Note, that the period is double the horizontal S-bend
length, while the amplitude is equal to half the vertical length of the S-bend (compare schematic in
Fig. 5.4 (c)).
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With Eq. (5.1) we can calculate the distance a light signal would travel through the S-bend according
to

ls =
∫ z1

z0

√
1+ x′ (z)2 dz. (5.2)

Where the derivative of x(z) is solved as follows: x′(z) = 2π
As
Ps

sin
(

2π
(z−z0)

Ps

)
. With Eq. (5.2) we

can calculate the phase difference of light passing through the bent waveguides as compared to their
straight counterparts of equal horizontal length. In our designs intensity losses through s-bends are
modest and comparable to the losses that occur in straight waveguides of equal length. This is because
of their large length over which they expand compared to the small vertical offset they need to achieve
in order for the AWG waveguides to be on their correct SAW position. As a consequence their radii
are large. An S-bend with a horizontal length of 1 mm and an amplitude of 50 µm will be effectively
1.54 µm longer than a straight waveguide. Using this as the length difference ∆ls, the resulting phase
change can be calculated with

δφs = 2π/λ∆lsneff. (5.3)

For the above example we get a phase change of δφs = 12.89rad. Modes travelling through the
curved waveguides will not match the modes in the straight waveguides. Therefore, there will be
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Figure 5.4: Single S-Bend optimisation process to account for the mode deformation in curved
waveguides. (a) Overlap between the mode amplitudes in a straight waveguide (black line), a bend
waveguide with positive radius (red line) and a bend waveguide with negative radius (blue line). (b)
Offset sweep between a straight waveguide and a bend waveguide with negative radius (black line),
two bend waveguides with negative and positive radius respectively (red line) and a bend waveguide
with positive radius and a straight waveguide (blue line). (c) Sketch of the individual S-bend parts
during the optimisation process.
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transmission losses at the transitions between the two curves composing the S-bend and any straight
waveguide connected to their end. To minimise the losses an offset between these structures has
to be introduced [119]. To calculate the correct offset parameters, first the mode profiles have to
be simulated in the three parts: straight waveguide, bend waveguide with positive curvature and the
bend waveguide with negative curvature. Figure 5.4 (a) shows the mode amplitudes’ (vertical scale)
displacement relative to the centre of the launched field x = 0. In order to account for this mismatch
we can introduce a slight offset at the point where the mode transitions from one structure into the
next. To optimise the offset value we can sweep for this parameter by simulating one transition
region at a time. As can be seen in Fig. 5.4 (b), we acquire three optimised offsets. In this plot
the bottom axis is the offset variation with respect to the centre of the launched signal at x = 0 and
the vertical axis gives the optical intensity transmitted through the junction, normalised to the launch
field intensity. We achieve optimal transmission when the modes in each structure overlap (in the best
case congruently). Figure 5.4 (c) illustrates a schematic of the optimisation process with the three
different structures coloured as in the plotted results. The first offset optimised is located between the
top straight waveguide (black taper) and the positively curved s-bend part (red). The second junction
lies between the two curved structures (one with positive radius, coloured red, and one with negative
radius, coloured blue). This is the junction with the least modal overlap, as can be seen from the offset
that has to be introduced here to compensate for the mismatch. Offset 3 is located between the bend
with negative curvature and the bottom straight waveguide. Here, the offset necessary for an optimal
transmission is similar to offset 1. In general one will see that the mismatch between the modes is
dependent on the radius. For S-bends large bending radii are very common and for the functionality
they will serve in the following. S-bend dimensions in this work exclusively show an amplitude to
period ratio of: As/Ps < 0.1. To reduce transmission losses to a minimum every unique junction
should undergo the optimisation procedure laid out here.Figure 5.5 shows the BPM simulation of
three test waveguides from the sample, two of which S-bends. The illustrated simulation uses the
same PIC system for the 1550 nm light propagation in 1.2 µm wide ridge waveguides, as was used
for the S-bend optimisation explained before. From the curvatures shown minimal losses should be
expected.

Figure 5.5: Simulation of two S-bends of different radii and a straight single-mode waveguide. The
curvature is smooth enough to impede any significant losses while achieving sufficient offset between
the entrance and exit waveguides to facilitate the experimental execution of coupling in the laser signal
and measuring it.
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5.2 Acousto-optic Mach-Zehnder interferometer designs
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posing magnitude. For each modulation two instances of TSAW are sketched: t = t0 (black solid lines)
and t = t0 +TSAW/2 (gray dotted lines).

Now, that the basic design, development and application of the PIC building blocks is established, we
can join them in order to create dynamically tunable acousto-optic devices. In a short introduction
the basic functionality of the devices used in the subsequent experimental chapters shall be outlined.

The basic principle of these devices is that of a MZI where an input signal is divided onto two
or more paths where it is subjected to a relative phase shift. Through this phase shift the signal
can be subjected to a re-routing from its initial path. For the splitting and coupling of the signal
MMI devices can be used with consideration of Eq. (4.16) or Eq. (4.17). As can be appreciated in
Fig. 5.6 two different kinds of routers can be realised on this basis. The first, Fig. 5.6(a), is a compact
device, consisting only of one MMI device, where a focusing IDT directs a narrow SAW beam on
the interference pattern that creates two self-images at SAW level. The modulation of each image is
dependent on the SAW wavelength λSAW which is chosen to modulate the refractive index profile at
these instances with equal magnitude but opposing sign (see schematic next to the simulation). In
this way the acoustic modulation can be maximised. Note, also that the size and position of the tapers
connected to the MMI device play a crucial role in defining the position and size of the respective
signal images that take shape in the interference pattern.

The second acousto-optic MZI device, Fig. 5.6 (b), makes use of all the building blocks explained
in this chapter. Here, S-bends are deployed between two MMI devices, a splitter (MMI1) and a
coupler (MMI2), in order to position the MZI arms at their respective SAW position so that they
are separated by ∆x = (2i− 1)λSAW/2, where i = 1,2,3.... The waveguides’ refractive indices are
then modulated by a SAW in the denominated acousto-optic interaction region. The first of such a
acousto-optic MZI device was reported by Gorecki et al. [120–122] with many ingenious variations
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5.2 Acousto-optic Mach-Zehnder interferometer designs

that then quickly followed in its footsteps [82, 116, 117, 123, 124].
Before closing this chapter, it shall be beneficial to take a look at the signal response for an

increasing SAW intensity applied to the MZI. Figure 5.7 shows the simulation results for the case of
a 2×2 MMI device. In the simulation model we define a function according to the SAWs specific
deformation potential to emulate the elasto-optical modulation of the refractive index profile in the
light propagation path. The solid black and red lines give the response measured for an ideal device.
With increasing SAW intensity the maximal amplitude of the refractive index modulation ∆n rises.
The refractive index change at one waveguide position will consequently oscillate between −∆n and
+∆n over one SAW period TSAW. However, if the waveguides are not ideal and through imperfections
introduce a change in the effective refractive index, which depends on the waveguide dimensions,
between the two arms the signal response will be offset from the start. This manifests itself through
a non-0 intensity measured in the normally-off output of the passive device. Notwithstanding, this
does not gravely impact the functionality of the active device, because the modulated signal response
simply shifts by a term δneff from its initial position. Two examples are plotted in Fig. 5.7 for a
positive shift δn+eff = 0.02 (dashed lines) and a negative shift δn−eff = −0.015 (dash-dotted lines).
With this in mind, one can expand Eq. (3.31) to:

2πwSAW

λ
∆nsin(2π fSAWt)+δneff = ap

√
PSAW sin(2π fSAWt)+δφ , (5.4)

to also include the incurred static phase error δφ . With this equation the last tool to analysing the
experiments is given.

∆n
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dn  = 0.02eff
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Figure 5.7: The intensity response of a signal through an acoustically driven 2×2 MZI is plotted as a
function of the refractive index amplitude ∆n. A shift in the expected (δneff = 0) signal response can
often be attributed to a deviation of the effective refractive index of magnitude δn+eff or δn−eff between
the two arms.
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Chapter 6

Sample fabrication

The samples are essentially fabricated in two processes. The first process uses dry etching of the
sample surface to create the PICs. The second process makes use of a metal deposition and lift-off
technique to place the IDT pads and fingers on the sample. Both processes will require an optical
lithography step each in order to incorporate the small and complex PIC and IDT structures in a
photoresist on the sample. To this end two separate photomasks, one containing the direct pattern
of the PIC and the other one containing the direct pattern of the IDTs, are used. While this chapter
summarises the general fabrication steps undertaken a more detailed account of the processes involved
can found in [125]. Ultimately, the presented samples were fabricated by the experienced scientists at
the Paul Drude Institute in Berlin. Prior investigation of the optical lithography and etching processes
was conducted at the clean room facilities of the University of Augsburg during a research stay. The
general steps will be summarised in the following.

Figure 6.1 shows the necessary processing steps in two columns. As an example, the sketches
presented show the creation of two waveguide structures embedded between two IDTs, in an analogy
to the MZI devices presented in Chapters 9 and 9. Note, that the sketch dimensions are not to scale.

The first column summarises the process of the PIC creation. In the sketches, two parallel ridge
waveguide structures are created as an example. The process starts with the deposition of a positive
photoresist (labelled as "+Resist") on the wafer via spin coating Fig. 6.1 (a). In the sketches only
the top most, guiding layer, GaAs, is labelled as such, since during fabrication we are primarily
concerned with this surface layer. The buffer layer and the substrate are summarized in the layer
indicated as (Al,Ga)As. Before the deposition of the photosensitive chemical photoresist the wafer
has to be cleaned from any impurities on the sample surface that otherwise will translate to permanent
defects of the devices to be fabricated. The photoresist is then distributed equally over the surface
by spin coating. Special care has to be taken so that the resist does not accumulate unevenly on the
edges of the wafer. If the resist is not equally distributed over the sample area the optical lithography
will not work effectively. After spin coating the wafer will be heated in order to dry the photoresist.
In a next step the wafer is placed in the mask aligner, where the metallised surface ont he bottom of
the quartz photomask is pressed in direct contact onto the dry photoresist, see Fig. 6.1 (b). We are
using a direct patterned mask, meaning that the metallised parts of the mask contain the structures of
the PIC and cover the areas of the wafer not intended to be etched down, e.g. areas where the IDTs
will be placed. The sample is then illuminated by UV light through the mask. By this process the
areas of the positive photoresist exposed to the light become soluble when afterwards treated with a
specific photoresist type dependent developer. After illumination for a sufficient amount of time the
sample is removed from the mask aligner and treated by a post baking process, before it is developed.
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Figure 6.1: The left column depicts the fabrication process steps for the creation of the PIC via
UV photolithography using positive (+) photoresist (a–c) and dry etching (d). Upon removal of the
photoresist two ridge waveguides are uncovered (e). The subsequent fabrication process of the IDTs
is shown in the right column. Here, another step of photolithography is conducted with negative (−)
photoresist (f–h), to be followed by metal deposition (i) and a lift-off process in which the resist and
unwanted metal is removed from the sample (j). Dimensions are not to scale. (Al,Ga)As stands for
the collective material platform subjacent to the GaAs guiding layer.
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Now, only the parts of the sample surface that should be etched are not covered by the photoresist any
more, compare Fig. 6.1 (c).

In the next step toward the PIC the optical waveguide structures are now processed by dry etching
the exposed GaAs surface with a plasma [126, 127]. This step is depicted in Fig. 6.1 (d). There are
a multitude of parameters that have to be controlled in order to get the right etching depth without
inducing any under-etching and sidewall roughness. Most critical in this regard are the time of expo-
sure, the gases used for the plasma and their volume ratio, chamber pressure, temperature, the plasma
density as well as the applied plasma power. The right recipe of these parameters has to be tested on
spare wafer parts before the actual sample will be etched. After a successful etching of the sample’s
waveguide structures, the photoresist covering the rest of the sample can be removed in an acetone
bath. Now, the PIC is etched into the sample’s GaAs surface at the desired etch depth, while the rest
of the wafer surface remains unchanged (Fig. 6.1 (e)).

For the IDT fabrication the sample is again covered in a photoresist and follows the optical lithog-
raphy steps described for the PIC processing steps. It is important to note that for this step a negative
photoresist is now used. Therefore, compare Fig. 6.1 (f) where the negative photoresist layer is de-
nominated as "−Resist". The metallised, direct IDT pattern on the bottom of the photomask is aligned
to the wafer by overlapping designated alignment markers included in both, the PIC and IDT mask de-
signs, and UV light is again applied to the sample surface through the quartz photomask (Fig. 6.1 (g)).
After the right amount of exposure the sample is subsequently developed. As seen in Fig. 6.1 (h), the
negative photoresist is thereby removed at the parts of the sample that were covered by the IDT de-
signs on the mask, creating an inverse pattern on the wafer surface. Now, layers of 10 nm Ti, 30 nm
Al and 10 nm Ti are deposited onto the wafer, covering the photoresist as well as the exposed GaAs
surface (Fig. 6.1 (i)). In a last step, with the help of acetone, the photoresist is removed from the
wafer together with the Ti/Al/Ti metal layer it carries on top. This process is known as the so called
lift-off process, whereby the photoresist functions as a sacrificial layer [128, 129]. As can be seen in
the final sketch in Fig. 6.1 (j), what remains is the fully processed sample with the metallised Ti/Al/Ti
IDTs and the etched ridge waveguide structures of the PIC.

For the first samples of the telecommunication devices presented the optical lithography process
did not yield sufficiently well defined optical waveguides. The sidewall roughness introduced too
much phase errors and prevented the light from being well confined within the ridge structures. For
this reason electron beam lithography (EBL) was applied and yielded measurable improvements.

At first sight contradictory, the QD devices which use waveguide widths down to 0.9 µm at an etch
depth of 150 nm, as compared to the 1.2 µm wide waveguides with an etch depth of 250 nm of the
telecommunication devices, were fabricated fine using optical lithography. It is therefore important to
underline the challenges imposed on the fabrication process that arise from the increased etch depth.
In essence, the increased depth of etching can be achieved by a prolonged exposure time to the plasma.
As a consequence, however, the increased exposure demands a sufficiently thick resist layer deposited
on the wafer surface. If the resist layer does not withstand the total amount of plasma exposure
then sidewall roughness will increase and the desired etch depth cannot be reached. Increasing the
thickness of the resist layer can resolve this challenge, but causes the optical lithography process to
become more challenging as UV light exposure times have to be readjusted accordingly.

Another solution to guarantee good etching results is the application of a silicon dioxide (SiO2,
also known as silica) resist layer. The application of silica comes with the detriment that it is not easily
removable after fabrication, thus becoming the cladding layer of the photonic device. Amorphous
silica has a refractive index of 1.44 for 1550 nm light at room temperature [130]. Mode propagation
analysis in single-mode waveguides comparing silica cladding of 150 nm thickness to air resulted
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in modal indices of 3.248 and 3.246, respectively, suggesting only a slight variation of less than
6 ·10−2%.

In general EBL is the preferred choice for the fabrication of integrated circuit manufacturing in
semiconductor materials with small feature sizes [131]. Small feature sizes are in our case defined
by the limits of optical lithography which is reached for structures smaller than 0.7 µm. In general
optical lithography for structure dimensions close to the wavelength of the UV spectrum poses the
physical limit for fabrication. For smaller structures EBL is essential. The EBL process is similar to
how a scanning electron microscope (SEM) works in that a beam of electrons scans the surface of
the sample. Here, the sample is covered in a resist film that is sensitive to those electrons and can
be developed afterwards. By using this technique very high pattern resolution, almost down to the

Figure 6.2: (a) SEM image of a 1.2 µm intend wide waveguide of the first batch of 1.55 µm wavelength
telecommunication devices fabricated by optical lithography. (b) SEM image of 1.2 µm wide waveguide
of a sample of 1.55 µm wavelength telecommunication devices fabricated with the use of electron beam
lithography and a SiO2 resist layer. (c) SEM image of a 0.9 µm wide waveguide of the first batch of
0.9 µm wavelength QD devices fabricated by optical lithography taken at an angle of 45◦. (d–e) Show
inclined SEM images of the photonic waveguides terminating at the sample edges for the respective
samples shown in (a–c). (g) Shows a micrograph of two MMI devices between two focusing IDTs. The
IDTs work with a SAW wavelength of 5.6 µm. (h) shows the corresponding SEM image of the lower
focusing IDT’s aperture. The IDT fingers’ width and the gaps between the fingers are 0.7 µm.
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atomic level, becomes available. The downside of EBL is that it requires expensive machinery and
that the writing process is slow for large sample sizes compared to optical lithography where entire
wafers can be processed quickly. Consequently, using EBL is advantageous for smaller sample sizes
where the fabrication of a photomask might not be justified.

SEM images of the waveguides between three different kinds of samples fabricated can be appre-
ciated in Fig. 6.2 (a–f). Figure 6.2 (g) presents a micrograph of two photonic devices corresponding
to the first batch of 1.55 µm wavelength telecommunication devices fabricated. Figure 6.2 (h) shows
an SEM image of the aperture of the lower focusing IDT from (g). The 0.7 µm wide IDT fingers are
clearly defined and well separated by a 0.7 µm gap to produce a focused SAW of 5.6 µm wavelength.
The yield of working IDTs was consistently satisfactory between all samples.

Since an entire two inch wafer is processed at a time, all individual acousto-optic devices will
be processed simultaneously. The devices are collectively fitted into individual cells of a few square
millimetres in size. Since the light is coupled in and out of the optical devices laterally, these cells
now have to be cleaved so that the wafer is divided into measurable chips. The last fabrication step
therefore entails the cleaving of the wafer along predefined, horizontal and vertical cleaving lines
in the wafer plain. The cleaving of the samples around the optical waveguide structures has to be
performed with utmost care since a bad cleave at waveguide height will render the input and output of
the optical device unusable. Jagged sample sidewalls as seen in Fig. 6.2 (e) degrade the optical signal
significantly as compared to the smooth sidewall surfaces of the waveguides seen in Fig. 6.2 (d) and
(f).
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Chapter 7

Laboratory set-ups

7.1 Measurement set-up for telecommunication devices

Figure 7.1 shows the set-up of the experiment for the samples working at telecommunication wave-
lengths of around 1550 nm, characterised in Chapter 8. The measurements of the samples are con-
ducted using an external cavity diode laser producing the light signal tunable around (1550±50) nm.
The signal is coupled into a single-mode fibre terminating in a straight tapered lensed tip that then
couples the light into the device’s input waveguides i. The position of the fibre tip can be adjusted
precisely by moving the fibre holder arm in xyz-directions. To facilitate the coupling we implemented
4 µm wide waveguides at the edge of our sample. The entrances taper off into the 1.2 µm wide single-
mode waveguides that connect to the MMI waveguides. The devices are structured symmetrically
so that the light also exits the sample through a 4 µm opening. At the end of the sample we place
a mirror that reflects the signal coming out of the output waveguides k by 90◦ into a 10×, 20× or
200× microscope objective. The signal then passes through a polariser to select either the TE or the
TM modal response. Next, a 50:50 beamsplitter directs half of the optical signal to a charged-couple
device (CCD) camera optimized for infrared measurements. The other beamsplitter output is coupled
into a multi-mode fibre connected to an InGaAs photodetector with a 5 GHz bandwidth or an opti-
cal power meter. The photodetector is then connected to an oscilloscope and the power meter to a
computer, where the measurement data is recorded and stored.

In the acoustic part of the measurement set-up we use a network analyser to characterize the
transmission and reflection properties of the FIDTs and identify the exact resonance frequency fSAW,
which for our device was found to be around (522±1)MHz. In order to test our device under the
influence of a standing SAW, the RF signal is first split right after it leaves the generator. On one side
the signal then passes through a phase shifter that enables us to fine-tune the interference between the
two SAWs, offering another degree of acousto-optic tunability. The signal is then amplified before its
application at the FIDT via a probe tip. In the second arm of the rf-circuit the signal is attenuated to
compensate for the losses the first signal experiences at the phase shifter. The second signal is then
also amplified before being applied to the second FIDT.

The experiments were conducted on a rigid optical table with pneumatic isolators that reduce
external vibrations from the floor to a minimum and ensure the long term stability of the experimental
set-up.
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Figure 7.1: Experimental set-up: The light signal from an external cavity diode laser is coupled
into the sample input waveguide i via a single-mode fibre with a straight tapered lensed tip. A
mirror reflects the outgoing signal from output waveguide j by 90◦ into a microscope objective that is
placed over the device under test (DUT). The optical signal then passes through a beamsplitter and is
simultaneously observed with a CCD camera and measured with a fast photodetector or a powermeter.
A signal generator is used to provide the radio frequency (RF) signal with the appropriate frequency
and power to excite one or both of the FIDTs. The acoustic set-up allows the creation of a standing
SAW in the DUT by using an adjustable phase shifter connected to the first FIDT and an adjustable
attenuator to the second one.

7.2 Measurement set-up for integrated quantum devices

The experiments run on the laboratory set-up presented in this section were conducted at the chair for
Experimental Physik I at the University of Augsburg. For details on the circumstances refer to the
introduction to Chapter 9.

The characteristic feature of this set-up is the closed-cycle helium cryostat that allows to run the
experiments at temperatures as low as 5 K. The low temperature set-up is paramount for the sensible
measurements of the light emitted by the single photon sources of the sample.

Figure 7.2 displays a schematic diagram of the laboratory set-up used for the experiments. The
set-up can roughly be divided into two parts, an acoustic set-up for the SAW generation and an
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Figure 7.2: Detailed schematic diagram of the low temperature set-up used for the measurement of
the integrated quantum photonic devices of Chapter 9. The sample is located within a closed-cycle
helium cryostat. The laser input signal is indicated in blue and the measurement signal coming out of
the DUT is indicated in red. Optical fibres are located at both extremes of the sample and a microscope
objective is used to focus the laser beam on the chip for photon excitation. The spectrometer gives
spectral resolution of the measured signal and the SPAD is used for time-resolved measurements.
Both IDTs are connected to individual signal sources.

optical set-up for the photon excitation and detection. Both set-ups are connected to synchronise the
measurement.

On the optical part, two individual diode lasers (labelled Laser 1 and 2) emit light of 660 nm
and 840 nm wavelength (depicted in blue), respectively. The lasers’ emission is then focused on the
waveguide structures on the sample surface via a microscope objective. In this way, the QDs within
the InAs layer of the sample are excited and emit light (depicted in red) into the waveguide structure.
At the lateral sides of the sample two tipped optical fibres are positioned in xyz-direction with the help
of two fibre arm holders and measure the light emitted from the waveguide exits. When connected to
the laser output, the fibres can also be used to couple light into the PIC, which is useful for preliminary
testing of the structures at room temperature. For these measurements, however, a laser with emission
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wavelengths above 900 nm is used (Laser 3). The room temperature measurement set-up is indicated
in the schematic by the positioning of the alternative optical fibre (indicated by the dashed lines). The
optical fibre used for the detection of the outgoing signal is then connected to a spectrometer that
allows measurements with spectral resolution. From there the signal is coupled to a single photon
avalanche diode (SPAD) which is connected to a time correlated single photon counting (TCSPC)
unit for the time resolved light intensity measurements. Alternatively, CCD camera can be used
for time-integrated measurements of the emission spectra. The CCD has to be cooled with liquid
nitrogen in order to suppress the dark noise of the detector. The TCSPC unit is connected to the
acoustic experiment set-up in order to synchronise the measurements with the SAW excitation. To
this end, a clock generator is coupled to the reference oscillator of one of the signal generators and in
this way scales the acoustic reference signal for the time correlated measurements. Note, the optical
signal from the QDs can also be collected and measured confocally through the microscope objective
through which the photon generation is excited simultaneously. This can be helpful for fast detection
of QD positions on the sample.

For the acoustic part, each IDT is connected to a signal generator where the applied SAW power
and frequency can be adjusted individually before it is amplified by 37 dB and applied to the IDTs.
In this set-up the IDTs are connected to the acoustic circuit by bond wires. The transmission and
reflection characterisation is conducted with a network analyser that can be connected to the IDTs.
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Chapter 8

Acoustically tuned MMI based devices
for telecommunications

In this chapter we will develop photonic integrated circuits working with telecom-wavelengths. Two
devices are presented. First, a compact MZI device based on solely a single MMI device and focusing
IDTs is analysed [132,133]. The second device comprises two 5×5 MMI devices each working as an
optical splitter and coupler, respectively. They are interconnected via five waveguides assembled in
an array that can be tuned by a standing surface acoustic wave to route the optical signal between the
five output channels [117]. The devices were developed for the same material platform which should
therefore be introduced first.
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Figure 8.1: Simulation of the fundamental TE mode confinement within the GaAs ridge waveguide
structure with a 250 nm high slab and a 250 nm high rib (indicated by the thick outlines). Above the
structure there is air and below the GaAs layer there is a buffer layer of Al0.3Ga0.7As with a depth of
2500 nm (only 750 nm depth is shown). The waveguide rib width simulated is 1.5 µm wide and the free
space wavelength is 1550 nm. The device structure is grown on top of a 200 nm thick GaAs substrate
layer.

The designs were modelled to be monolithically fabricated on an (Al,Ga)As system consisting of a
200 nm thick GaAs substrate, a 2500 nm thick Al0.3Ga0.7As buffer layer with a 500 nm thick GaAs
guiding layer grown on top. The guiding region of the PIC consists of a 500 nm high ridge waveguide
structure embedded in a 250 nm high slab. This results in a 0.5 slab to waveguide height ratio which
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assures good efficiency of the acousto-optical modulation [134], while also confining the 1550 nm
optical signal within the circuit geometries, as can be attested by the contour map of the simulation of
the fundamental TE mode propagation displayed in the xy-plane in Fig. 8.1. Above the guiding layer
structure there is air and below the GaAs layer there is a buffer layer of Al0.3Ga0.7As. The waveguide
rib width is simulated at the narrowest part of the PICs, the singlemode waveguide structure, which
is 1.5 µm wide.

8.1 Acoustically tuned compact 2×2 MMI device

z

xy

Figure 8.2: Computer rendered sketch of the designed 2×2 MMI device tuned by a surface acoustic
wave excited by a double-finger focusing interdigital transducer (FIDT, gold). A straight tapered
lensed fibre couples the signal laterally into the guiding layer of the GaAs/Al0.3Ga0.7As/GaAs material
structure. The signal passes through a single-mode waveguide into the MMI device, where the SAW
modulates the refractive index of the centre region. As a result, the signal oscillates between the two
output waveguides. Dimensions are not to scale.

8.1.1 Design and simulation

At its core, the PIC consists of a 2×2 MMI device of LMMI = 1190 µm length and a width WMMI
of 11.2 µm that operates on the basis of the self-imaging principle of its input signal [97]. The two
input and output tapered waveguides are positioned at 4.2 µm from the centre of the MMI device. The
tapered waveguides are 2.6 µm wide at their connecting point to the MMI device and adiabatically
taper off, over 100 µm, into 1.2 µm wide single-mode waveguides. To facilitate the measurements of
the PIC three additional design steps are taken. First, the waveguides are spatially separated by 28 µm
from each other via S-bends with large bending radii. A slight off-set of the S-bend in the x-direction
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is introduced at the junction between either end of the S-bend and the respectively linked waveguide,
in order to minimize optical transition losses between the two structures [119]. Second, the waveg-
uides then also taper off into 4 µm wide input or output waveguides at the edges of our sample, where
the light is coupled in or out, respectively. Third, the devices are designed symmetrically so that the
input and output waveguides can be used interchangeably by rotating the sample 180◦ in its xz-plane.
Perpendicular to the optical beam propagation we apply a SAW that is focused on the centre region of
the MMI device. This can either be a travelling SAW as depicted in Fig. 8.2 or a standing SAW, which
has the benefit of enhanced acousto-optic interaction. The application of the latter will be discussed
in more detail in Section 8.1.2. In either case, the SAW introduces a modulation of the refractive
index profile according to Eq. 3.31, which can be solved for the absolute value of the amplitude of
the refractive index modulation ∆n, yielding:

|∆n|=
apλ0

2πwSAW

√
PSAW. (8.1)

To recapture, in this equation wSAW is the length of the acousto-optic modulation region defined by
the SAW wave front, λ0 is the design light wavelength in free space, ap is a proportionality constant
depending on the material properties as well as on the acousto-optic interaction mechanism and PSAW
is the nominal power of the SAW. The change of the refractive index generates a phase change ∆φ

in the light signal passing through the modulation region, which is related to the SAW power by
∆φ = ap

√
PSAW. For the best modulation efficacy, the position of the access waveguides and the

width of the MMI device must be chosen in accordance with λSAW to ensure that each self-image
undergoes a phase shift of opposite sign (n0±∆n) for a given SAW phase. In a 2×2 MMI device, this
is achieved when the self-images are separated by ∆x = (2m+1)λSAW/2, where m is an integer [82].

For the acoustic modulation, a double-finger FIDT is placed 56 µm away from the MMI device’s
centre. The FIDT design is taken from [77] in order to create a SAW wavelength λSAW of 5.6 µm
with a minimal beam waist of 18 µm that tunes the refractive index of the MMI device with little
attenuation along its width.

The design is easily expandable to symmetrical N×N-MMI devices with N greater or equal 2
(where N is an even number of entrance and exit waveguides spaced equidistantly from each other
along WMMI) as long as

LMMI = P(3Lπ) (8.2)

is satisfied, where P > 0 is an integer [97]. If P is chosen to be an odd number, the input field will be
mirrored with respect to the xy-plane at the end of the MMI device. Otherwise, the input field will be
reproduced as a direct self-image. The general terms for the creation of self-images in MMI devices
are explained in detail in Sec. 4.2. Lπ is denoted as the beat length of the MMI device, as explained
in Sec. 4.2, but shall be stated here again for the sake of completeness:

Lπ =
π

β0 −β1

∼=
4neffW 2

e

3λ0
, (8.3)

with neff the effective refractive index, β0 and β1 the propagation constants of the fundamental and
the first order modes of the multi-mode region. We is the effective MMI device width, which takes
the Goos-Hänchen-shift into account [101]. The effective refractive indices can be calculated with
the effective index method explained in chapter 4.1 [95]. Refractive index values for GaAs and
Al0.3Ga0.7As for the used optical wavelengths and at room temperature are taken from [52] and [51],
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8.1 Acoustically tuned compact 2×2 MMI device

respectively. Their values are summed up together with the rest of consulted refractive indices for this
work in Tab. 2.2.

The devices can be understood as the combination of two MMI couplers (MMIC) of equal length
LMMIC1 = LMMIC2 = 3Lπ/2 with an even number of N access waveguides. Two self-images are
created in the region where the two MMI couplers are connected. The SAW will be focused on
this junction. For each of the N input waveguides, the two self-images are separated by a distance
d = λSAW/2+mλSAW, with m an integer, ensuring that they are modulated with opposite phase as
in the previously reported MMI devices with two modulated waveguides [82, 116]. The modulated
optical signal will switch paths between the pre-set exit waveguide and an adjacent one for different
phases of the SAW. Furthermore, a general method to calculate the transmission of an arbitrary N×N
device can be achieved by following the photonic router design procedure laid out in detail in [135].
For the case of a single MMI device this can be realised by choosing P = 1 and omitting the array
arm phase shift with Φarms

j = 0. 2×2 MZI circuits operating with two MMI devices will be shown in
Chapter 9.

The position of the FIDT aperture centre in relation to the MMI length can generally be expressed
as follows:

zFIDTj = LMMI
(2m−1)

2P
with m = 1, . . . ,P. (8.4)

In our case we chose the shortest MMI length with P = 1 so that the FIDT is focused at the MMI
centre at zFIDT1 = LMMI/2.

Simulations

The above mentioned dimensions for the MMI devices were simulated, in a first step, using the modal
propagation method. In a second step the entire PIC structures and the acousto-optical interaction was
simulated and optimised using a commercial software packet for the BPM. The PBM simulations con-
ducted for a passive MMI device are displayed in Fig. 8.3 (a). In the passive device a 1550 nm signal
is launched into input port i= 1 and finds its mirror image at the cross output port j = 2. Figure 8.3 (b)
shows the active device with a SAW launched perpendicularly to the optical field transmission direc-
tion. Based on diffraction theory [136, 137], the simulation considers a modulation of the refractive
index profile in z direction according to the first spherical Bessel function J0(x) = sinc(x) = sin(x)/x.
This dependence of the focused SAW field propagation was proven to reproduce measurement data
well [77]. In x direction a cos(x) dependence was assumed. Combining the refractive index profiles
in both directions the complete modulation function over time is given by

n(x,z, t) = n0 +∆nsin(ωSAWt)cos
(

kSAWx+
π

2

)
J0

(
kSAWΦ

2(1−2a)
z
)
. (8.5)

Here, a is the acoustic anisotropy parameter that has to be considered for SAWs travelling in GaAs and
Φ is the aperture angle of the FIDT, kSAW = 2π/λSAW is the acoustic wavenumber, ωSAW = 2π/TSAW
is the acoustic angular frequency, n0 is the unperturbed refractive index for GaAs at the optical design
wavelength λ0. The full width at half maximum (FWHM) of the SAW beam profile is simulated to
be 20 µm wide in the MMI device enabling us to finely tune the refractive index profile in the area of
the two self-images of the input signal that are produced around LMMI/2± (∼ 20µm), as shown in
Fig. 8.3 (c). Because of the MMI device’s good operational tolerance the acousto-optic tuning works
over a wide optical bandwidth [26]. Fig. 8.3 (d) shows the modulation of the refractive index profile
along the x-axis at LMMI/2 superimposed with the optical field amplitude for a modulation amplitude
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Figure 8.3: (a) BPM simulation of the optical field amplitude through the passive MMI device with
the 1550 nm light entering the first input waveguide labelled i = 1 and producing a mirror image at
the opposed waveguide exit j = 2. (b) BPM simulation of the optical amplitude distribution in a SAW
tuned device. Here, the interference pattern is driven to reproduce the entrance signal at output j = 1.
(c) Zoom-in on the centre region of the MMI device experiencing refractive index modulation through
the applied SAW beam. The two self-images of the input signal are ∆x = 1.5 ·λSAW = 8.4µm apart.
wSAW represents the length of the acousto-optic modulation region. (d) Superimposed plot of the
calculated refractive index modulation (red) and the optical propagation intensity (black) traversing
the waveguide at cross-section z = LMMI/2.

∆n = 0.0125. Due to a spatial separation of ∆x = 1.5 ·λSAW, each self-image is modulated with an
opposite acoustic phase in order to enhance the acousto-optical interaction. The switching between
the channels then occurs at twice the SAW frequency fSAW, since the maximal difference between the
refractive index modulation of each image is achieved twice per SAW period TSAW.

8.1.2 Experimental results

In a first step, the PIC was fabricated monolithically on a (Al,Ga)As system discussed in detail in
Chapter 6. To minimize sidewall roughness, the waveguides were processed via e-beam lithogra-
phy followed by plasma etching. In a second step, the Ti/Al/Ti FIDTs were fabricated via optical
lithography and a lift-off process. We augmented the As percentage by 50 % in comparison to our
prior devices (Al0.2Ga0.8As) on similar material platform since we also changed the used wavelength
from 900 nm to 1550 nm and needed to increase the refractive index contrast between substrate layer
and guiding layer without having to increase the device’s vertical dimensions and without risking too
much layer mismatch. A micrograph and a SEM image of the resulting devices can be appreciated in
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8.1 Acoustically tuned compact 2×2 MMI device

Fig. 8.4 (a) and (b), respectively. The design footprint of the complete device composition with two
FIDTs and two 2×2 MMI devices between them is (3mm×6mm). The active modulation region
between the two FIDTs is, however, only (193.2µm×30µm). In Fig. 8.4 (c) the cross-section of
an output waveguide can be seen from a frontal view of the device. The effective etch depth of the
sample was found to be around 200 nm. During the measurements the slightly slanted sidewalls and
minor etch roughness visible in the images was found to not impact the functionality of the MMI de-
vice in a significant way. The change of the optical response to a surface acoustic wave was recorded
with the infrared CCD camera and can be appreciated in Fig. 8.4 (d) for both the passive MMI device
at PSAW = 0mW and the SAW tuned device at PSAW ≈ 31mW. When the SAW is turned on, the sig-
nal switches periodically between the two output waveguides. In the camera images one can clearly
observe that part of the light intensity is shifted from one channel to the other.
The optical intensity profiles of a TE polarized light signal at the two output ports are shown in
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Figure 8.4: (a) Micrograph of two of the fabricated 2×2 MMI devices. Two FIDTs generate a standing
SAW within the indicated modulation region. (b) SEM image of the termination of the MMI device
and the connecting tapered output waveguides 1 and 2. (c) Frontal view of the left side of an exit
waveguide at the sample edge. (d) infrared CCD camera images of the optical response for a passive
state MMI device (PSAW = 0mW, left) and a SAW tuned MMI device (PSAW ≈ 31mW, right). In both
cases light is coupled in at input 1.
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Figure 8.5: (a) Lateral optical intensity profile of the output signals ( j = 1 left, j = 2 right) for
different intensities of rf-power applied to the FIDTs. In both cases light is coupled in through input
i = 1(b) Optical intensity ratios of output 1 and 2 plotted for increasing rf-power.

Fig. 8.5 (a) for increasing SAW intensities PSAW. Here, a 1547 nm light beam is coupled in through
channel i = 1. In order to adequately estimate PSAW, the scattering parameters of the FIDTs were
characterized before each measurement using a network analyser and the losses through the RF cir-
cuit were carefully addressed. The traces are normalized to the maximum value of both signals.
The output ratio between the two channels against increasing SAW power is plotted in Fig. 8.5 (b).
The device switches from the pre-set cross coupled state without a SAW, towards a split state for
31.39 mW. Here, the time integrated gain at output port 1 reaches 2.2 dB and the extinction ratio at
output port 2 reaches −2.63 dB, while the losses between passive and active state at 31.39 mW are
estimated to be 0.41 dB. A 3 dB coupling state is almost reached, but limited by the maximum input
power to the FIDTs. At this point it is expected that switching between both outputs would reach
100 % with the light spending half of the acoustic period TSAW in one output channel, before switch-
ing to the other output channel for the remaining half of TSAW. This could be achieved by an increase
of the acousto-optical coupling, therefore wider SAW beam waists are proposed for future devices.
The optical insertion loss is estimated to be about 20 dB. The MMI device’s symmetry allows it to be
driven in both directions, i.e. output ports can be used as input ports and vice versa.

Figures. 8.6 (a–c) show the recorded and simulated (solid curves) TE-polarized light intensity oscil-
lations along one SAW period (TSAW = 1.91ns) for different PSAW. The total transmission intensities
are normalized to 1 for each measurement and its respective simulation. At low rf power resulting in
PSAW = 4mW, slight signal modulation can already be observed in both channels. Further increasing
the acoustic modulation then drives the responses towards higher time resolved extinction ratios. As
can be seen for PSAW = 15.74mW, the peak-to-peak amplitudes of both signals have almost tripled
as compared to the prior SAW power. At this point an amplitude imbalance between both outputs of
about 20 % is measured, with the signal amplitude in the pre-set output 2 being the dominant one. The
imbalance is reduced to approximately 14 % at PSAW = 31.39mW, while the peak-to-peak amplitudes
in both channels have increased by a factor of four in comparison to the amplitudes at PSAW = 4mW.
Independent of the SAW intensity, the modulated signal is selected by its pre-set, passive state twice
per period when the standing SAW reaches 0 amplitude in its anti-nodes. Analogously, the light
is selected by the other channel when the standing SAW peak-to-peak amplitude reaches its maxi-
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Figure 8.6: (a–c) Time response of the output channels for PSAW = 4 mW, 15.74 mW, 31.39 mW,
respectively. The SAW period is TSAW = 1.91ns long. Dots represent measurement data, lines the
corresponding simulation calculated for refractive index amplitudes ∆n = 0.0045, 0.009 and 0.0125,
with respect to the panel sequence (a–c).

mum. With increasing SAW power the light maximal intensity measured at channel 1 rises steadily.
At PSAW = 31.39mW two thirds of the optical signal are directed from output channel 2 to output
channel 1. At these instances the 180◦ phase shift between the two channel responses can be clearly
observed. The observed channel imbalances and optical losses are mainly attributed to deviations
from the design slab height and sidewall roughness.

The recorded experimental time-resolved traces match the calculations made for ∆n = 0.0045,
0.009 and 0.0125 closely. Here, the measured etch film thickness of 200 nm is considered. The
simulation results are represented by the solid plot lines in Figs. 8.6 (a–c). Increasing the SAW
intensity in the simulations beyond of what was achieved in the experiment, we can predict the 3 dB
coupling state of the device at a refractive index modulation amplitude of ∆n = 0.0148. From the
theoretical model one can then infer an acoustic power level of greater than 45mW to achieve 50/50
switching in the experiment.

Finally, using Eq. 8.1 the figure of merit ap for our device is calculated to be ∼ 0.129rad/
√

mW.
From this a good degree of acousto-optic interaction can be inferred. In comparison to past devices it
doubles the ap value reported for the same FIDT design, but for λ = 900nm [82]. It is approximately
the same as the one reported for a non-focusing double-finger IDT with an acousto-optic interaction
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8.2 Acoustically tuned array based 5×5 router

length of 120 µm and the same acoustic wavelength, but also for a light wavelength of λ = 900nm
[116]. A comparison to more values of ap can be found in the summary of this work in Chapter 11.

While in our experiment only two MMI devices lie between the two FIDTs, as can be seen in
the micrographs of Fig. 8.4 (a), it is in general possible to tune many more parallel MMI devices
by only one to two FIDTs. This is because of the low attenuation of the SAW, which allows is
it to reach propagation distances in the centimetre region [77], as compared to the relatively short
MMI widths of usually between 10µm to 20µm. This makes the device a good candidate compatible
for the integration within complex photonic circuits with functionalities such as lasers, switches or
wavelength multiplexing systems.

8.2 Acoustically tuned array based 5×5 router

The device in this section is designed as a 5×5 double MMI based signal router. It works at optical
wavelengths of around 1550 nm and is fabricated on the same sample (Al,Ga)As platform as the prior
device. In comparison to the compact, single MMI devices of the previous section it offers routing
between five channels and an increased acousto-optic interaction region due to an array of single-
mode waveguides introduced between the MMI devices.

8.2.1 Design and simulation

The device consists of a combination of a MMI splitter (MMIS) and a MMI coupler (MMIC) of
lengths, LMMIS and LMMIC, defined by

LMMIS =
3Lπ

N
(8.6)

which divides the incoming input field from any of the N input WGs into N identical images with
equally distributed intensities. And

LMMIC =
(N −1)

N
(3Lπ) . (8.7)

which couples the five incoming input fields into a single output. Here, Lπ is the optical beat length
as defined by Eq. 8.3. For the MMIs of a 5×5 device we can then choose WMMIS =WMMIC = 18µm,

Table 8.1: Table of weighted factors κp for a 5×5 device calculated after [135]. The κp = 0 indicate
the position of a SAW node and κp =±1 indicate the position of the waveguide arms located at SSAW
amplitudes.

κ1 κ2 κ3 κ4 κ5

S′′1 0 ∓1 ±1 ±1/2 ∓1/2

S′′2 ±1 0 ∓1/2 ∓1 ±1/2

S′′3 ∓1 ±1/2 0 ∓1/2 ±1

S′′4 ∓1/2 ±1 ±1/2 0 ∓1

S′′5 ±1/2 ∓1/2 ∓1 ±1 0
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Figure 8.7: Relative arm position of the five array waveguides p in relation to the SAW for the set
of κp factors in S′′3 . Two temporal instances of the SAW are shown at t = t0 (gray, dashed line) and
t = t0 +TSAW/2 (red line).

LMMIS = 595µm, LMMIC = 2379µm and a separation between the incoming and outgoing tapers at
the MMI devices of 3.7 µm.

Now, to increase the acousto-optic interaction region an array of waveguide is introduced between
the two MMI devices. With the SAW we can then modulate the light signals within the waveguides
with a SAW wave front width of wSAW = 120µm. With the SAW we can then dynamically route
the light signals between the five channels. However, in order to tune the five waveguides accord-
ingly a standing surface acoustic wave (SSAW) is necessary to create fixed nodes. The waveguides,
therefore, need to be positioned according to five distinct phase positions: −ASAW,−1/2 ·ASAW,0 ·
ASAW,+1/2 ·ASAW,+ASAW. The possible ways of waveguide distribution can be calculated follow-
ing the comprehensive instructions given in [135]. A set of possible results S1−5 for a 5×5 device is
given in Tab. 8.1. In the table, κp refers to the relative SAW modulations perceived by each waveguide
p = 1, . . .5.

For the device in this section we choose the set of solutions given for S′′3 . The resulting waveguide
positions are sketched in Fig. 8.7. Here, the centre waveguide p = 3 is positioned at a node of the

0.0

z (μm)

x 
(μ

m
)

0.0

1.0

LMMIS LMMIC

Figure 8.8: BPM simulation of two 5×5 MMI devices, LMMIS and LMMIC , connect through an array
of five waveguides. As shown, in passive configuration a 1550 nm optical signal at input 3 leaves the
device through output 3.
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SSAW of 7.2 µm wavelength, so that the adjacent waveguides can be positioned at a distance ±4.2µm
and the outer waveguides ±9µm relative to the centre waveguide, respectively. The SAW wavelength
generated is 7.2 µm and the array waveguide width in the acoustic interaction region is 1/6 ·λSAW to
ensure a distinct positioning of each waveguide with respect to the corresponding SAW phase.

The calculated model can be simulated using the BPM. In the simulation shown in Fig. 8.8, a
1550 nm optical wavelength is chosen as the launch signal in input port 3, so that the signal is then
reproduced at output port 3. Albeit having introduced an array of waveguides with S-bends the phase
shift between due to the different waveguide lengths is calculated to be negligible with regards to
common phase errors introduced by sample defects. If the array of waveguides were to be removed
and the two MMI devices were joint they would work as a single MMI coupler as presented in Fig. 4.7
of Section 4.2. The MMI device lengths here were optimised with a BPM simulation series and vary
by less than 4 µm from 3Lπ = 2970.88µm.

8.2.2 Experimental results

(a) (b)

Figure 8.9: (a) SEM image of the lateral view of the five entrance waveguides to the device. (b) SEM
image taper waveguides attached to the first MMI device. Perspective from the top view.

The fabricated devices were investigated for their photonic circuit quality in a SEM. The images
displayed in Fig. 8.9 attest to the faithful fabrication of the designed devices. In Fig. 8.9 (a) the five
entrance waveguides to the device can be seen, from an inclined view at a 30◦ angle, next to the label
(right part of the image) etched into the sample surface for fast orientation. Figure. 8.9 (b) displays
the top view of the five waveguides connecting to the MMI device via tapered structures.

The acoustic signals of the two double finger IDTs used in this experiment can be seen in Fig. 3.7
of Sec. 3.2 where they were taken as exemplary signal responses to explain the theory. Now, in
the experiment they create a standing SAW of wavelength 7.2 µm. The SSAW’s effect on the MZI
waveguides is adjusted by applying the correct voltage to the phaseshifter and introducing the correct
amplification and attenuation in the respective acoustic paths.

The measurements were conducted using the experimental set-up explained in Sec. 7.1. The graph
presented in Fig. 8.10 (a) shows the optical intensity levels measured at the five respective outputs
for a 1550 nm optical signal that is coupled into input 3. The lower axis shows the SAW power.
The data is normalised to 1. For low power levels the signal is routed to the outer outputs 1 and 5.
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When the SAW power increases the optical signal increases in outputs 3 and 4, while they decrease in
their pre-set channels. Output 2 appears almost unaffected by the SAW modulation, showing only an
insignificant increase. The results come in contrast to the prior simulation where the signal would shift
from the centre output 3 towards the remaining channels. The experimental results can be reproduced
in the theoretical model when introducing a phase shift term of 1.26 rad distributed between the array
waveguides and considering the etch depth of 200 nm. Figure 8.10 (b) shows the time integrated
simulation results for the five channels plotted in terms of the refractive index amplitude squared.
From the last simulations the root of the signal straying into all outputs, even when no SAW is
applied, can be traced back to high cross-talk levels between the array of waveguides. Here, the effect
is exacerbated by a low etching depth and the relative closeness between the narrow single-mode
waveguides, especially between the two MMI devices. Due to the cross-talk the device also loses its
ability to function bidirectionally, yielding different output channel assignments when light is coupled
in through the right hand side of the sample, with light entering the long MMI device first. A single
MMI device, implemented on the sample as a test structure, with total length of LMMI = 2978µm, did
work as intended corroborating the prior conclusion. Experimental data on this device is shown in
Figs. 4.7 and 4.8 of Sec. 4.2.

Free propagation region (FPR) based dynamic telecom-signal multiplexing devices that eliminate
cross-talk, improve in terms of optic losses and further take on the challenges imposed on acousto-
optic designs will be proposed in Chapter 10. The principal enhancements there will come from
devices using a thicker guiding layer with a deeper etch depth, while maintaining the narrow single-
mode waveguide structures and using FPRs instead of MMI devices.
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Figure 8.10: (a) Measured intensity response of the 5×5 MMI device for increasing SSAW intensities
and a laser wavelength of 1547 nm launched into MMI input 3. (b) Simulation of the time integrated
intensity response of the respective device with a phase error of 1.26 rad assumed.
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Chapter 9

SAW modulated integrated quantum
photonic circuit

In this section we present novel acoustically tuned optical switches on an (Al,Ga)As platform that
enable robust, compact and fast responding systems using on-chip generation of light. As such a light
source single quantum dots (QDs) embedded in the waveguide structures are used. In this device we
will use SAWs to exploit two important acoustic interaction mechanisms that should be highlighted
here.

First, at the quantum emitter level, the SAW causes deformation potential coupling enabling the
controlled modulation of the spectral emission and emission times of the QD at SAW frequency
fSAW,SM [14]. Second, the dynamic acousto-optic modulation of the refractive index profile of the
material surface region is induced by the mechanical strain field of the SAW allowing the control
of the speed of photons through these acousto-optic interaction regions in the MZI arms of the PIC
[80]. The photons can be effectively routed between multiple outputs by controlling the intensity and
frequency of this SAW.

We will present a novel account of how both mechanisms can be applied in a highly functional,
active PIC. We will first present an overview of the passive device’s individual components with mea-
surements characterising the basic functionalities at room temperature. In the next step, the sample
will be cooled down and the QD light sources will be investigated, before explaining the effects of
each individual SAW on the device functionality. Next, we will explain an experiment run with both
SAWs active. And in the last section we will present measurements confirming the single photon
nature of our signal, before summarizing our findings and concluding.

Before we start, it shall be noted that the experiments presented in the following sections were
carried out by Emeline Nysten and Matthias Weiß at the chair of Experimental Physik I at the Uni-
versität Augsburg. At the time I was unfortunately barred from entering the research facilities due to
governmental restrictions imposed because of general health concerns during the height of the first
wave of the coronavirus in Germany. Nevertheless, the experiments were done in close collaboration.
The theoretical groundwork comprising device simulations, designing of the samples and planning of
the necessary fabrication steps and the requirements to the experimental set-up were arranged months
in advance. As a consequence of the sudden safety restrictions, on the positive side, the theoretical
analysis of the measurement results could be fast tracked in parallel to the experiments. A detailed
schematic and explanation of the laboratory set-up can be found in Section 7.2.

The presented device is a novel acousto-optic system based on the fundamental principal of a MZI
using integrated QDs as on-chip and on demand photon sources. The computer-rendered schematic
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Figure 9.1: Device schematic on an (Al,Ga)As platform. The PIC consists of two 2×2 MMI devices
working as a splitter and coupler, respectively, connected by two single mode waveguides. Light
can be directly coupled into and out of the waveguides from the sides by using optical fibres. More
importantly, photons can be generated from within the waveguide structure that holds an optically
active In(Ga)As QD layer (see inset). For this a laser beam (here indicated in blue) can be focused
on a selected QD through a microscope objective. The QD then emits single photons (indicated by
the red arrows) that couple to the PIC’s waveguide structures, coloured in red. The SAW emitting
spectral modulator consisting IDT 1 is positioned at QD excitation level and can be used to modulate
the energy of the photons emitted by the QD. In parallel, IDT 2 can be used as an intensity modulator
by tuning the MZI arms refractive indices in the acousto-optic interaction region between the splitter
(MMI 1) and coupler (MMI 2) device.

presented in Fig. 9.1 outlines the basic principle of such a device in detail.

Here, the material platform consists of an (Al,Ga)As system with a GaAs guiding layer into which
the PIC’s ridge waveguides are etched. Within the waveguide structures we implemented an In(Ga)As
layer of a few nanometres in size, as demonstrated in the inset. In this material layer, optically active
quantum dots (QD) form through the Stranski-Krastanov growth mechanism, as explained in in detail
in Section 2.4. Using a microscope objective we can focus a laser beam, indicated by blue light in
the schematic, onto the QDs, which in turn generate photons (red light in the schematic) that then
couple to the waveguides. In this manner we can omit the laser fibre as a source of light to achieve a
more compact design that, even more importantly, supplies single photons. We can now use the QDs
that are in the path of the SAW generated by IDT 1 in order to modulate the photon emission energy,
which, through Eph = hc/λ , is inversely proportional to the photon wavelength. In this way we gain
control over the spectral properties of the photons entering the PIC. For this reason IDT 1 will be
referred to as the spectral modulator (SM) throughout this chapter.
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CHAPTER 9. SAW MODULATED INTEGRATED QUANTUM PHOTONIC CIRCUIT

The PIC (coloured in red) works as a MZI that is composed of two MMI devices used as a splitter
(MMI 1) and a coupler (MMI 2), respectively. Both MMI devices are connected to two input and
output waveguides at their respective beginnings and ends. The connection between the MMI device
and single mode waveguide is made via a tapered structure that allows to ease limitations imposed
by the contact optical lithography fabrication process for which the single mode waveguides are the
narrowest structures to be fabricated. The tapers also allow the light to enter and leave the MMI
devices adiabatically. The waveguides between the two MMI devices are separated spatially from
another via S-bends with large bending radii. This allows the correct positioning of the acousto-
optic interaction region relative to the SAW. The acousto-optic interaction region is the area in which
the SAW interacts with the waveguide structures, the interaction length is defined by the length of the
transducer fingers of IDT 2 and in our case 120 µm long. The SAW will introduce the necessary phase
difference that allows the device to work as a dynamically tunable MZI by modulating the refractive
index within the waveguide arms in a similar fashion as the device presented in Section 8.1. Because
of this functionality IDT 2 will be referred to as the intensity modulator (IM) throughout this chapter.
The PIC’s were fabricated by contact optical lithography and a plasma etching process. The IDT
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z y
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Figure 9.2: (a) and (b) micrographs of a sample on the fully processed wafer before cleaving. Arrows
indicate cleaving edges. IDTs and photonic structures are clearly visible. The images were taken
by Antonio Crespo-Poveda at the PDI Berlin. (c) and (d) show SEM images of the sample before
measurement. These images where taken by Matthias Weiß and Emeline Nysten at the University of
Augsburg.

were processed through optical lithography, metal deposition and a lift-off technique. Fabrication of
the devices is explained in more detail in Chapter 6. Figure 9.2 presents images of the fabricated
devices. In the micrograph of Fig. 9.2 (a) a complete sample is shown before the wafer is cleaved
into its individual sample parts. The positions of the cleaving edges are indicated by the arrows at the
edge of the image. On the micrograph we can see the IDT devices of different designs. In the left
bottom corner focusing IDTs were implemented for the tuning of compact MMI devices. The long,
rectangular IDTs are double finger IDTs that generate SAWs of 5.6 µm wavelength that can tune the
MZI-PIC structures below and above them. These will be used as the IMs. The shorter, rectangular
IDT to the right of the focusing IDT is a chirped IDT design that can generate a continuous range
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9.1 Device design and simulation

of SAW frequencies ranging from 500 MHz to 520 MHz. The chirped IDT will be used as the SM.
The purpose of the chirp is that we can control the spectral modulation and put in and out of phase
with the intensity modulation. The free regions on the sample are meant for future IDT designs, that
can be implemented when necessary. Between the IDTs ensembles of different waveguide structures
are implementing. These include most importantly the 2×2 MMI based MZI devices of different
dimensions, as well as some test structures like straight single mode waveguides. The PIC structures
can be more clearly distinguished in the micrograph of Fig. 9.2 (b) and the SEM image in (c), where
the two MZI arms in the acousto-optic interaction region of the IM are clearly visible. Figure 9.2 (d)
shows an inclined SEM image of the terminating part of MMI 2, where the output waveguides 1 and
2 are connected through a tapered structure. Excellent quality can be attested to the etching process.
Note that the composition and functionality of the device in the micrograph is reversed compared to
how it is laid out in this section. In the micrograph the SM is positioned to the right of the IM and the
waveguides go from right to left. As established in Fig. 9.1 the photon path will run from left to right
with the SM positioned to the left of the IM.

Next we will take closer look at how the device design and the underlying functionalities via
simulations and accompanying preliminary measurements.

9.1 Device design and simulation
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Figure 9.3: (a) Sketch of the waveguide cross section. Dimensions are indicated, but not to scale.
The guiding layer consists of a GaAs ridge waveguide structure with a 150 nm high slab and a 150 nm
high rib. An In(Ga)As QD layer is implemented at 150 nm slab height. The Al0.2Ga0.8As buffer layer
is 1500 nm high. The device structure is grown on top of a 200 nm thick GaAs substrate layer. (b)
Simulation of the fundamental TE mode confinement within the GaAs layer (thick lines). Above the
structure there is air and below the GaAs layer there is a buffer layer of Al0.2Ga0.8As. The dotted line
indicates the position of the In(Ga)As QD layer. The waveguide rib width simulated is 2.1 µm wide.

The sample design process starts with the selection of an adequate ridge waveguide cross-section.
For this the most crucial parameter is the wavelength of the light that has to be confined within the
PIC geometries. The wafer’s µ-PL map shown in Fig. 2.7 of Section 2.4 is important to consider as
it reveals the photon wavelength distribution of the optically active QD layer of our samples. It was
gathered from this map that emission wavelengths lie around (900±50) nm. Since past devices for
this wavelength and material system have already been exhaustively investigated [138], the device
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9.1 Device design and simulation

structures developed for this work will draw from this established expertise.
Figure 9.3 (a) shows the cross-section of the ridge waveguide structure of the PIC after the

etching process. From bottom to top the layer sequence starts with the 200 nm high GaAs substrate
layer of the wafer. This layer is followed by a 1500 nm high layer of Al0.2Ga0.8As capped off by the
GaAs guiding layer. The waveguide sections of the guiding layer have a height of 300 nm while the
surrounding GaAs slab was etched down to a hight of 150 nm. In the centre of the waveguiding region
an In(Ga)As layer of a few nanometres height was included in which the QDs are located.

The modal propagation of a light signal of 910 nm in a 2.1 µm wide waveguide section is presented
in Fig. 9.3 (b). In it the simulation result for the fundamental TE mode is shown to be well guided by
the chosen system parameters. Also important, the QD guiding layer, indicated by the dashed line,
lies close to the peak of the mode ensuring in this way that the photons emitted by QD couple well
into the waveguide system. The choice of QD guiding layer positioned also considered a margin of
±25nm of variance in etch depth and, as a consequence, ensures sufficient coupling even for over- or
under-etched samples.

In a next step the complete design of the 2×2 MMI device based MZI PIC was developed using
the BPM as a tool to test and optimise the system’s response. Fig. 9.4 (a) shows the dimensions
of every component of the basic circuit design that will be investigated in the measurement section
below. The waveguide regions that fall under the influence of the 125 µm wide SM SAW beam
have a width of either 2.1 µm or 4.2 µm. In this manner a larger area of the In(Ga)As layer can be
scanned for QDs. The increased waveguide width at both extremes of device also serves to facilitate
the in- and out-coupling of the light signal by the optical fibres that are aligned at their respective
edge of the sample. From the first acoustic interaction region below the SM the waveguides are
then tapered off over 350 µm into 0.9 µm wide single-mode waveguide S-bends. The S-bends serve to
separate the input and output waveguides along the x-axis by 25 µm, so that the alignment of the fibres
will be easier. A slight off-set of the S-bend in the x-direction is always introduced at the junction
between either end of the S-bend and the respectively linked waveguide. This is in order to minimize
optical transition losses between the two structures [119]. In a next step they connect to another taper
structure that widens from 0.9 µm to 2.1 µm and connect directly to the MMI device. The first MMI
device works as a splitter that divides the incoming signal from one of the entrance waveguides into
two mirror images that, according Eq. 4.16, leave the device at MMI length 326 µm through the two
attached output tapers. The waveguide structure between the two MMI devices consists of S-bend
structures that slightly offsets the single-mode waveguides by 2.3 µm in ±x-direction so that their
centres are spaced 3/2 ·λSAW =8.4 µm from each other in the acoustic interaction region. Note that
the SAW wave front generated by the IM is about 120 µm wide, the waveguide length was chosen to
exceed this length by 20 µm for good measure. Note also, that the centre of the acoustic interaction
region of the IM serves as a symmetry axis for the PIC design, meaning that the structures repeat in
reverse order from here. The symmetry assures that the device works in both direction. The only
asymmetrical element is the inclusion of the SM which can only be found on one side of the device.
The waveguides between the two MMI devices will be referred to as the MZI arms. Proceeding with
the structural explanation, the waveguides from the IM acoustic interaction region connect again to
a MMI device of 326 µm length, that in this case functions as a combiner, routing two input signals
to one output. From the MMI device output, the signal then passes through taper structures that are
optimised to couple as much light out of the MMI device as possible. The taper is again connected
to S-bend that spatially separate the parallel waveguides that lead to the sample edge on the right.
Towards the edge of the sample the waveguides again increase in width to 4.1 µm to facilitate the
measurements. The total length of the fully operational device is at least 3342 µm. Note that the
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Figure 9.4: (a) Exact dimensions of the device structure from the top view. The PIC is laid out with
all design parameters marked once. The device is highly symmetrical. Sketches of the IDTs indicate
their respective positions regarding the waveguide sections they modulate. IDTs dimensions are not
to scale. The total length of the device in z-direction depends on how it is cleaved in the last step
of the fabrication process. The devices are at least 3342 µm long. (b) BPM simulation of the 873 nm
light propagation through the passive device (left) and corresponding measurement spectra (right).
When light enters through input 1 it is routed to output 2. (c) BPM simulation (left) and spectra
measured (right) for light entering through input 2 and exiting through the predefined output 1.

length of the real device will be up to 4300 µm from left to right sample edge in order to include
some leeway that facilitates fabrication and measurement techniques. For example, large IDT pad
designs were implemented to facilitate the bonding of the contact wires to them. A lot of room was
left between the intended cleaving sites and crucial design structures, so that one bad cleave does not
cause significant damage to the sample. For the total dimensions refer to the images presented in
Fig. 9.2. It should be noted here that the fabricated sample included MMI device designs of the three
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9.1 Device design and simulation

different lengths theoretically analysed in great detail in Section 5.1.1. Experimentally, the longest
MMI device of the three yielded consistently good optical transmission and is the main focus of the
following investigation.

Figure 9.4 (b) and (c) show the BPM simulations of the device assuming a QD light source of
873 nm wavelength and an ambient temperature of 7 K. In (b) input 1 is selected to contain the light
source. As per design the signal is split into two mirror images by the first MMI device. The signal
passes in parallel through the MZI arms before entering the second MMI where the interference
pattern yields constructive interference at output 2 where about 98 % of the input intensity will be
coupled out. Losses are mainly attributed to the MMI device length that is optimised for only a certain
wavelength, here 900 nm. Variations from this design wavelength cause, however, only comparatively
slight losses and imbalances. This wide optical bandwidth is one of the outstanding features of MMI
devices [26]. The two right graphs of Fig. 9.4 (b) show the corresponding measured spectra of a QD
optically excited in input 1 at 7 K. Almost no signal is measured in output 1, while the main signal is
coupled out of output 2. Figure 9.4 (c) shows the BPM simulation for the same signal now entering in
input 2. The signal leaves the device through output 1. At the side of the simulation the corresponding
measurements are presented proving the excellent functionality of the device.
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Figure 9.5: (a) Acoustic response simulated (red line) and measured (black symbols and line) for a
split-2 finger IDT designed for 520 MHz frequency (5.6 µm wavelength). The IDT consists of 1400
fingers over a length of 1960 µm. Minimal space between the fingers is 0.7 µm. This IDT will serve
as the intensity modulator. (b) Acoustic response simulated (red line) and measured (black symbols
and line) for a chirped double finger IDT designed for a 500 MHz to 520 MHz frequency range. The
IDT consists of 349 fingers increasingly, linearly separated over 500 µm. This IDT will serve as the
spectral modulator.

Now, that the PIC designs have been characterised, the acoustic modulators shall be presented. For
the IM a double finger configuration was chosen, as it is capable to generate high intensity SAWs that
are needed to achieve a high refractive index modulation in the photonic waveguides. As a wavelength
5.6 µm, on GaAs corresponding to a frequency of 520 MHz, was chosen in accordance with the MZI
arm separation. The designed transmission of such an IDT at room temperature can be seen in Fig. 9.5
(a) for the simulation (red line) and the actually measured signal (black squares). The device response
is in excellent agreement with its design.

For the SM a chirped IDT design was selected in order to be able to access a broad bandwidth
of acoustic frequencies for the QD modulation. In this manner the optical signal wavelength can be
tuned in and out of phase with the intensity modulation of the dynamically tuned MZI. Results on
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9.2 Room temperature characterisation

such an experiment will be shown in Section 9.5. The chirped IDT has a double finger configuration
and allows to create SAWs with frequencies in the range of 500 MHz to 520 MHz. As can be ob-
served from Fig. 9.5 (b) the measured response (black squares) is in good agreement with the design
transmission (red line). Note that a shift of the IDT resonance frequency of about 3 MHz, which
is a change of less than 0.6 %, is measured when the device is cooled down for operation in a low
temperature environment of down to no less than 4 K. The increase in frequency can be explained
by the change that the crystal lattice structure of GaAs undergoes, as explained in Sec. 2.1 and has a
negligible effect on the MZI’s functionality.

The insets in the graphs of Figs. 9.5 (a) and (b) shows a rudimentary sketch of the total device
parts, with just the active parts highlighted. Variations of this schematic will reappear uncommented
in various figures of the following sections and serve as a quick guide to understanding what parts of
the device are active in each measurement.

With this section all the theoretical background of the simulations and design choices for the
samples have been summarised together with some preliminary measurements to prove their func-
tionality. In the following different experiments made with the sample will be explained in all their
details.

9.2 Room temperature characterisation

The first set of measurements on the sample comprises a comprehensive analysis of the various de-
vices measured at room temperature. Therefore, an optical signal of >900 nm is generated by a laser
and coupled into one of the input channels of the individual devices via a tipped lensed fibre. The
signal passing through the MZI is tuned by the IM-IDT at increasing SAW intensities, while it is
simultaneously captured at the other side of the sample by another tipped lensed fibre.

For the intensity modulation a sinusoidal time depended change of the refractive index profile in
each of the MZI arms acousto-optic region is assumed according to

n(t) = n0 +∆nsin(2πt/TSAW,IM)+δneff. (9.1)

Here, n0 is the unperturbed refractive index of GaAs for the wavelength of light passing through
the guiding layer. δneff is a static variation of the effective refractive index experienced by the two
light signals between the two MZI arms. In other words, δneff accounts for structural discrepancies,
like edge wall roughness of the waveguides, and is directly proportional to a phase shift δφ between
the split light signals. ∆n is the change of refractive index induced by the SAW. This impact of the
SAW on the refractive index follows ∆n ∼

√
PSAW and is established in detail through the relation in

Eq. (3.31). Here, PSAW refers to the power applied to the IDTs and is, albeit for some losses accounted
for where necessary, converted directly to the acoustic wave. Because the two MZI arms are separated
by 3/2 ·λSAW the refractive index change will be of reverse sign ±n(t) between both arms at all time
instances, except for when the SAW modulation reaches zero in both. Two device and wavelength
combinations are presented in the following.

Figure 9.6 shows the simulations, (a) and (c), and measurements, (b) and (d), for the device with
MMI lengths of 326 µm with a signal of free space wavelength of 910 nm in input 1. The false colour
plots in the upper row, (a) and (b), correspond to the signal observed through output channel 1. The
lower row graphs, (c) and (d), pertain to the observation through output channel 2, the default state.
In the graphs the bottom axis plots the increasing change of the refractive index amplitude ∆n for the
simulations and the increasing SAW power in

√
mW for the measurements. The vertical axis shows
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Figure 9.6: False colour plots of the time resolved (vertical axis) SAW sweep (horizontal axis) of light
entering input 1 and being observed at output 1 of the PIC in a simulation (a) and the corresponding
measurement (b). The complementary results for the signal in output 2 is simulated in (c) and
measured in (d). The results in this panel are for a free space light wavelength of 930 nm generated
by a laser. The investigated PIC contains 326 µm long MMIs.

the time resolved data over one SAW period TSAW,IM. Red colours in the plot signify high signal
intensity while blue areas stand for no signal measured. When comparing the signals between the two
output channels, one can clearly see how these signals complement each other. The light is effectively
routed between the channels. With increasing SAW intensity the light intensity modulation becomes
more pronounced and increasingly fast. There is also excellent agreement between the simulation and
the measurement.

To achieve this level of resemblance, the simulations were adapted to the measurements by in-
troducing and adjusting the phase term δφ in either of the MZI arms. For the presented results in
Fig. 9.6 this phase term was found to be δφ = 1.02 rad. This static phase shift can be attributed to a
differing degree of edge wall roughness between the two MZI arms. But also the imbalances of the
light they are supplied with at the end of MMI 1 play a key role, as seen in Fig. 5.3.

For this reason, another device with MMI lengths of 300.5 µm is presented in Fig. 9.7. Here, a
cw laser signal with free space wavelength of 950 nm is introduced into input channel 1 and observed
at output 1, again (a) and (b), and output 2, graphs (c) and (d), for simulations and measurements.
While the overall output intensity is not as good as in the prior measurement, the modulation pattern

87



9.2 Room temperature characterisation

t/
T

S
A

W
,I

M

5 10 15 200 0.002 0.004 0.006 0.008 0.010 0.012

Δn

t/
T

S
A

W
,I

M

SAW Power ( mW )

5 10 15 20

0.5

1.0

1.5

0
0 0.002 0.004 0.006 0.008 0.010 0.012

Δn

t/
T

S
A

W
,I

M

t 
(n

s)

0 0

0.2

0.4

0.6

0.8

1.0

(a) (b)

SAW Power ( mW )

0.5

1.0

1.5

0

0.2

0.4

0.6

0.8

1.0

0.5

1.0

1.5

0

t/
T

S
A

W
,I

M

t 
(n

s)

0 0

0.2

0.4

0.6

0.8

1.0

0.5

1.0

1.5

0

0.2

0.4

0.6

0.8

1.0

(c) (d)

5 10 15 200 0.002 0.004 0.006 0.008 0.010 0.012

0

150

0

173

In
te

n
si

ty
 (

a
rb

. 
u
.)

0

1

N
o
rm

a
lis

e
d

In
te

n
s
it
y

0

1

N
o
rm

a
lis

e
d

In
te

n
si

ty

In
te

n
s
it
y
 (

a
rb

. 
u

.)

Figure 9.7: False colour plots of the time resolved (vertical axis) SAW sweep (horizontal axis) of light
entering input 1 and being observed at output 1 of the PIC in a simulation (a) and the corresponding
measurement (b). The complementary results for the signal in output 2 is simulated in (c) and
measured in (d). The results in this panel are for a free space light wavelength of 950 nm generated
by a laser. The investigated PIC contains 300.5 µm long MMIs.

shows astonishing congruence to the simulations with δφ = 0 rad.
To further investigate the SAW contribution to the tuned signal a Fourier decomposition of the

theoretical and measured transmission data is performed. The Fourier analysis of the data for the
MZI based on the 326 µm long MMI devices driven with light of 910 nm are shown in Fig. 9.8. The
Fourier coefficients of the simulations are plotted as a function of ∆n (lower scale), while the Fourier
components of the measurements are plotted in the same graph as a function of

√
mW (upper scale).

Lines indicate the results achieved by simulations. Symbols indicate the corresponding measurement
data. The time-averaged transmission is indicated by the black line and symbols and is normed to
1 for each output. Figure 9.8 (a) presents the data when observing the modulated PIC in its non-
default configuration through output 1 (when TE polarised light is coupled into input 1). (b) shows
the respective signal observed through output 2. The reciprocity of the signals between the two chan-
nels becomes apparent by comparing the time averaged-transmissions between the two outputs. The
transmissions for the first three harmonics, fSAW =0.52 GHz, 1.04 GHz and 1.56 GHz follow the the-
oretically predicted trend very well. Especially the suppression of the fundamental fSAW =0.52 GHz
signal starting from ∆n = 0.008 is reproduced by the measured data. The discrepancies between
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9.2 Room temperature characterisation

simulation and measurement, particularly for higher order harmonics, can be attributed to the time
resolution of the SPAD of 300 ps that imposes limitations on resolving a signal with an oscillation
period of down to ≈ 390 ps. Over all instances of the measurement it is the first harmonic that con-
tributes the lion share to the total signal modulation. A change in this trend is indicated towards
higher SAW powers, where at PSAW ≈ 22.39

√
mW the first three orders of the harmonic contribute in

almost equal parts to the time averaged signal strength in both outputs. From the simulations it can be
predicted that the second and third order harmonic components of the signal will dominate for SAW
powers immediately beyond the ones measured. Theoretically, further increasing the SAW power
will give rise to an increasing number of orders of the harmonic contributing to the overall signal with
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Figure 9.8: Fourier decomposition of the time resolved SAW sweep simulations (lines) and measure-
ments (symbols) from the transmissions presented in Fig. 9.6. Results are shown for the time-averaged
transmission indicated by the black line and dots, as well as for the first five orders of the harmonic
of the SAW frequency fSAW = 520 MHz. (a) shows the results of the device in its non-default set-up.
(b) shows the complementary results in the default, normally-on configuration.
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9.3 Spectral modulation of the quantum dot response

signal modulations of slower oscillation times recuperating strength almost periodically [124].
Solving Eq. (3.31) for the figure of merit ap, we can gauge the quality of the acousto-optic interac-

tion. For this, adequate simulation models are calculated that fit the individual measurement results.
Through this process an average ap value of 0.37 rad/

√
mW is found.

From the measurements conducted with laser input at room temperature we can conclude that
the device structures yield high transmissions within the wavelength range of 900 nm to 950 nm for
which they were designed for. In the next part the sample will be cooled down to 7 K and the optically
active QDs located in waveguides will serve as on-chip, integrated light sources replacing the laser
light coupled in from the side of the sample.

9.3 Spectral modulation of the quantum dot response

In this section the optical signal of the QDs in the PIC is investigated. For this, the sample is placed
in a cryostat and cooled down to 7 K. The photon generation of the QD is induced by applying
a focused laser beam to the sample surface. The laser beam of optionally 660 nm or 840 nm free
space wavelength comes through a microscope objective directly above the sample and can, in this
way, excite the integrated QDs that are distributed within the guiding layer of the PIC. The photons
emitted by the QD couple to the waveguide structure, are guided through it and can be measured at the
sample edges. Selected QDs in the path of the SAWs can be modulated so that it becomes possible to
control their emission wavelengths by applying distinct acoustic signals, defined by their power and
frequency, to the IDTs.

SAW frequency dependent measurements

The first set of measurements investigates a QD located in a straight single-mode waveguide in the
active region of the IM. The main panel of Fig. 9.9 (a) displays a false colour plot of the QD spectrum
(vertical scale) as a function of the SAW frequency (horizontal scale) for SAW with PSAW = 12 dBm.
The first important information from this measurement is the proof that the QD’s photons couple to
the waveguide structure and can be measured with a lensed fibre placed at one of the waveguide’s
edges, even though the emission wavelengths at approximately 865 nm lie unexpectedly far below the
design wavelength of 900 nm. The second information we can gather from this measurement is that
the QD reacts to the SAW’s dynamic strain field with a broadening of its emission line if the radio
frequency applied to the IDT is close enough to the resonance frequency fSAW,IM = cSAW/λSAW =
525 MHz, with λSAW = 5.6 µm and cSAW = 2920 m/s for a SAW moving along the [100] direction of
the (001) GaAs guiding layer surface at low temperatures. This spectral broadening becomes apparent
in the right panel of Fig. 9.9 (a), where the spectra of measured for the two frequencies fSAW =
523 MHz (blue line) and 525 MHz (red line) are compared to the unmodulated case (dashed black
line). Note, the spectra without SAW was taken in a separate measurement with longer integration
time yielding a peak emission of 1100 counts, so that only its spectral form should be compared to the
SAW modulated spectra. It is, however, expected that the unmodulated case shows a similar emission
intensity as a spectra measured for frequencies away from the resonance frequency of the IDT. The
spectral broadening can be quantified as half the FWHM of the QD emission line expressed by ∆λ .
In this way the QD can be used as a optomechanical sensor and by plotting ∆λ for each frequency
measured, as in the lower panel of Fig. 9.9 (a), one can quickly identify two frequencies for which
the spectral modulation is optimised: 524.12 MHz and 525 MHz. For the sake of completion, Fig. 9.9
(b) shows the spectrally resolved frequency sweep of the optical signal from a QD modulated by the
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Figure 9.9: (a) Main panel: False colour plot of the frequency sweep of the QD spectra modulated
at 12 dBm SAW power. At the resonance frequency of the intensity modulator (525 MHz) at low tem-
peratures the spectral modulation of the QD emission becomes apparent. Right panel: the spectrum
of the QD without SAW (dashed black line), with a 523 MHz (blue line) and a 525 MHz (red line)
SAW signal applied are overlaid. Lower panel: Fits to the emission line around 864.1 nm reveal the
frequency dependent spectral broadening ∆λ . (b) Wavelength-resolved frequency sweep of the optical
signal from a QD modulated by the chirped SM-IDT driven at 12 dBm, analogous to (a).
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9.3 Spectral modulation of the quantum dot response

chirped SM-IDT driven at 12 dBm in a measurement analogous to the one presented in Fig. 9.9 (a).
As per design, a broad frequency range from 497 MHz to 530 MHz becomes available for the QD
modulation, see the lower panel.

SAW power dependent measurements

In Fig. 9.10 the PL spectrum (vertical scale) of the same QD is investigated for increasing SAW
powers (lower scale) for a SAW generated at the IDTs resonance frequency of 525 MHz. The result
is again presented in a false colour plot in the main panel and for two selected spectra measured at
different SAW powers that are highlighted in the right hand panel. For comparison, the spectrum of
the unmodulated emission (dashed black line) is again added from an independent measurement. It
is clear that the spectral broadening of the QD increases with augmenting SAW powers while also
a shift towards longer wavelengths (blue shift) takes place for PSAW > 14 dBm, most likely caused
by slight heating of the sample. The lower panel shows a plot of the spectral broadening, ∆λ , for
each SAW power measured. From this plot the linear increase of ∆λ is clearly discernible when the
SAW power is converted to units of

√
mW which then is directly proportional to the SAW amplitude.

The increase is 47.83 · 10−3nm/
√

mW± 0.33 · 10−3nm/
√

mW, while the intercept is defined by the
FWHM of the emission line for the unperturbed case which yields 0.03 nm and is already reached
for SAW powers of less than 0.9

√
mW. In other words, the spectral broadening is already noticeable

for SAW powers starting from −2.5 dBm. These findings are in good agreement with measurements
reported in the literature [139].
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Figure 9.10: Main panel: False colour representation of the SAW power sweep of the same two QD
spectra from Fig. 9.9. A spectral drift can be observed due to a temperature increase for high SAW
powers (> 13dBm). Right panel: spectra for the signal at −3 dBm (blue line), 11 dBm (red line)
and without SAW applied (dashed black line). Lower panel: The spectral broadening, ∆λ , increases
linearly with the rising SAW power expressed in units of

√
mW.
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Figure 9.11: Shows the measured time-averaged spectrum from Fig. 9.9 for no SAW (blue dots) and
13 dBm (red squares) and the corresponding best fits to the data. For the signal without SAW a
Lorentzian fit was applied (blue line) and for the SAW tuned signal the characteristic broadening of
the emission line of the signal is fitted according to Eq. (9.3) (red line).

The spectral broadening can be further analysed by using best fits to the data. Therefore, Fig. 9.11
analyses the spectrum of the QD without SAW applied to it (blue line) to the SAW modulated QD
response (red line) in more detail. The Lorentzian shape function that is best fitted to the unperturbed
signal and is defined by:

IL (λ ) = I0 +
2A0

π

ws

4(λ −λc)
2 +w2

s
. (9.2)

In this formula, I0 accounts for the background spectral activity, A0 is a measure for the peak intensity
amplitude, ws is the signal’s FWHM and λc the centre of the emission line. When we modulate the
Lorentzian emission line with the SAW, the time integrated spectral response shows a characteristic
broadening caused by the deformation potential coupling. The best fit to the spectrally modulated QD
signal intensity Imod (λ ) can be expressed by [63]:

Imod (λ ) = I0 +
2A0

πTSAW

∫ TSAW

0

ws

4{λ − [∆λ sin(2πt/TSAW)]}2 +w2
s

dt. (9.3)

Here, the SAW period TSAW is introduced as a fixed parameter, since the formula integrates the modu-
lation of the Lorentzian over one such SAW period. Furthermore, we get from this fit ∆λ = 0.200 nm
± 0.002 nm, which is a fit parameter that serves as a measure for the width of the spectral broadening
and can be interpreted as a quantity to express the hydrostatic pressure caused by the SAW [63]. In
this manner the QD serves effectively as a sensor of the acoustic field propagating on the sample
surface. The remaining fit parameters of Imod (λ ) serve the same purpose as in the purely Lorentzian
fit IL (λ ).

For the next measurement a new QD was selected. More specifically, the QD is now located in
the input arm 1 to the MZI structure and within the modulation range of the SM-IDT as displayed in
the sketch of Fig. 9.12 (a). Here, the signal traverses over more than 3 mm through the complete MZI
structure before detection at output 2. Its emission peak lies at 873.5 nm. The SM-IDT modulates the
QD and is driven with a PSAW,SM = 22 dBm and fSAW,SM = 524.12 MHz signal. The main panel of
Fig. 9.12 (a) presents a false colour plot of the measurement of the time resolved (bottom scale) spec-
tral response (left scale). The graph presents the spectral modulation over two periods of the acoustic
signal with TSAW,SM ≈ 1.91 ns. The emitted signal clearly follows the sinusoidal SAW modulation
with a peak spectral amplitude of ∆λ = 0.14nm. In conclusion, it can be deduced from this data that
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Figure 9.12: (a) False colour plot of the spectral modulation of light emitted by a QD excited in
input 1 and measured in output 2 after traversing through the complete MZI structure. The spectral
modulator IDT is driven with a 22 dBm and 524.12 MHz signal. Clear modulation of the emitted
wavelength can be observed over two periods of TSAW,SM. The dotted line serves as a guide for the
eye, indicating the SAW modulation and the spectral broadening ∆λ . (b) Spectral modulation of light
emitted from the same QD as in (a), excited in input 1, but traversing through the single waveguide
section to the left. The graph shows the optomechanical sensing of the QD through the spectral
broadening for increasing SAW powers PSAW. Black squares are the processed data points. The red
line is a best fit of the linear regression and reveals a slope of 8.21 ·10−4nm/mW±0.16 ·10−4nm/mW.

excellent coupling of the QDs optical response to the complex waveguide structure of the PIC takes
place, with little attenuation along the way and with the possibility to deterministically modulate said
spectral response.

In a series of measurements the QD emission was detected through the sample edge closest to the
QD. That is to say, that the optical signal only passes through a straight waveguide as indicated by
the sketch in Fig. 9.12 (b). In these measurements, the time and spectrally resolved signal response
was observed while the SAW intensity was now increased progressively by 3 dBm from 4 dBm to
22 dBm. At 22 dBm the measured time resolved spectra (not shown) resemble the measurement
shown in Fig. 9.12 (a) closely, however, with less background noise discernible. The peak signal
intensity measured (70 counts) is the same as for the signal that passes through a straight waveguide,
suggesting that the photons emitted by the QD favour coupling into the right hand direction of the
photonic system.

A Lorentzian fit function was applied to the spectral responses at each time instance measured
and, in turn, a sinusoidal fit was applied to the resulting spectral peak position distribution. From the
sinusoidal fit the peak amplitude ∆λ could be extracted and plotted against the SAW power of the
respective measurements given in mW. From this we get the linear regression shown in the bottom
panel of Fig. 9.12 (b). Using a simple best fit to this regression line the efficacy of the tuning of
the QD can be deduced and quantified to be 8.21 · 10−4nm/mW± 0.16 · 10−4nm/mW as a result of
the optomechanical sensing of the QD. The value is in good agreement with the spectral broadening
of optomechanical sensor QDs reported in [63]. Again the set of measurements prove the excellent
coupling of the QDs optical response to the different waveguide structures of the PIC and shows
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brilliant consistency over a wide range of SAW powers.

Transmission loss assessment

Linear Fit

Peak Intensity

Spectra

Figure 9.13: Spectra of individual QDs measured along a single-mode waveguide. The distance for
photons travelling from their respective source QD to the waveguide end is given as the propagation
distance in units of centimetres. Their peak intensities (coloured dots) are projected to the left
graph surface and a linear fit (black line) is plotted through them, yielding a transmission loss of
10.78dB/cm±2.50dB/cm.

In order to calculate the total transmission loss due to absorption, radiation and scattering incurred
to the light coming from the QDs, a series of measurements was conducted along the length of one
single-mode waveguide. Over the length of 4141 µm individual QD spectra where identified at an
average distance of 125 µm from each other and their transmission intensity was measured through
the waveguide output. Figure 9.13 shows a 3D-plot of the measured spectra in terms of the emission
source QDs’ relative position to the waveguide end, here denominated as the propagation distance.
Their peak emission line profiles (coloured dots with drop lines) are projected to the left graph surface.
From this procedure the transmission loss was calculated through a linear regression line of the least
squares (black line) fitted to the peak measurement values and, in this manner, is estimated to be
10.78dB/cm±2.50dB/cm. The standard error given for the loss is comparatively large. This can be
explained by the fact that the emission wavelength, intensity and coupling factor, in short the launch
conditions, vary between individual QDs in the waveguide. Compared to the standard procedures for
loss assessment in photonic circuits no constant light source is granted. The spectral range of the
emission peaks from the QDs for this series of measurement ranges from 861.10 nm to 884.16 nm.
Nonetheless, the integration of the light sources within the circuits facilitates the acquisition of many
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data points greatly. In this way, the high QD density within the waveguide allows for a high yield
of data points, which helps to off-set the measurement uncertainty caused by the varying launch
conditions. Additionally, when compared to the well established cutback technique used for optical
fibres and even PICs with external light sources [140], our method of loss assessment has the benefits
of being non-destructive and reproducible.

9.4 Intensity modulation of the quantum dot signal

Now, for the active MZI device a split-finger IDT is deployed as the intensity modulator. The IM-IDT
is placed such that a SAW created by it will travel in perpendicular direction to the optical propagation
direction of our light signal in the acousto-optic interaction region of the MZI arms. The acoustic wave
front will attack the waveguide structure and tune the refractive index therein depending on the SAW
intensity and frequency. In the acousto-optic interaction region the parallel waveguide arms in general
have to be spaced (2i− 1)λSAW,IM/2 apart, with i = 1,2... being an integer. Here, we choose i = 2
so that the waveguides are separated by 1.5 ·λSAW,IM = 8.4 µm so that the SAW amplitude denoted as
ASAW, and with it the refractive index modulation expressed in Eq. (9.1), they experience is of reverse
sign, when it is not zero. In this configuration a single SAW beam of wavelength λSAW,IM can be
used to reconfigure the coupling of the light to the remaining, in passive state none-predilect, output.
The tuning of the signal is proportional to the intensity of the SAW, which can be controlled by the
nominal radio frequency signal power PSAW,IM as described in Eq. (3.31).

The lower panel of Fig. 9.14 (a) shows a sketch of the SAW amplitude as experienced in the lower
(grey solid line) and upper (grey dotted line) MZI arm over two SAW cycles. The corresponding time
instances of the simulations in Fig. 9.14 (b) and (c) are marked once each in the first period. The
black dashed lines connect the simulations with the sketch and the measurement in Fig. 9.14 (a).

The measurements displayed in a false colour representation in Fig. 9.14 (a) show the tuning of
two spectral peaks, around 857.2 nm and 857.8 nm, of a QD excited in input 1 and observed through
output 1. The photons generated by the QD are modulated in the MZI arms by the IM-SAW generated
with a 13 dBm and 525 MHz acoustic signal applied to the IM-IDT. In this way the intensity observed
in the outputs begins to increasingly oscillate as shown here over two SAW cycles. It is important
to note that, as intended, no spectral modulation is observed as in Fig. 9.12 (a) and (b). The QD
itself is not affected by the IM-SAW as long as the entire sample does not begin to heat up, against
the continuous cooling of the cryostat, due of the power applied to the IDT. The IM switches the
optical signal intensity between the two outputs. At maximal SAW amplitude in the lower arm, the
signal reaches the 3 dB switching state shown in the BPM simulation of Fig. 9.14 (b). At minimal
SAW amplitude in the lower arm the signal power becomes minimal in output 1, as presented in
Fig. 9.14 (c). For the upper MZI arm the same modulation occurs but with opposite phase. The
almost complete signal switching to output 2, as simulated in Fig. 9.14 (d) is not yet reached for the
rf power of 13 dBm. An independent measurement of the time integrated spectrum of the QD can
be seen to the right of the false colour plot for a passive device with no SAW applied (blue line) and
a SAW modulated device with PSAW,IM = 13 dBm (red line). More specifically, the Figs. 9.14 (b–d)
display BPM simulations for three distinct points of a SAW period TSAW,IM through a device with
a fixed phase difference between the arms of δφ ≈ 0.64 rad for amplitudes of the refractive index
∆n = 1 ·10−3 and 1.6 ·10−3 for simulation Fig. (b), (c) and (d), respectively

Figures 9.14 (e) and (f) show the time resolved (upper scale shows the time in terms of nanosec-
onds and the lower scale in terms of TSAW,IM) measurement of the spectral intensity from another QD
located in the input channel 1 for increasing SAW powers (vertical scale). Figures 9.14 (e) shows the
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Figure 9.14: The lower panel in (a) displays the sketched SAW amplitude ASAW over time. The
amplitude in each MZI arm is of equal intensity but of reverse signs. Here indicated by −ASAW
in the lower MZI arm and +ASAW in the upper arm. The black, dashed lines indicate the relative
positions of the simulations and measurement. (a) False colour plot of the time resolved spectrum
of the measured light intensity observed at output 1 for a 13 dBm and 525 MHz signal applied to
the IM-IDT. Light from a QD is excited in input 1 and increasingly oscillates over one SAW period.
The photoluminescence spectra presented in the right hand graph show two distinct peaks in the time
integrated spectrum of a passive device with PSAW,IM = 0 dBm (blue line) and a modulated device with
PSAW,IM = 13 dBm (red line). (b) and (c) display BPM simulations of an 874 nm light signal excited in
input 1 and passing through the MZI arms with intensity modulation through IM-IDT applied. The
light intensity gradually switches from the predefined output 2, shown in (c), to the 3 dBm coupling
state, shown in (b), once per period for ∆n = 1 · 10−3. (d) shows the BPM simulation of complete
signal switching for ∆n ≥ 1.6 ·10−3 and PSAW ≥ 22dBm experimentally. (e) and (f) show false colour
representation of time dependent measurements of the spectral response for different SAW intensities
in output 1 (e) and output 2 (f) normalised to their respective mean values and with the instances of
the simulations from (b–d) marked.
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9.4 Intensity modulation of the quantum dot signal

signal measured in output 1 and (f) shows the complementary measurement from output 2. The QD
emission peak lies around 872 nm so that the corresponding BPM simulations from Fig. 9.14 (b–d)
can be attributed to exact instances of PSAW,IM and TSAW,IM as indicated by the labelled, black rect-
angles in the false colour plot. It is noteworthy that for modulation powers PSAW higher than 22 dBm
complete signal switching is achieved at least at one instance of TSAW. This instance corresponds to
the simulation shown in Fig. 9.14 (d) and is accordingly marked in (f). Furthermore, an increasingly
fast oscillation of the optical intensity can be observed for rising SAW powers, analogously to the
measurements presented in Section 9.2.
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Figure 9.15: (a) Shows the measured light intensity oscillation at output 1 and 2 for photons of
874 nm wavelength generated in a QD in input 1, extracted from the measurement data presented in
Fig. 9.14 (e) and (f). An increased modulation amplitude and speed can be observed with increasing
SAW powers PSAW,IM = 9 dBm, 15 dBm, 19 dBm and 23 dBm. (b) Corresponding simulated response
for the measurements in (a) using the BPM. ∆n is the amplitude of the refractive index change in
the MZI arms acousto-optic interaction region induced by the SAW. A constant phase shift of δφ ≈
0.64 rad between the MZI arms is assumed. The total transmissions are normalized to their average.
(c) Plot of the time integrated intensities for simulations (dashed lines) and measurement data (solid
lines with symbols) in both output channels.

In the next step, an adequate model for these measurements is developed in order to quantify the
acousto-optic interaction between the photons originating from the QD and the IM-SAW. Therefore,
Fig. 9.15 (a) shows four independent, time resolved measurements of the QD in input 1 for both
outputs 1 and 2 at four distinct SAW powers: 9 dBm, 15 dBm, 19 dBm and 23 dBm extracted from
Fig. 9.14 (e) and (f). An increased modulation of the response in both channels can be seen plotted
over two SAW periods each. Figure 9.15 (b) displays the corresponding simulations in a time resolved
manner over two SAW periods. With the assumption of a phase difference of δφ ≈ 0.64 rad between
both MZI arms one can find a good agreement between the measurements and simulations with a
refractive index change amplitude of ∆n = 0.1 · 10−3,0.6 · 10−3,1.0 · 10−3 and 16.0 · 10−3 assumed.
Also indicated within the time-resolved simulation results are the relative positions of the BPM sim-
ulations from Fig. 9.14 (b–d) marked by the vertical black dotted lines. The phase difference of δφ ≈
0.64 rad can be traced back to minor width differences in the MZI waveguide arms due to the sidewall
roughness and is a common phenomenon in MZI-like devices [141]. Looking at other devices on our
sample this phase shift varied from 0 rad to 1.57 rad. Figure 9.15 (c) plots the total time integrated
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9.5 Spectral and intensity modulation of the quantum dot response

signal intensities (vertical scale) of the measurements (solid lines) as a function of the SAW power
given in

√
mW (lower scale) and for the BPM simulations (dotted lines) as a function of the refractive

index amplitude ∆n (upper scale). Also in this graph the agreement between theory and measured
data is uncanny as the decreasing trend for the signal in output 2 (red lines) and the increasing signal
intensity in output 1 (black lines) reach the time integrated 3 dBm coupling state at around 13

√
mW

in the measurement.

9.5 Spectral and intensity modulation of the quantum dot response

In this section we will discuss measurements of light signals simultaneously modulated by the spec-
tral modulator and the intensity modulator. We now combine the spectrally modulated signal from a
QD in input 2 passing through the MZI under the influence of the intensity modulator. The acoustic
signal applied at the SM-IDT is a 514.5 MHz signal with 12 dBm power. The IM-IDT is driven at
525 MHz with a 17 dBm strong acoustic signal. The optical signal is measured at output 2. The mea-
surement is 95.238 ns long which is equal to 49 TSAW,SM and 50 TSAW,IM. The result is a combination
of the previously, individually presented results for the spectral response from Section 9.3 and the
MZI modulated intensity oscillation analysed in Section 9.4. Now, the spectral modulation of the
acoustically tuned QD response is filtered through the intensity modulation generated by the SAW
in the MZI arms. In this manner, different wavelengths can be filtered on a sub-nanometre scale at
concrete times.

Figure 9.16 (a–d) display four periods TSAW,IM of this measurement. Figure 9.16 (a) shows the
filtered spectral modulation around the centre wavelength of the QD emission at ≈ 866 nm. Fig. 9.16
(b) shows the SAW period filtering the short end of the spectral response at around ≈ 865.9 nm. Fig-
ure 9.16 (c) shows the filtered signal around the centre frequency again, now the filtered wavelength
is increasing and Fig. 9.16 (d) show the longer wavelengths filtered at approximately 866.08 nm. The
dashed line in each of the false colour plots shown indicates the spectral modulation path without the
intensity modulation filter. Figure 9.16 (e) represents the spectral integration of the total measurement
data from 865.7 nm to 866.26 nm. The lower scale shows the time in terms of TSAW,IM while the upper
scale indicates the time in ns. The black line represents the integrated intensity, while the green line
shows a simple moving average (SMA) over 100 data points of the integrated measurement data. The
red, dash-dotted line is a fit through the maximum data points of each SAW period TSAW,IM and rep-
resents the upper envelope function of the data. From this representation the intensity modulation is
clearly visible. Fourier analysis reveals the two frequencies applied at the IDTs, 514.5 MHz and 525
MHz, as well as their second order harmonics. The envelope function fitted to the data is indicative
of the spectral tuning behaviour and confirm the 10.5 MHz beat frequency. The fit function used is as
follows:

ISM,IM (t) = I0 +
2A0

πTbeat

∫ Tbeat

0

ws

4{t − t0 +[∆t sin(2πt/Tbeat)]}2 +w2
s

dt. (9.4)

The fit parameters are similar to the ones contained in the fit function in Eq. (9.3). Here, I0 is the inten-
sity offset, A0 is the amplitude, Tbeat is the beat frequency and set as a fixed parameter (10.5 MHz), ws
is the FWHM of the signal, t0 is a fixed time point around which the modulation occurs and ∆t com-
prises half the measurement time. Analysing the spectral extremes of the modulation at wavelengths
866.06 nm and 865.89 nm the envelope functions of the measurement follow the beat frequency fbeat
of the two signals (with fbeat = fSAW,IM − fSAW,SM). At the centre wavelength around 865.96 nm a
higher order of modulation speed at double the beat frequency 2 fbeat ≈ 20.1 MHz emerges since the
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Figure 9.16: (a–d) Measurement of the time dependent optical response of light emitted from a QD
in input 2 and measured at output 2, while being simultaneously tuned by the spectral modulator
driven at PSAW,SM = 12 dBm, fSAW,SM = 514.5 MHz and the intensity modulator at PSAW,IM = 17 dBm
and fSAW,SM = 525 MHz. Here, the lower scale gives the time in terms of the period TSAW,IM ≈ 1.9 ns.
Four periods are selected from the total measurement duration of 49 ·TSAW,SM = 50 ·TSAW,IM. They
show the light intensity filtered around the central wavelength 866 nm in (a) and again after 24
TSAW,SM in (c). (b) shows the signal filtered at its shortest wavelength of 865.9 nm and (d) at its
longest at 866.1 nm. (e) Shows the complete measurement integrated over the spectral range from
865.7 nm to 866.26 nm (black line). The colour-coded, dotted lines indicate the position of the time
periods shown in (a–d). The envelope (red, dash-dotted line) is a best fit ISM,IM (t) to the spectral
and intensity modulation. The green line is a 100 data points simple moving average (SMA). (f–i) are
simulations of the modulated device and correspond to the measured optical responses presented in
(a–d), respectively.

filtered signal passes through the centre wavelengths twice in one measurement cycle.
Figure 9.16 (f–i) show the theoretical responses to the corresponding experimental results in (a–

d). Using the modal propagation technique with a Lorentz fit to the unperturbed, measured QD
spectra as the input signal, excellent agreement between experiment and theory can be found. For the
simulations ∆n = 0.002 and a phase shift between the MZI arms of δφ ≈ 0.94 rad was assumed.
Supporting simulations for the measurement were conducted to rate the quality of the acousto-optic
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9.5 Spectral and intensity modulation of the quantum dot response

interaction. Once the correct simulation parameters are found, Eq. (3.31) can be solved for the figure
of merit ap. Which then is calculated to be around ≈ 0.25 rad/

√
mW for the presented measurements

again assuming a maximal refractive index amplitude of ∆n = 0.002 and a phase shift between the
MZI arms of δφ ≈ 0.94 rad. This attests a very good interaction between sound and light when
compared to similar acousto-optic devices [82, 116].
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Figure 9.17: Further analysis of the modulated signal. (a) The same measurement as in Fig. 9.16
now integrated over 49 periods of TSAW,SM reveals the purely spectral modulation of the response.
(b – d) Show the time resolved response of the selected signal wavelengths of 866.06 nm, 865.96 nm,
and 865.86 nm, respectively. The envelopes to their peak intensity variations reveals a beat frequency
of approximately 10.5 MHz around the spectral extremes and approximately 21 MHz around the centre
wavelength.

Summing up the 49 TSAW,SM measured, we can display the purely spectral modulation of the signal as
presented in the false colour plot in Fig. 9.17 (a). Here, the lower scale is the time in terms of TSAW,SM,
while the upper scale is the time in nanoseconds. The spectral modulation is clearly visible resembling
the measurement in Fig. 9.12. The horizontal black dotted lines indicate the spectral position of the
data shown in Fig. 9.17 (b–d). These show the raw data series (black line) for wavelengths 866.06
nm, 865.96 nm and 865.89 nm, respectively, over the whole measurement time. The green line in
each plot is again a SMA considering ±50 data points around each data point. And the red, dash-
dotted lines represent the envelope function obtained from a purely sinusoidal fit. At the spectral
extremes of the modulation in Fig. 9.17 (b) and (d) the envelope function reveals the beat frequency
fbeat = 10.5 MHz of the two signals ( fbeat = fSAW,IM − fSAW,SM). Figure 9.17 (c), however, shows
a higher order of modulation speed at double the beat frequency with 2 fbeat ≈ 20.1 MHz since the
filtered signal passes through the centre wavelengths twice in one measurement cycle. Calculating
the Fourier transform of the measurement data in Fig. 9.17 (b) and (c) reveals that the fundamental
SAW frequencies of fSAW,IM = 525 MHz and fSAW,SM = 514.5 MHz and their respective second order
harmonics are present in each of the signals.
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9.5 Spectral and intensity modulation of the quantum dot response

Figure 9.18 contrasts the signal from QD2 in input 2 with the signal from an independent QD1 excited
in input 1. Both of the measurements were observed through output 2. (a) displays the same time and
spectrally resolved measurement already presented in Fig. 9.16. (b), however, shows the false colour
plot of the time and spectrally resolved measurement of QD1. Note, the different wavelength scale
that ranges from λ = 868.5nm to 868.86 nm. Compared to the signal from QD2 the central emis-
sion wavelength of QD1 is slightly higher by about 2.7 nm, while the spectral broadening decreases
from about ∆λ = 0.09nm for QD2 to ∆λ = 0.08nm for QD1. In both cases the same SAW signal
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Figure 9.18: Complementary measurements of QDs in both inputs. The false colour plots of the
time (horizontal scale) and spectrally (vertical scale) resolved intensity measurements conducted on
QD2 in input 2 (a) and on QD1 in input 1 (b). Together they reveal a complementary picture. Both
are measured through output 2 and only one period TSAW,IM is shown. False colour plots in (c) and
(d) show the corresponding simulations.
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of PSAW,SM = 12 dBm and fSAW,SM = 514.5 MHz is applied to the spectral modulator. For the mea-
surement of QD1 the intensity modulator is driven with a signal of PSAW,IM = 17 dBm and fSAW,IM =
525 MHz, as in the measurement before it with QD2 in input 2. Despite the signals not being exactly
the same in terms of wavelength, nor modulation intensity, if we compare their responses over single
SAW periods TSAW,IM it becomes apparent that their intensity tuning behaviour is of complementary
nature. Meaning in the second SAW filters the signal Since the device design is symmetrical and
works bidirectionally, we can assume that the signal from input 2, measured in output 2, is equal in
terms of intensity modulation behaviour to the signal coming from input 1, if it were to be observed
through output 1. In fact, the purely intensity modulation measurements presented in Section 9.4
corroborate this claim. Running the same analysis methods as for QD2, we can confirm the beat fre-
quency, fbeat = 10.5 MHz, created by the fSAW,IM = 525 MHz and fSAW,SM = 514.5 MHz signal from
the two SAWs by integrating over the spectral intensity and fitting Eq. (9.4) as the envelope function
to the integrated data. As before, we can also extract information of the SAW tuning through Fourier
analysis of the individual wavelengths’ intensity variations. In this way both SAW frequencies and
up to two orders of their harmonic can be shown.

Using the corresponding acoustic and spectral parameters from this analysis we can use our the-
oretical model to run adequate simulations. The false colour plots in Fig. 9.18 (c) and (d) compares
the results for both QDs and modulation configurations and finds excellent agreement between both
theoretical models and their corresponding measurements.

With the evidence gathered and analysed in this section we can now conclude, without a doubt,
that the measured signal originates from the excited QDs in input 1 and 2 and is subjected to the
modulation of both of the applied SAWs. At the time of writing the thesis another set of experiments
concluded where two IDTs of the same design as the IM-IDT are used for both modulation tasks. In
this experiment the acoustic phase between both IDTs can be tuned in order to filter fixed wavelengths
without the signal showing any beat. On a side note, the interested reader is advised that these results,
together with parts of the present chapter, should find themselves published in a scientific journal
soon. Now, the last section will seek to prove that in each case the QD is indeed a single photon
emitter in order to show that we have developed a single photon router on the basis of SAWs.

9.6 Autocorrelation measurements

In this section the single-photon nature of the QD emission is investigated through a Hanbury-Brown
and Twiss (HBT) interferometer set-up. In this set-up the start and stop signals are counted by the
two channels of the TCSPC in the time-tagged time-resolved mode. From the acquired data the
various delay times τ between the signals can be statistically analysed. The photon statistics of
the QD photoluminescence then reveals the expected photon anti-bunching dip that will be more
pronounced by more data points acquired. This results in lengthy measurement sessions. For these
measurements a continuous wave (cw) optical excitation of the QDs was used. For the single photon
routing experiments the SAW was excited uninterruptedly at 17 dBm.

Single photon sources are often described as non-classical light states. Their key characteristic is
their anti-bunching behaviour [142]. Photon anti-bunching occurs when a single quantum system’s
photon emission is followed by a wait time only after which a second photon can be emitted. The
wait time is the effect of the quantum system finding itself in the ground state after emission, waiting
to be pumped into the excited state again for further photon emission. This behaviour will lead to a
pronounced dip in the counted photons of a measurement around a fixed delay time value τ = 0.

Thus QDs differ from classical light sources, such as a conventional light bulb, where photons
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9.6 Autocorrelation measurements

are bunched, i.e. tend to travel together when measured in short delay time intervals τ . Single pho-
tons statistical distribution follows a sub-Poissonian distribution where as classical light has a super-
Poissonian photon number distribution. The photon number distribution can be measured using the
second order correlation function g(2) (τ). The histograms of the measured time delays between the
start and stop signals by the HBT set-up are proportional to g(2) (τ). An excess of coincidences is
expressed by g(2) (τ)> 1 and is indicative for a classical, super-Poissonian light source. g(2) (τ) = 1
indicates a coherent light source such as a laser, where photon coincidences are uncorrelated. With
g(2) (τ) < 1 a sub-Poissonian light source can be evidenced. An ideal single photon emitting QD
would satisfy g(2) (τ = 0) = 0 as no two photons can be detected at the same time. However, experi-
mentally it is challenging to eliminate other light sources within the set-up and sample investigated.
As can be seen in the spectra shown in prior sections, e.g. Fig. 2.6 and Fig. 9.1, the QD emission line
is never the only emission line excited as different QDs’, wetting layer’s and excitonic states’ photons
will inevitably accompany the QD signal. For this reason g(2) (τ = 0) < 0.5 will suffice as evidence
of a single photon emitter.

Before we present the measurement results we define a normalisation constant of the coincidences
counted and define function for g(2) (τ) against which we can compare our data. The normalisation
of the data can be done by dividing the measured counts by the constant C defined through [142]:

C = RstartRstopTmTch. (9.5)

In this equation, Rstart and Rstop are the count rates at the two measurement channels used as the
start and the stop signals. Tm is the complete measurement time and Tch is the resolution of the time
interval with which the signal is measured. C represents the expectation value of an uncorrelated
photon distribution against which we can compare our measured single photon distribution. The fit
functions used for the measurements are derived from the second order correlation function [142]:

g(2) (τ) = 1−a0 exp
(
−|τ|

td

)
, (9.6)

where τ is the delay time attributed to each photon pair counted in the measurement histogram. td
is the antibunching time constant. It is defined as td = 1/

(
Γ+Wp

)
, where Γ is a measure for the

spontaneous emission rate and Wp is the effective pump rate. a0 accounts for the intensity of the
background light. Equation (9.6) combined with a Gaussian time distribution yields the following
Eq. (9.7) that was used as a best fit to the data of the experiments detailed below:

g(2)in1 (τ) = 1−
(

a0 exp
(
−|τ − τ0|

td

)
+a1 exp

(
−|τ − τ0|2

2t2
1

))
. (9.7)

Equation (9.7) is the fit function used for the autocorrelation measurement of the unperturbed QD
measured in Fig. 9.19 (a) and in the device in default state, Fig. 9.19 (b), where a QD from input
1 is excited and measured through output 2. In the fit function, t1 is the FWHM of the Gaussian
distribution function and is a fixed parameter accounting for the SPAD time resolution of 300 ps. τ0
accounts for a slight time shift of the delay times measured. td is the antibunching time constant. It
is defined as td = 1/

(
Γd +Wp

)
, where Γd is a measure for the spontaneous emission rate and Wp is

the effective pump rate [142]. a1 is the intensity amplitude of the Gaussian time distribution. In the
autocorrelation measurement of the default state device the SAW signal does not become immediately
apparent. A Fourier transformation of the data, however, reveals the presence of the 525 MHz SAW
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Figure 9.19: (a) Autocorrelation measurement data (blue line) of a cw excited QD in output waveg-
uide 2 confirms photon anti-bunching. The inset in the lower left of the graph shows the Fourier
transform of the measurement data (green line). No acoustic excitation is involved in this measure-
ment. The fit function to the data (red line) is a convolution of a Gaussian distribution and the
correlation function. The best fit to the data yields g(2)in1 (0) = 48.426%±3.29%. (b) Autocorrelation
measurement of a cw excited QD in input 1 and measured at output 2 with the IM-IDT driven at
17 dBm. The Fourier transformation shows the presence of the influence of the 525 MHz SAW modula-
tion. The best fit yields g(2)in1 (0) = 38.22%±5.45%. (c) Autocorrelation measurement of a QD excited
in input 2 and measured at output 2 while under the continuous influence of the intensity modulator
at 17 dBm. The SAW modulation is clearly visible and can also be confirmed with a Fourier transform
of the data in the inset, as well as through the fit function. Here, the red line indicates a sinusoidal fit
to the data combined with a Gauss fit around zero time delay and reveals g(2)in2 (0) = 41.50%±9.28%.
(d) Time resolved measurements for the two QDs from measurements presented in (b) and (c). In
both instances the SAW modulation of the emitted photons is clearly pronounced.
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9.6 Autocorrelation measurements

signal from the intensity modulator with a 17 dBm acoustic signal applied (compare the insets of
Figs. 9.19 (a) and (b)).

Both measurements confirm photon antibunching through the pronounced dip in the count rate
around zero time delay. The results in the following are given as percentage of the nominal count
rate. From the raw data of the unperturbed QD signal measured over 40 h the count rate decreases to
53.81 % of the measurement’s constant C. The fit yields g(2)in1 (0) = 48.426%± 3.29%. For the raw
data of the SAW tuned device the signal decreases to 50.29 % of C at τ = 0. The slight improvement of
about 3.5 % compared to the prior measurement can be explained by an increased measurement time
of a total of 68 h. Applying the fit function g(2)in1 (τ) to the data we achieve g(2)in1 (0) = 38.22%±5.45%.

Figure 9.19 (c) shows an autocorrelation measurement of a QD in input 2 and measured through
output 2. The intensity modulator IDT is driven at 17 dBm. For this SAW tuned device the raw
signal decreases to a minimum of 38.26 % of the mean value of the unsuppressed instances so that
the SAW’s influence on the single photons becomes immediately apparent. At τ = 0 and after a 188 h
measurement period the photon antibunching dip is reduced to 49.46 %. Accounting for the periodic
SAW modulation through a sinusoidal contribution to the correlation function in Eq. (9.6) we get the
new function g(2)in2 (τ) expressed in the following equation:

g(2)in2 (τ) = a0 sin
(

2π
τ − τ0

T0

)
−a1 exp

(
−|τ − τ0|

t1

)
. (9.8)

In this function we introduce a new free parameter T0, which stands for the SAW period. Applying
Eq. (9.8) as a best fit to the data we achieve g(2)in2 (0) = 41.50%±9.28% as well as T0 = 1.9068ns±
0.0008ns. The measured signal consequently deviates by less than ±0.1 % from the 525 MHz design
frequency. Photon antibunching can also be confirmed with great certainty as the zero time delay
dip is well below 50 %, meaning that we have effectively shown single photon routing through the
acousto-optic set-up of our experiment.

Figure 9.19 (d) is added in order to show a standard time depended measurement of the two QDs
from Figs. 9.19 (b) and (c) that prove the SAW modulation is working in the respective measurement
set-ups of the autocorrelation measurements. As in the autocorrelation measurements before, a SAW
power of 17 dBm is applied. The red line corresponds to the default state of the device. Where
no clear SAW modulation was visible in the autocorrelation measurement we can now see that the
modulation takes place, but that the background light is still too high (the signal intensity switches
between around 450 to 800 counts) for the delicate autocorrelation measurement. For the device
in non-default state the contrast between the fluctuating intensity is the same 350 counts, with the
difference that the signal periodically reaches almost zero intensity. Using this set-up combined
with a long measurement time the clear SAW tuning in the autocorrelation measurement becomes
possible. Another solution would be to drive the SAW at higher intensities. This will, however, entail
further challenges to the measurement as the high power of the SAW heats up the sample and might
cause a drift of the signal intensity emitted by the QD over the long periods of time needed for one
measurement.

With this section we have proven the single photon nature of our quantum light source in different
configurations. Furthermore, we have shown that single photon routing through the MZI device
was achieved. The results are in close resemblance to past experiments where the SAW induced
modulation was applied at the quantum emitter level [14, 15].
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Chapter 10

SAW driven free propagation region
based phased-array devices

In this chapter the development of free propagation region (FPR) based phased-array (PHASAR) de-
vices, also denoted as arrayed waveguide gratings (AWG), working in the telecommunication wave-
length range will be explored. These devices were developed in collaboration with Professor Pascual
Muñoz of VLC Photonics. As of writing this section the devices are pending fabrication. In principal
a PHASAR is composed of two FPR regions interconnected by an array of waveguides that, with the
right dimensions selected, enable the spatial separation of wavelengths at the second FPR’s output.
The working principal is therefore similar to the MMI based devices, except that a large number of
array waveguides is more easily realised and that the wavelength selection in active devices follows
a linear pattern. The basic principal of a PHASAR used as a demultiplexer was first reported by
Smit [143] and gained increasing complexity over the following years [117, 144, 145].

A schematic representation of the functionality of a 3×3 device can be seen in Fig. 10.1. x0,x1,x2
and x3 indicate the coordinates of the input and output apertures at the extremes of each of the FPR
devices. These planes are located on the circumference of a Rowland circle [146]. In the sketch, a
multi-chromatic signal is inserted into the centre input waveguide of the FPR1. From the first FPR the
signal then enters the waveguide grating, where each waveguide has a unique length of lSAW, j due to
the waveguide curvature and S-bends. Upon entering the second coupler, FPR2, distinct wavelengths
of the signal are focused on the confocal exit plane, where the output tapers are placed deterministi-
cally. The process of splitting a multi-chromatic signal into its individual wavelength components is
known as demultiplexing. As can be seen from the sketch, the device works bi-directionally and as
a multiplexer as well. If differing mono-chromatic light signals are introduced into the input ports,
they can be routed to one single output, a process commonly known as multiplexing. For the dy-
namic routing of these devices we apply a standing SAW (SSAW) to the array in order to introduce a
SAW dependent phaseshift term. A SSAW is required since a constant phase difference between the
number of arms greater than two, is necessary that can be realised by placing the waveguides such
that they find themselves on the node, maxima, minima of the SSAW. With this dynamic wavelength
routing can be accomplished. In the following, the device design steps will be explained in more
detail and the simulation results for fully developed SAW tuned 5×5 devices will be shown.
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10.1 Theoretical background

lAW,p

lAW,0

FPR1 FPR2

Signal 
demultiplexing

Signal 
multiplexing

SSAW

IDT2
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q

Figure 10.1: Schematic representation of the device parts. Two free propagation region (FPR) devices
are located at the extremes of the device. They are connected through an array of waveguides that
can be modulated by a standing surface acoustic wave (SSAW) excited by the two IDTs (IDT1 and
IDT2) of the same design. If multi-chromatic light, λ−1,0,1, is entered into the a single input of the
FPR1 it will be demultiplexed (left FPR). If light of different wavelengths, λ−1,λ0,λ1, enters the input
ports of the FPR2 (right FPR) it can be multiplexed into one exit. θ is the dispersion angle.

10.1 Theoretical background

The following is a short summary of the design calculations elaborated on in more detail in [145,147].
The parameter nomenclature has been adapted to fit the framework of this thesis. In order to calculate
the field propagation in the input, array and output waveguides at the FPRs we start with a normalised
Gaussian function as the spatial field distribution in the centre single-mode waveguide attached to the
FPR1:

ψi(x0) = 4

√
2

πr2
i

exp

[
−
(

x0

ri

)2
]
. (10.1)

In this equation ri is the mode field radius, dependent on the waveguide width, and x0 the field position
in the input plane at z = 0. The light distribution entering FPR1 expands, similar to the MMI devices,
and couples out of the FPR through the array waveguides placed at the opposing end. Applying the
spatial Fourier transform to the field distribution expressed in Eq. (10.1) one obtains the spatial field
distribution at the focal plane, at x1, of the FPR

Ψi(x1) =
4

√
2π

r2
i

α2
f

exp

[
−
(

πri
x1

αf

)2
]
. (10.2)
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10.1 Theoretical background

With αf = Lfλ0/n, where Lf is the focal length of the FPR and λ0 the centre design operation light
wavelength of the device (see Fig. 10.1). The total field distribution for a number of illuminated
waveguides N with horizontal spacing dg can be expressed by:

Ψ1(x1) =

[
Π

(
x1

Ndg

)
Ψi(x1)δg(x1)

]
⊗ 4
√

2πr2
gψg(x1). (10.3)

Π
(
x1/Ndg

)
is the pi truncation function and δg(x1) = ∑

+∞
p=−∞ δ

(
x1 − pdg

)
is the sum of delta func-

tions with p the number of array waveguides and rg is the modal field radius in the array waveguides.
Also here, ψg(x1) is an approximation of the fundamental mode distribution in the array waveguides
expressed in analogue terms to Eq. (10.1).

From this, the length of the individual array waveguides indicated by the index p can be calculated
by:

lAW,p = l0 +∆lAW

(
p+

N
2

)
. (10.4)

lAW,0 is the shortest waveguide for p=−N/2. The wavelength increase for consecutive waveguides in
the array is expressed by ∆lAW =mλ0/neff,AW. Here, m is the diffraction order of the AWG and defines
the spectral gap between two adjacent pass wavelength maxima. neff,AW is the effective refractive
index of the array waveguides. The increment in waveguide length is chosen to be such that the
phaseshift for the centre wavelength will be of multiple order m · 2π . The phaseshift introduced
in each arm can be calculated by ∆φp = β lAW,p, where β is the modal propagation constant in the
waveguide. With this in mind, it is also possible to now calculate the dispersion angle θ that is drawn
in the first FPR in Fig. 10.1. θ is the angle between two adjacent array waveguides with regards to
the centre of the FPR and can be expressed through [146]:

θ = arcsin
(

β∆lAW −m2π

βFPRdg

)
. (10.5)

In this formula βFPR stands for the propagation constant in the FPRs. With the dispersion angle of
the FPR we can now calculate the important feature of multiplexers, the free spectral range (FSR),
which gives the pacing between periodic pass frequencies (and therefore also the pass wavelengths),
∆ f , of the device. For the device at hand it has to be designed to satisfy FSR = N∆ f by considering
the waveguide entrance and exit positions at the two FPRs and the length difference between adjacent
array waveguides [148]:

FSR =
c

neff,AW
(
∆lAW +dg sinθi +dg sinθ j

) . (10.6)

Here, θi and θ j are the dispersion angles in the respective FPRs 1 and 2. A periodic wavelength
assignment can be deduced for the output channels.

In a next step, the field distribution at the entrance plane, x2, into the second FPR can be expressed
analogous to Eq. (10.3) through:

Ψ2(x2,λ ) =

[
Π

(
x2

Ndg

)
Ψi(x2)δg(x2)φ(x2,λ )

]
⊗ 4
√

2πr2
gψg(x2), (10.7)

with

φ(x2,λ ) = ξ (λ )exp
[
−i2πm

λ0

λ

x2

dg

]
(10.8)
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10.2 SAW tuned device designs and simulation results

and

ξ (λ ) = exp
[
− i2π

λ

(
neff,AWl0 +

mNλ0

2

)]
. (10.9)

For the field at the array waveguides’ connections with the second FPR region, x3, the Fourier trans-
form is applied to Eq. (10.7) resulting in the following expression:

Ψ3(x3,λ ) =
4

√
2π

r2
g

α2
f

Ψg(x3)ξ (λ )
+∞

∑
j=−∞

ΨM

(
x3 − p

αf

dg
+

c
λγf

)
, (10.10)

where

ΨM = sinc
(

Ndg
x3

αf

)
⊗ψi (x3) . (10.11)

Ψg(x3) is the Fourier transform of the modal field βg(x2) in the array waveguides. γf =
dg f0
αfm

=
dgc

λ0αfm
is the frequency-spatial dispersion parameter that connects the light frequencies and corresponding
wavelengths at the input ports to their respective spatial distribution at the output plane of FPR2 at x3.
Now, using the an overlap integral with field distribution at this plane, Eq. (10.10), one can calculate
the energy that couples to the fundamental mode in each output waveguide with:

t0, j(λ ) =
∫ +∞

−∞

Ψ3(x3,λ )ψ0 (x3 − jd0)∂x3. (10.12)

In this equation j is the number of output waveguides and d0 the spacing between them. ψ0(x3) is
the spatial field distribution at the output waveguides and similar to the field at the input waveguides
expressed in Eq. (10.1). In practise, Eq. (10.12) is valid for the case of a single input waveguide at the
centre of the first FPR. The formula can be extended for an arbitrary amount of entrance waveguides, i,
positioned along the x0 plane by implementing an extra term for the entrance waveguide port spacing
idi in Eq. (10.11):

Ψ3,i(x3,λ ) =
4

√
2π

r2
g

α2
f

Ψg(x3)θ(λ )
+∞

∑
j=−∞

ΨM

(
x3 − p

αf

dg
+

c
λγf

+ idi

)
. (10.13)

With this term considered Eq. (10.12) becomes:

ti, j(λ ) =
∫ +∞

−∞

Ψ3,i(x3,λ )ψ0 (x3 − jd0)∂x3. (10.14)

Now, the propagation of a signal composed of one or more wavelengths entering the device through
one of its input ports can be calculated at each cross-section of the device. With this model the
multiplexing/demultiplexing properties of the device can be accurately predicted.

10.2 SAW tuned device designs and simulation results

We now proceed with the development of a PHASAR device for an (Al,Ga)As platform working
for light in the telecommunication wavelength range around 1.55 µm. The material platform used is
similar for the devices developed in Chapter 8. The guiding layer consists of GaAs and the buffer of
layer Al0.3Ga0.7As. Due to the large curvature of the waveguides necessary for these type of devices
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10.2 SAW tuned device designs and simulation results

the waveguide structure was chosen to be of waveguide guiding region height H = 700nm with a
surrounding slab height of f = 200nm. This results in a f/H ratio of approximately 0.3 and with
it improves the mode confinement compared to the prior devices of investigated in Chapter 8 (with
f/H = 0.5) by roughly 35 % for a waveguide width of 0.9 µm. The increase in modal confinement
elevates the peak intensity distribution of the mode with respect to the etched surface of the sample,
where the SAW travels. Therefore, it is predicted to come with a trade-off of a ≈ 10% reduction
in acousto-optic interaction [138]. The narrow waveguide width of 1/8 · λSAW, however, ensures a
distinct positioning of each waveguide with respect to the SAW with λSAW = 7.2µm. Furthermore,
propagation loss within the 90◦-bends was found to be minimized by slightly increasing the waveg-
uide width in these parts to 1.2 µm.

S-bends were introduced before and after the acousto-optic interaction region (see the sketch in
Fig. 10.1) in order to place each of the array arms on their respective SAW position, while also fulfill-
ing the incremental phaseshift ∆Φp between adjacent waveguide arms introduced by their individual
length increments, Eq. (10.4). With this design the passive device will focus the wavelengths of the
FSR to the FPR’s outputs that are spatially separated by dg.

In the active device we can now apply a standing SAW that modulates the refractive index in the
array waveguides according to Eq. (3.31). In order to provoke an array arm specific modulation we
introduce the weighted factor κp so that we can express the refractive index modulation in each arm
p by:

neff,p = n0
eff,AW +κp∆neff sin(2π fSAWt) . (10.15)

n0
eff,AW is the unperturbed effective refractive index in the arrays and ∆neff is the maximal amplitude

of effective refractive index change in the array waveguides induced by the SAW. fSAW is the SAW
frequency. The intensity modulation sequence of the seven array arms of our design are weighted
in the order 〈κ1,κ2,κ3,κ4,κ5,κ6,κ7〉 = 〈−1,−2

3 ,−
1
3 ,0,+

1
3 ,+

2
3 ,+1〉. Their positions relative to the

SSAW are sketched in Fig. 10.2. In the sketch two instances of the SAW period TSAW are indicated
by the solid red line and the dashed grey line. Here, the centre array waveguide p is located on a
node of the standing wave pattern. Adjacent waveguides p = 3 and p = 5 are located at −1

3 and
+1

3 maximal wave amplitude modulation, respectively. p = 2 and p = 6 are located at +2
3 and −2

3
modulation amplitude, respectively. The outer waveguides find themselves at maximal modulations
with opposing time depended intensities −1 and +1, respectively. Note, that in the real designs at
least one SAW wavelength λSAW separated the array waveguides in x direction to impede cross-talk.
Now, choosing a centre wavelength, λ0, for our design the device will yield a peak of the intensity
pattern for θ = 0 if the phase match condition is met by the design parameters [149]:

2π

λ

(
n0

eff,AW∆lAW +neff,FPRdg sinθ
)
= 2mπ. (10.16)
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Figure 10.2: Relative arm position of the seven array waveguides p in relation to the SAW. Two
temporal instances of the SAW are shown at t = t0 (gray, dashed line) and t = t0 +TSAW/2 (red line).
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10.2 SAW tuned device designs and simulation results

In this equation, neff,FPR is the effective refractive index in the FPR region. For wavelengths λ around
λ0 the phase difference between adjacent array waveguides will not be integer multiples of 2π , so
that their intensity maximum is projected to the FPR output plane in the dispersion angle θ 6= 0deg.
Assuming small dispersion angles we can approximate sinθ ≈ θ and then calculate the wavelength
dependent dispersion with [149]:

θ(λ )≈
neff,AW(λ )

neff,FPR(λ )

[
λ

λ0

n0
eff,AW(λ0)

neff,AW(λ )
−1

]
∆lAW

dg
. (10.17)

In the active device this angle also becomes dependent on the SAW, so that another SAW dependent
term ∆θSAW(λ ) has to be introduced according to [117]:

∆θSAW(λ ) =− wSAW

neff,FPR(λ )
(κp+1 −κp)∆neff sin(2π fSAWt) . (10.18)

Where wSAW is the width of the SAW wave front that modulates the refractive index in the array
waveguides. The total dispersion angle in the active device can be expressed by combining both
terms of Eq. (10.17) and Eq. (10.18) to:

θSAW(λ ) = θ(λ )+∆θSAW(λ ). (10.19)

For a high enough modulation, ∆neff, the predefined wavelengths, λp of each channel p will shift to
their adjacent output channel (k±1). Increasing the SAW intensity further will shift the wavelengths
linearly towards all available output channels in the range (k±3).

In the next step, a combinations of scripts implementing the mathematical models presented in
this chapter together with commercial software modules [150] that were used for the layout design
and simulation processes, were applied in order to achieve the simulation results of Fig. 10.3 and
10.4. Three different FPR based PHASAR devices were developed. PHASAR 1 is a purely passive
device. It consists of five entrance and five exit waveguides to both of the FPRs. The array grating
consists of 32 waveguides. PHASAR 2 also holds five entrance and exit waveguides to the FPRs, but
reduces the array waveguide number to seven. The array is placed between two double-finger IDTs
designed to generate a SSAW with λSAW = 7.2µm. The third device, PHASAR 3, consists of the same
amount of entrance, array and exit waveguides as PHASAR 2 but introduces four S-bend structures
in the array waveguides as shown in Fig. 10.1. The focal length in each of the FPRs is Lf = 158.4µm.
The waveguide separation at the FPR input and output planes is dg = 3µm and the length increase
between adjacent array waveguides needed for an ideally working device is ∆lAW = 56.7µm. The
three PHASARs, together with some testing PIC structures, were designed to fit on a sample of
10.8mm×8.45mm in size.

In Fig. 10.3 (a) the passive response of a device with 5 input and 5 output waveguides and a
number of 32 array waveguides is simulated. The centre wavelength λ0 = 1550nm is routed to the
centre output at p = 3. The spectral separation, ∆λ , of the device is chosen to be 1.6 nm and FSR =
12nm. The five default wavelengths around 1550 nm are routed to their respective output waveguides.
This pattern repeats with a spectral separation of FSR. The cross-talk levels are quantified with respect
to the noise floor and thus yield a cross-talk level of approximately 55 dB. PHASAR 2 has a reduced
number of array waveguides causing the device peak responses, shown in Fig. 10.3 (b), to drop by
about 5 dB as compared to PHASAR 1. The reduction of array arms also comes at the cost of an
increased cross-talk at approximately 20 dB and a widening of the signal responses, which for an
active device are still comparatively good values [117]. PHASAR 3 introduces S-bend structures of

112



10.2 SAW tuned device designs and simulation results

large curvature that don’t impinge negatively on the simulation results, see Fig. 10.3 (c). The WDM
behaviour is clearly discernible in all three devices.

The SAW driven response of PHASAR 3 has been simulated in Fig. 10.4. (a) shows the response
for increasing SAW intensities that are reflected in an increase of the effective refractive index am-
plitude, ∆neff, and modulate the system response according to Eq. (10.19). From this simulation one
can see that a 1550 nm light signal switches from the pre-set output channel 3 linearly to channels 2
then 1, 5 and 4. After a modulation amplitude of ∆neff = 0.025 the channel will then come back to its
initial output.

In the time resolved simulation of Fig. 10.4 (b) one can see that for a modulation amplitude of
|∆neff|= 0.019 all 5 output channels become available. In the standing SAW the maximal modulation
in waveguide arms j = 1,7 will fluctuate between ∆neff =+0.019 and ∆neff =−0.019. The spectral
gaps between the some wavelengths could be filled by attaching more input and output waveguides
to the FPRs, this, however, would be impractical on a sample design level.

With these designs we have developed highly functional WDM PHASAR devices that work in the
telecommunication wavelength range with fast switching frequencies in the low GHz range. The de-
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Figure 10.3: Simulated channel allocation of two 5×5 WDM PHASARs. (a) The device contains 32
array waveguides between the FPRs to optimize the signal intensity output. (b) Reducing the array
number to 7 to facilitate precise SAW tuning at the cost of output intensity and an increased level of
cross-talk. (c) Introducing S-bend structures like in Fig. 10.1 leads to no reduction in output intensity
and allows for SAW controlled active WDM.
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10.2 SAW tuned device designs and simulation results

signs are readily producible by conventional optical or electron beam lithography processes explained
in Chapter 6 and can be measured in a laboratory set-up as described in Section 7.1.
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Figure 10.4: (a) Simulated response for a 1550 nm signal in a 5×7×5 WDM PHASAR on an adapted
500/700 nm etched (Al,Ga)As system modulated with λSAW = 7.2µm. In contrast to the MMI based
WDM a linear signal transition between the output channels can be observed. (b) Time-resolved
response over one acoustic period TSAW for fSAW = 408MHz and a constant SAW amplitude. The
multiplexed signal, with a small bandwidth around λ = 1.55µm, is coupled into input i = 3. Outputs
j = 1,2,3,4,5 detect the time-dependent routing of the centre frequency. The SAW period equals
2.5 ns.
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Chapter 11

Summary and outlook

Table 11.1: Overview of different acoustically tuned MZI devices in PICs and their respective ap

values given in units of 10−1rad/
√

mW.

Source de Lima
et al. [82]

Crespo-Poveda
et al. [116]

Crespo-Poveda
et al. [98] Sec. 8.1.2 Sec. 9.2 Sec. 9.4

MZI 1×2×1 1×2×2 1×2×3 2×2 2×2×2 2×2×2
ap 0.73 1.3 1.7 1.29 3.73 2.49

We start the summary by giving an overview of the devices developed within the scope of this thesis
and comparing the quality of their acousto-optic interaction, quantified by ap defined in Eq. (3.31),
with the ones of past devices found in the literature. To this end, Tab. 11.1 summarises the quality
of different SAW tuned MZI devices developed as PICs fabricated on (Al,Ga)As. In the table, the
second row indicates each of the referenced MZI’s composition by stating the number of entrance
waveguides times the number of MZI arms times the number of exit waveguides. With the exception
of the 2×2 device, which refers to the compact MMI design presented in Section 8.1 and does not
make use of MZI waveguide arms. It is also the only device to use an optical wavelength of around
λ = 1550 nm, as compared to the other devices that operate around 900 nm. Considering this and
the fact that a focused SAW with a wave front of only approximately 40 µm was used, a satisfactory
interaction can attributed, similar to the 1×2×2 MZI device [116]. Note, that all devices except
for the 1×2×1 from [82] and the single 2×2 MMI device operate with two MMI devices that work
as either couplers or splitters. Overall, from the ap values a clear trend towards a better acousto-
optical interaction coupling emerges with almost each new iteration of designs. As noted before, the
interaction between devices driven with laser light at room temperature, as presented in Section 9.2,
appears to be stronger when compared to single photon interaction with the SAW at low temperatures
(Section 9.4). In both cases, however, the ap values prove an excellent interaction quality when
compared to prior devices. In part, this could be attributed to the outstanding quality of the fabricated
devices. As we have shown, the SAW generated by the IDTs is of impeccable quality when compared
to the simulated design response (see Fig. 9.5). Certainly this attests for a very good conversion rate
of the applied radio frequency signal power at the IDT to actual PSAW. The quality of the etched
waveguide structures also plays a key factor, since the interaction will decrease rapidly for under- or
over-etched ridges [134].

In Chapter 8 a compact acoustically tunable MZI design based on MMI devices and FIDTs was
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presented and analysed for light signals in the telecommunication wavelength range. It was found to
be a viable improvement in compactness of the PIC over prior devices based on arrays of waveguides
used to achieve similar results. The working principle can easily be extended from 2×2 MMIs to
N×N MMIs for two channel switching. However, making three or more channels available for the
dynamic tuning imposes further challenges on the FIDT design and application. The MMI devices
presented here can be driven using only one FIDT creating a travelling SAW. The acousto-optical
interaction is, nonetheless, limited by the short optical signal spot size. This challenge was overcome
by applying a standing SAW created through two opposing FIDTs of identical design. With the thus
amplified SAW power and the resulting increase of the refractive index modulation a clear tuning
of the optical response could be observed. In future devices one can also use single-finger FIDTs to
create an acoustic cavity that confines the SAW and, thus, reach higher modulation levels and reduced
power needs.

With the presented work in Chapter 9, we have first shown that a signal from a single photon
source couples into our waveguides and can travel through a complex PIC device structure of more
than 3 mm length and comprising a complex multinode photonic system. In a second step we pre-
sented the spectral modulation of a signal emitted from a QD through the structure by applying a
SAW to the QD. In a third step we showed the intensity modulation of the QD signal passing through
a photonic MZI with a SAW used as an acousto-optic switch. In a last step we combined both, each
already challenging task, to create a dynamic wavelength filter. The presented results are a big step
forward towards the development of large-scale quantum networks. The device functionality can be
effortlessly adopted into other monolithic material or hybrid systems [151]. The high yield single
photon routing combined with the purposeful modulation of the photon’s energy also makes encod-
ing of information on a quantum level a tangible possibility. These degrees of modulation make our
devices relevant for ground-breaking applications in the fields of quantum computing [41, 152].

Next steps towards the investigation of these devices include the measurement of their resolved
phonon sidebands [153]. For this, however, QDs strongly emitting light in the wavelength range
above 900 nm need to be identified on the samples. Processing the remaining parts of the wafer
would certainly give way to the presence of these pronounced emission spectra and with it an even
higher intensity of photon emission and less losses in the waveguides. Until then, new measurements
could be made using the focusing IDTs on the sample to tune single MMI devices in a MZI fashion,
in the same manner as it was shown to work in Section 8.1 for laser light in the telecommunication
wavelength range. This functionality could than give rise to extremely compact devices that could be
scaled down to lengths in the less than a few hundreds of micrometres range in propagation direction.

In general, due to the low attenuation of the SAW (5 % over more than 1000 µm propagation
distance [77]) many parallel PIC devices can be tuned by only one to two IDTs, paving the way
for complex yet compact acousto-optical telecommunication technologies. In this way, the quantum
photonic devices can also be easily up-scaled to tune multiple QDs and MZI structures with a single
SAW deployed for each task to allow for even more complex system operations like multi-channel
wavelength multiplexing. In this manner, the demonstrated concepts in this work lead the way towards
novel devices that can serve in the fields of quantum computing and are readily implementable in
quantum communication systems.
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Introducción

La palabra fotónica viene del griego y significa el estudio referente a la luz. Es una rama del
conocimiento que se basa en la investigación de fotones que son las partículas elementales porta-
doras de la radiación electromagnética. En la fotónica se investiga luz del espectro ultravioleta con
longitudes de 0.2 µm – 0.35 µm hasta el infrarrojo cercano, medio y lejano que abarca ondas de lon-
gitudes entre 0.8 µm hasta 1 mm. Entre la radiación ultravioleta y la radiación infrarroja se sitúa la
luz visible en el rango de longitudes de onda de luz violeta, 0.38 µm, hasta luz roja con 0.64 µm de
longitud de onda. Más específicamente, en la fotónica se investiga la generación, propagación, mod-
ulación y detección de fotones. Como resultado, surge una multitud de aplicaciones que abarcan el
procesamiento de señales ópticas mediante el control de la emisión, transmisión, encaminamiento y
amplificación de la luz. Las ventajas del uso de señales ópticas en las telecomunicaciones son sobre
todo su velocidad, que permite transmisiones de datos a velocidad de la luz.

Por lo tanto, el desarrollo de circuitos integrados fotónicos como contrapartida de los sistemas
electrónicos convencionales está experimentando la creciente demanda de un mundo cada vez más
digital. Desde la invención del primer circuito integrado fotónico y de la fibra óptica en las décadas
de 1960 y 1970, el desarrollo de dispositivos que pueden beneficiarse de la transmisión de la luz ha
experimentado un crecimiento parecido a la ley de Moore con un aumento de la densidad de los dis-
positivos integrados en un factor dos por año [154, 155]. Como resultado vemos que los dispositivos
fotónicos están reemplazando cada vez más a dispositivos electrónicos. Se encuentran ejemplos en la
vida cotidiana en los que cada vez es más común conectarse a Internet a través de fibra óptica en lugar
de los cables de cobre de antaño. Esto hace más fácil ofrecer comunicaciones más rápidas utilizando
un ancho de banda mayor y más estable para la transferencia de datos. En la fotónica integrada se
está desarrollando un futuro en el que muchas de las funciones necesarias para la transmisión y el
procesamiento de la señal pueden incorporarse en un solo chip. De esta manera surge una tecnología
más robusta, de menor tamaño y más rápida en la transmisión y el procesamiento de datos, abriendo
así la puerta a un nuevo mundo digital.

En esta tesis, hemos desarrollado sistemas de circuitos fotónicos integrados. Para ello, primero se
destaca el uso de unos dispositivos fotónicos. Entre ellos, destacamos los acopladores de interferencia
multimodo (abreviado como MMI por su nombre en inglés: Multi-Mode Interference device) que
desempeñan un papel crucial en el conjunto de dispositivos presentados. Los MMIs permiten el
acoplamiento, encaminamiento y división de las señales que entran y salen de sus N×N entradas y
salidas. Tienen una alta tolerancia de fabricación y son muy robustos en su funcionamiento [26]. En
la mayor parte de los casos trabajan en estático, limitándose a relacionar una entrada de luz con una o
varias salidas específicas. Por lo tanto, hay un gran interés en investigar diferentes formas de modular
dinámicamente los acopladores MMI para añadir control sobre el camino de la luz. Una de las formas
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más prometedoras es aprovechar el efecto electro-óptico para lograr modulaciones con frecuencias en
el rango de unos GHz en muestras de unos pocos milímetros de tamaño [27]. La modulación se
crea mediante una señal eléctrica aplicada a los electrodos situados en la superficie del dispositivo,
constituido de un material semiconductor. La corriente cambia el índice de refracción efectivo en
el acoplador MMI y permite así que la luz sea direccionada a distintas salidas. De manera similar,
se puede aprovechar el efecto termo-óptico utilizando electrodos como calentadores colocados en la
parte superior del acoplador MMI [36] o inyectando una corriente a los lados del dispositivo que
calienta la superficie de la muestra [37]. El efecto termo-óptico facilita un cambio significativo, pero
lento del índice de refracción. Otra posibilidad de modulación se presenta al inyectar cargas libres
en el sistema fotónico. En este enfoque, los excitones se generan con un láser externo que cambia el
índice de refracción con tiempos y respuestas de picosegundos [40].

Una tecnología muy prometedora se basa en el efecto elasto-óptico que tiene un excelente com-
promiso entre la velocidad, el tamaño y la robustez de los dispositivos en cuestión. Para ello se usan
ondas acústicas de superficie (abreviados como SAWs, según su nombre Surface Acoustic Waves
del inglés). Las SAWs pueden entenderse como terremotos de microescala. Son creados por trans-
ductores interdigitados (abreviados como IDTs, según su nombre Interdigital Transducer del inglés)
que se depositan sobre materiales piezoeléctricos. Aplicando una corriente alterna de radio frecuen-
cia al IDT se genera un campo de deformación del material que se propaga por su superficie. Las
propiedades de la SAW están relacionadas con la intensidad de la señal, PSAW, con la que se con-
trola su amplitud. Según el tipo de diseño del IDT, la longitud de onda acústica es controlada por el
espacio entre los dedos interdigitales del IDT. La intensidad de la deformación causada por la onda
acústica disminuye exponencialmente a medida que penetra en el material, de manera que apenas es
perceptible a una profundidad de más de una longitud de onda bajo la superficie. Sin embargo, se
puede propagar por la superficie de la muestra alcanzando distancias de hasta varios centímetros. Los
primeros dispositivos que utilizaron IDTs para la creación de SAWs fueron investigados por White
y Voltmer a partir de los años 1960 [1]. No obstante, Gorecki et al [120] fueron los primeros en
informar sobre el uso del campo de deformación de las SAWs para modular el índice de refracción
en los circuitos integrados fotónicos en los años 1990. Desde entonces, sistemas cada vez más com-
plejos fueron desarrollados por M. M. de Lima Jr. et al [82, 116, 117]. Entre las innovaciones de
diseño se incluyen los interferómetros Mach-Zehnder (acrónimo MZI) que permiten crear disposi-
tivos compactos con rápidas velocidades de modulación dinámica y sin contacto invasivo del circuito
fotónico.

En un primer paso, este trabajo busca actualizar los sistemas anteriores transfiriendo su fun-
cionamiento a tecnologías de telecomunicaciones que trabajan con ondas de luz infrarroja de lon-
gitudes alrededor de 1550 nm. Al mismo tiempo, el formato de los interferómetros integrados se
mantiene compacto y robusto.

En un segundo paso, se ha creado un nuevo sistema de fotónica cuántica con modulación activa.
Una fuente de fotones individuales se integra en el circuito fotónico, el cual se modula en dos lugares
para obtener el control sobre la longitud de onda de la luz emitida, así como para poder controlar
su propagación por el circuito. El sistema investigado supone un importante paso adelante para la
fotónica cuántica que recién está surgiendo como prometedor tecnología en el campo de computación
cuántica y el procesamiento de información cuántica [151]. Los dispositivos existentes todavía luchan
con la integración determinada y eficiente de fuentes de fotones individuales en circuitos fotónicos
[55], pero como se mostrará en seguida, ya hemos realizado dispositivos activos que permiten la
modulación de fotones individuales a larga distancia.
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Acoplador compacto para telecomunicaciones

El dispositivo ha sido diseñado para ser fabricado en un sistema de (Al,Ga)As que termina en una
capa del sustrato de GaAs de 500 nm de espesor que fue crecido encima de una capa de Al0.3Ga0.7As
y en el cual se graban, con un ataque con plasma, las estructuras fotónicas de 250 nm de profundidad.
El crecimiento de las capas monolíticas se logra mediante epitaxia de haces moleculares. Una oblea
de dos pulgadas de GaAs (100) se utiliza como base para el proceso de crecimiento. En primer lugar,
las guías de onda del circuito fotónico fueron fabricadas mediante litografía por haz de electrones y
un ataque con plasma. En un segundo paso, los IDTs fueron fabricados mediante litografía óptica,
deposición de las capas de metales y, en un último paso, el proceso llamado lift-off, en el que se
eliminan las capas cubiertas de fotoresina y metal.

El primer circuito fotónico desarrollado consiste en un MMI 2×2 de 1190 µm longitud (LMMI) y
de 11.2 µm de anchura (WMMI), que opera mediante el principio de autoimagenes creadas a base de
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Figure 11.1: (a) Dibujo artístico de un acoplador MMI 2×2 modulado por una onda acústica generada
por un IDT enfocado. Una fibra óptica con punta micrométrica acopla la luz de un láser a la entrada
lateral del circuito fotónico grabado en la capa de GaAs. La señal pasa a través de las guías de onda
monomodo hasta el acoplador MMI, donde una onda acústica modula el perfil del índice de refracción
en la región central. Como resultado, la señal entrante oscila entre las dos salidas. El dibujo no está
a escala. (b) Simulación de la propagación de la amplitud del campo óptico por medio del método
de propagación de haz. La luz de 1550 nm de longitud entra por la guía inferior, i = 1, y a través de
interferencia se reproduce una imagen en la salida superior, k = 2. (c) Simulación de la distribución
de la amplitud del campo óptico en el acoplador MMI bajo la modulación de la onda acústica. Con la
modulación de la onda acústica en el centro del acoplador MMI es posible guiar la luz hacia la salida
inferior, k = 1, en ciertos instantes del período de la onda acústica TSAW.

119



Resumen en español

la señal entrante que se repite a intervalos periódicos de la dirección de propagación en el acoplador
MMI [97]. Las entradas al acoplador MMI están colocadas a 4.2 µm del centro lateral del acoplador
y lo conectan con las guías monomodo que usamos para acoplar la luz al dispositivo. El dispositivo
es simétrico y funciona igual desde ambos lados, es decir que las entradas también pueden ser uti-
lizadas como salidas y viceversa. En general, el número N de entradas y salidas del diseño se puede
fácilmente aumentar, siempre que N sea un numero par y que se cumpla la siguiente fórmula:

LMMI = P(3Lπ) , (11.1)

donde P es un numero entero mayor de cero [97]. Si P se elige como numero impar la señal entrante
se ve reflejada al lado opuesto del acoplador MMI con respecto al plano xy. En el caso de que P sea
un numero par la señal entrante se ve reproducida directamente en la salida del acoplador MMI. La
longitud de batido del acoplador se denomina Lπ y se define como:

Lπ =
π

β0 −β1

∼=
4neffW 2

e

3λ0
, (11.2)

donde neff es el índice de refracción efectivo, β0 y β1 son las constantes de propagación del modo
fundamental y del segundo modo de la región multimodo, respectivamente. λ0 es la longitud de onda
de la luz en el espacio libre y We es la anchura efectiva del acoplador MMI que considera también el
campo evanescente según el desplazamiento Goos-Hänchen [101]. Los índices de refracción efectivos
se pueden calcular según el método de índice efectivo [95] usando valores iniciales para los índices
de refracción para GaAs y Al0.3Ga0.7As que se encuentran en la literatura [51,52]. Después de haber
desarrollado las dimensiones correctas para el acoplador MMI y las guías de onda conectadas a él, la
posición óptima para la modulación acústica puede expresarse como:

zFIDTj = LMMI
(2 j−1)

2P
con j = 1, . . . ,P. (11.3)

En el caso del dispositivo presentado, elegimos la longitud más corta para el acoplador MMI usando
P = 1. De este modo, la onda acústica se propaga justo por el centro del acoplador MMI en zFIDT1 =
LMMI/2. Para obtener una modulación finamente dirigida a las imágenes usamos un IDT con onda
acústica enfocada (abreviado como FIDT, del inglés Focusing IDT) que permite crear un haz de menos
de 20 µm de anchura [77]. La modulación del índice de refracción así generado en el acoplador MMI
puede expresarse mediante la siguiente ecuación:

n(x,z) = n0 +∆ncos
(

kSAWx+
π

2

)
j0

(
kSAWΦ

2(1−2a)
z
)
, (11.4)

Donde a es el parámetro de la anisotropía acústica en GaAs, Φ es el angulo de apertura del FIDT,
kSAW = 2π/λSAW es el número de onda, n0 es el índice de refracción de GaAs sin perturbación para
la longitud de onda de la luz λ0. j0(x) = sin(x)/x es la primera función esférica de Bessel. En la
Fig. 11.1 (a) se puede apreciar un dibujo artístico (que no está a escala) del dispositivo en acción.
El FIDT con sus pares de electrodos curvados emite una onda acústica enfocada en el centro del
acoplador MMI que fue atacado con plasma en el sustrato de GaAs de la superficie de la muestra.
Por el lado izquierdo, una fibra óptica con punta micrométrica permite acoplar una señal de luz
creada por un láser a las entradas laterales del circuito fotónico. Aquí la luz entra en la guía de onda
monomodo que está conectada al acoplador MMI. En el dibujo la luz entra por la entrada inferior y,
según la Ec. (11.1), sale por la salida superior. Con la onda acústica activa, la señal óptica es guiada
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hacia la salida inferior al ritmo de la señal acústica aplicada al FIDT. La figura 11.1 (b) demuestra
la simulación de la propagación de la luz por el dispositivo pasivo. La luz de 1550 nm de longitud
de onda entra por la guía inferior, i = 1, y mediante interferencia se reproduce una imagen en la
salida superior, k = 2. La simulación se realizó a base del método de propagación de haz, usando
un software comercial [115]. Al incorporar los efectos que la onda acústica tiene sobre el perfil
del índice de refracción en el sistema fotónico, expresado por la Ec. (11.4), se puede simular un
dispositivo activo. La figura 11.1 (c) demuestra como la modulación de la onda acústica en el centro
del acoplador MMI guía la luz hacia la salida inferior, k = 1, en ciertos instancias del período de la
onda acústica TSAW. Para modular la doble imagen de la señal que se crea en el centro del acoplador
MMI, que se ve en las simulaciones de las Figs. 11.1 (b–c), es importante elegir correctamente la
anchura del acoplador y las posiciones de las guías de onda conectadas para cumplir con el requisito
dado por:

dMMI = λSAW/2+mλSAW. (11.5)

Aquí, λSAW es la longitud de la onda acústica y m un numero entero. Cumpliendo con la Ec. (11.7)
se logra modular las dos imágenes ópticas, marcadas en el rectángulo rojo en la Fig. 11.1, con fases
opuestas como reportado en dispositivos previos de tipo MZI [82, 116]. En el presente dispositivo
empleamos una onda acústica con λSAW = 5.6µm y el acoplador MMI diseñado con dMMI = 8.4µm.
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Figure 11.2: (a) Perfil lateral óptico de las señales pasando por las salidas marcadas como Output
1 y Output 2. Los diferentes colores de las líneas indican las diferentes potencias de la onda acústica
saliendo del FIDT. (b) Respuesta temporal de la señal del experimento con PSAW = 4mW (puntos) o
en la simulación con ∆n = 0.0045 (línea sólida).

En el experimento utilizamos un diodo láser de longitud de onda ajustable cerca de 1550 nm. Acoplamos
la señal a la muestra mediante una fibra óptica con punta micrométrica. En el otro extremo de la mues-
tra recogemos la señal por un espejo de 90◦ y un objetivo de microscopio con un aumento de 20×.
Luego, la señal pasa por un divisor de haz y se puede ver con una camera CCD y medir con un fo-
todetector. Por la parte de los FIDTs aplicamos una señal de 520 MHz que se convierte en la onda
acústica de 5.6 µm longitud de onda. Se utilizan dos FIDTs del mismo diseño que generan dos on-
das acústicas viajeras que interfieren entre sí para generar una onda acústica estacionaria con mayor
amplitud que las ondas individuales mediante interferencia constructiva. Con esta configuración ex-
perimental medimos las respuestas presentadas en la Fig. 11.2. La Fig. 11.2 (a) demuestra la luz
saliendo de ambos canales, Output 1 y Output 2, para amplitudes de la onda acústica aumentando
desde 0 hasta 31.39 mW. Se puede ver como parte de la luz cambia del Output 2 al Output 1. En
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la Fig. 11.2 (b) se ve la señal con resolución temporal para una intensidad acústica de PSAW = 4mW
(puntos rojos y negros). La modulación se lleva a cabo al doble de la velocidad de la frecuencia
acústica. Las simulaciones correspondientes (líneas sólidas rojas y negras) reproducen los resultados
experimentales y apuntan a una modulación del índice de refracción máximo de ∆n = 0.0045. El
resultado prueba el funcionamiento de un dispositivo óptico sumamente compacto y rápido que es
útil para circuitos fotónicos integrados complejos y que funciona en el rango de longitudes de onda
típicamente utilizado en las telecomunicaciones.

Modulación dinámica de circuitos de fotónica cuántica integrada

En la fotónica cuántica integrada, las fuentes de fotones individuales se combinan con circuitos fotóni-
cos integrados cada vez más complejos. El dispositivo realizado para esta sección se basa en un
sistema de materiales de (Al,Ga)As. La secuencia de materiales es Al0.2Ga0.8As de un espesor de
1500 nm cubierto por una capa de GaAs de 300 nm. A 150 nm de altura de GaAs se incorpora una
capa de apenas unos Ångströms de InAs. El circuito fotónico se fabrica en la capa de GaAs con InAs
integrado, mediante litografía óptica y un ataque con plasma. La profundidad de ataque con plasma
es de 150 nm. El dibujo artístico de la Fig. 11.3 (a) representa el conjunto de partes que constituyen el
dispositivo. El circuito fotónico, marcado en rojo, consiste en dos acopladores MMI con dos entradas
y salidas en cada uno. El primer acoplador, llamado MMI 1, sirve para dividir en dos la señal que
llega a través de una de sus guías de onda entrantes. Después de ser divididas, las dos señales pasan a
través de dos guías de onda que sirven como brazos de un MZI. En el otro extremo, las guías de onda
terminan entrando en el segundo acoplador MMI, denominado MMI 2, que sirve para combinar las
señales y encaminarlas hacia una de sus salidas. Para conseguir la correcta división y recombinación
de las señales, los tamaños de los acopladores MMI se elige según la fórmula dada por [97]:

LMMI =
P
N
(3Lπ) . (11.6)

Aquí, P ≥ 1 y N ≥ 1 son números enteros sin divisores comunes. Lπ es la distancia de batido del
acoplador, definida en la Ec. (11.2). Para los dispositivos presentados aquí se eligió el tamaño más
compacto del dispositivo con P = 1 y N = 1. De esta manera, en estado pasivo el dispositivo guía
la luz de la entrada 1 a la salida 2 y señales que entran por la guía de onda 2 salen por la salida 1.
En el experimento, la luz puede acoplarse y medirse a ambos lados de la muestra por medio de fibras
ópticas con puntas micrométricas, como se muestra en el dibujo. Además, el circuito fotónico viene
con una fuente de luz integrada. Durante el proceso de crecimiento de las capas de GaAs/InAs/GaAs
se forman puntos cuánticos ópticamente activos que están marcadas en el dibujo como In(Ga)As QD.
En el punto cuántico se pueden generar fotones individuales que se acoplan a la guía de onda y así se
propagan por el dispositivo. Para excitar los fotones individuales (rojo) se aplica un haz de un láser
(azul) enfocado en la guía de onda pertinente. Ahora introducimos dos formas de modulación acústica
en el sistema. A la altura de las guías de onda de entrada se coloca un IDT (1) para poder modular la
energía de los fotones emitidos por los puntos cuánticos. Por eso se denomina modulador espectral
(acrónimo SM-IDT). Un segundo IDT (2) se posiciona a la altura de los brazos del interferómetro
Mach-Zehnder para poder encaminar los fotones entre las salidas del dispositivo. El área de ataque
de la onda acústica que coincide con las guías de onda se denomina área de interacción acústica-
óptica. Para lograr la correcta modulación del MZI las guías de onda deben estar separadas según la
longitud de onda acústica λSAW. Su relación está dada por:

dSAW = λSAW/2+mλSAW. (11.7)
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Figure 11.3: (a) Dibujo artístico del dispositivo. El circuito óptico consiste en dos acopladores MMI
2×2 que dividen (MMI 1) y combinan (MMI 2) la señal óptica. Están conectados entre sí por dos
guías de onda monomodo de esta manera formando un interferómetro Mach-Zehnder. El conjunto
del circuito fotónico está coloreado en rojo. La luz puede ser acoplada y medida en ambos lados por
fibras ópticas. No obstante, la luz también puede ser generada en la capa de In(Ga)As en la que se
forman puntos cuánticos ópticamente activos (fotones rojos). En esa capa la luz es generada por un
láser (fotones azules) que puede ser enfocado en la superficie de la muestra. Un IDT (1) se coloca a la
altura de las guías de onda para modular la energía de los fotones emitidos por los puntos cuánticos.
Un segundo IDT (2) es posicionado a la altura de los brazos del interferómetro Mach-Zehnder para
poder encaminar los fotones entre las salidas del dispositivo. El dibujo no está a escala. (b) Imagen
de microscopio electrónico de barrido de una sección transversal de una guía de onda en el borde de la
muestra. Es aquí donde la señal óptica sale de la muestra. (c) Imagen de microscopio electrónico de
barrido del IDT 2 que se usa para modular la intensidad de la luz que sale por las dos salidas. Debajo
del IDT están las guías de ondas que son afectadas por la onda acústica. La longitud de interacción
entre luz y sonido es de 120 µm. (d) Imagen de microscopio electrónico de barrido de la terminación
del acoplador MMI 2. Se muestran las dos salidas entre las que se guían los fotones.

Aquí, m es un numero entero. Cumpliendo con la Ec. (11.7), es posible modular las dos imágenes
ópticas con fases opuestas como en los dispositivos de la sección anterior, con la diferencia que los
brazos del MZI permiten aumentar el área de la interacción acústica-óptica a 120 µm. En el dispositivo
presente también utilizamos una onda acústica con una longitud de onda de λSAW = 5.6µm y se
separan los brazos mediante curvas de radio largo (S-bends) para lograr cumplir con dSAW = 8.4µm.
Entonces la intensidad de la modulación sufrida por los dos brazos y resuelta en el tiempo, t, puede
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expresarse como:
n(t) = n0 +∆nsin(2πt/TSAW,IM)+δneff. (11.8)

Aquí, n0 es el índice de refracción sin perturbación, ∆n es la amplitud de modulación del índice de
refracción y δneff tiene en cuenta las discrepancias estructurales de la muestra, debidas a la fabri-
cación, que dan lugar a un desfase δφ entre las señales que pasan por ambos brazos. La amplitud de
la modulación puede relacionarse directamente con la potencia acústica aplicada en los IDTs según:

2πwSAW

λ
∆nsin(2π fSAWt)+δneff = ap

√
PSAW sin(2π fSAWt)+δφ , (11.9)

donde λ es la longitud de onda de la luz, wSAW es la anchura del área de interacción acústica-óptica,
fSAW es la frecuencia de la onda acústica y ap es una figura de mérito indicativa para la calidad de
la interacción entre luz y sonido. Las Figuras 11.3 (b-d) son imágenes tomadas mediante un micro-
scopio electrónico de barrido y muestran la entrada de una guía de onda al circuito fotónico (b), el
IM-IDT y la región de interacción acústica-óptica que se encuentra debajo de él (c) y la terminación
del acoplador MMI 2, donde se ven las dos salidas entre las que se guían los fotones (d). El dispos-
itivo funciona a temperatura ambiente usando un láser para acoplar una señal óptica de una longitud
de onda de aproximadamente 900 nm al circuito fotónico. Poner la muestra en un criostato y bajar la
temperatura a 7 K permite utilizar los puntos cuánticos como fuente de fotones individuales. Depen-
diendo de la densidad de los puntos cuánticos distribuidos por toda la muestra, los fotones pueden ser
generados en varios lugares del circuito fotónico.

Los resultados de la medición presentados en el gráfico de falso color de la Fig. 11.4 (a) muestran
la modulación de la longitud de onda de una señal emitida de un punto cuántico posicionado en la guía
de onda 1 a la altura del SM-IDT, tal cual como indicado en el dibujo de la Fig. 11.3 (a). La respuesta
se mide en la salida opuesta a la entrada (en este caso se mide en la salida 2). La modulación se lleva
a cabo con una señal acústica de PSAW,SM = 22dBm y una frecuencia de fSAW,SM = 524.12MHz y se
presenta el espectro emitido a lo largo de dos períodos acústicos TSAW,SM ≈ 1.91ns. Se hace evidente
como la modulación espectral sigue el ritmo de la onda acústica (indicada por la línea discontinua) y
oscila alrededor de su longitud de onda central de 873.5 nm con una amplitud espectral de 0.14 nm. La
medición comprueba tres puntos importantes. Primero, demuestra como la señal del punto cuántico se
acopla al sistema fotónico y, segundo, demuestra la propagación de la luz por el dispositivo completo
que, en total, es de más de 3 mm de largo. En tercer lugar, la medición demuestra la modulación de la
respuesta espectral del punto cuántico causado por la onda acústica del SM-IDT que puede utilizarse
como sensor optomecánico [63].

Las gráficas de la Fig. 11.4 (b) presentan la modulación de la señal óptica de un punto cuántico en
la entrada 1 causada por el IM-IDT. Para ese experimento sólo se excita la onda acústica a la altura de
los brazos del MZI. Se presentan ambas señales que se miden por las dos salidas para cuatro potencias
de la onda acústica: PSAW,IM = 9 dBm, 15 dBm, 19 dBm y 23 dBm. Los resultados de las mediciones
demuestran las señales resueltas en el tiempo y se presentan dos períodos acústicos TSAW,IM. Para
la potencia baja de 9 dBm se ve una modulación ligera de ambas señales con fases opuestas. Es
decir, cuando la intensidad de la señal sube en una salida baja en la otra y viceversa. Al aumentar la
potencia de la onda acústica, el intercambio de intensidades de luz se incrementa hasta que la mitad
de la señal se divide por partes iguales entre ambas salidas. Esta división se realiza en momentos
concretos del período acústico cuando las intensidades de las respuestas de las dos salidas se cruzan.
En el experimento se logra con una intensidad acústica mayor de aproximadamente 18 dBm. En la
medición con 19 dBm se perciben estos momentos ya dos veces por período, cuando la línea roja (la
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Figure 11.4: (a) Modulación espectral de la luz emitida por un punto cuántico en la entrada 1 del
MZI y medida por la salida 2. La potencia aplicada al SM-IDT es de 22 dBm y la frecuencia acústica
es de 524.12 MHz. Se presentan dos períodos acústicos. La modulación espectral al ritmo de la onda
acústica indicada por la línea discontinua es claramente visible. (b) Modulación de la intensidad de
la luz que sale de las dos salidas se muestra para cuatro potencias acústicas aplicadas al IM-IDT:
9 dBm, 15 dBm, 19 dBm y 23 dBm, respectivamente. La intensidad de modulación y su velocidad
aumenta con cada incremento de la potencia acústica. A partir de aproximadamente 18 dBm, la
mitad de la luz comienza a salir de la salida 1. (c) Simulaciones correspondientes a los resultados
experimentales presentadas en (b), realizadas con el método de propagación de haz. ∆n representa la
amplitud de la modulación del índice de refracción en el área de interacción acústica-óptica a cause de
la onda acústica. Análogamente al experimento la amplitud de la modulación se incrementa en cuatro
pasos: ∆n = 0.1 ·10−3,0.6 ·10−3,1.0 ·10−3 and 16.0 ·10−3. Además, en las simulaciones se introduce un
desfase constante entre los brazos del MZI de δφ = 0.64 rad para lograr una mayor conformidad con
la respuesta del dispositivo real.

señal en la salida 2) se cruza con la línea negra (la señal en la salida 1). Aumentando aún más la
intensidad acústica, es posible guiar cada vez más intensidad a la salida 1 hasta que se alcanza una
distribución de la intensidad, sumada por un período entero, de 50:50 entre ambas salidas.

Las gráficas mostradas en la Fig. 11.4 (c) demuestran las simulaciones correspondientes a las
mediciones presentadas en la Fig. 11.4 (b). Las simulaciones se hicieron usando el método de
propagación de haz. Aquí, ∆n representa la amplitud de la modulación del índice de refracción
en el área de interacción acústica-óptica debido a la onda acústica según la Ec. (11.9). En la sim-
ulación, análoga al experimento, se aumenta la amplitud de la modulación en cuatro pasos: ∆n =
0.1 · 10−3,0.6 · 10−3,1.0 · 10−3 y 16.0 · 10−3 para imitar las potencias de la onda acústica. Además,
en las simulaciones se introduce un desfase constante entre los brazos del MZI de δφ = 0.64 rad para
lograr una mayor conformidad con la respuesta del dispositivo real. El desfase se puede explicar con
defectos en las guías de onda que causan un cierto desequilibrio entre las fases respectivas de las dos
señales ópticas que pasan por ellas. Estos defectos no van en detrimento de la prueba de concepto
del dispositivo y se pueden eliminar con un proceso de fabricación más refinado. Dicho esto, com-
parando las simulaciones con las mediciones se hace evidente una coincidencia muy buena. Además,
considerando que lo que se está midiendo es la señal de los fotones individuales emitidos por un punto
cuántico.

Para comprobar el hecho de lo que estamos midiendo son verdaderamente fotones individuales,
se lleva a cabo una serie de mediciones con una configuración experimental Hanbury-Brown y Twiss.
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Figure 11.5: Transmisión con resolución temporal de una medición empleando el SM-IDT y el IM-
IDT a la vez. La señal óptica se emite por un punto cuántico en la entrada 2 y se mide en la salida
2. La modulación acústica del punto cuántico se lleva a cabo por el primer modulador, SM-IDT, con
una potencia de PSAW,SM = 12 dBm y una frecuencia de fSAW,SM = 514.5 MHz. El encaminamiento
de la señal se controla por el IM-IDT, aplicando una potencia acústica de PSAW,SM = 17 dBm y una
frecuencia de fSAW,SM = 525 MHz. La escala inferior de la gráfica da el tiempo en períodos acústicos
de la señal aplicada en el SM-IDT, TSAW,SM ≈ 1.91 ns. Se muestran 25 períodos de 0–5, 10–15, 20–15,
30–35 y 40–45 TSAW,SM para enseñar como la señal se mueve al ritmo de la frecuencia de batido,
fbeat = fSAW,IM − fSAW,SM = 10.5 MHz, lo cual corresponde a un período de Tbeat = 49TSAW,SM. La señal
oscila entre 865.9 nm y 866.1 nm de longitud de onda de la luz.

En este tipo de experimento se mide la función de autocorrelación de segundo orden g(2)(τ) con la
que se comprueba, con gran probabilidad, antibunching de los fotones para valores inferiores a 0.5.
A través de mediciones sin modulación acústica se confirma que la señal proviene de una fuente
de fotones individuales con un valor de g(2)(0) ≈ 0.48. Por otra parte, se logra g(2)(0) ≈ 0.42 para
una medición con modulación acústica con intensidad de PSAW,IM = 17dBm y una con frecuencia de
fSAW,IM = 524.43MHz.

Ahora, en un complejo experimento se logra utilizar las dos ondas acústicas para hacer un es-
caneo selectivo del rango espectral de los fotones emitidos. Para aquello se usan ambos IDTs, el
SM-IDT y el IM-IDT, a la misma vez, pero con frecuencias distintas. El SM-IDT es de tipo chirped,
y permite variar la frecuencia por un cierto rango de ±15MHz alrededor de la frecuencia de resonan-
cia de 510 MHz. Se elige fSAW,SM = 514.5MHz y la frecuencia de resonancia en el segundo IDT,
fSAW,IM = 525MHz, para crear una frecuencia de batido según fbeat = fSAW,IM− fSAW,SM = 10.5MHz
que se convierte en un período de batido de Tbeat = 49TSAW,SM = 50TSAW,IM ≈ 95.2ns. Como en el
experimento mostrado en la Fig. 11.4 (a) el SM-IDT modula rango espectral de los fotones mientras
que el IM-IDT guía los fotones emitidos entre las dos salidas, como demostrado en el experimento
independiente de la Fig. 11.4 (b) y (c). Las dos modulaciones a la vez, con las frecuencias elegidas,
producen la respuesta ilustrada en la Fig. 11.5. Se muestra un total de 25 períodos de 0–5, 10–15,
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Figure 11.6: Simulación correspondiente a la medición presentada en la Fig. 11.6. Se reproduce la
transmisión óptica modulada por ambas ondas acústicas. Igual que en la figura anterior se muestran
los períodos 0–5, 10–15, 20–15, 30–35 y 40–45 de TSAW,SM para confirmar la frecuencia de batido
fbeat = fSAW,IM− fSAW,SM = 10.5 MHz con la que se escanea el rango espectral de 865.9 nm hasta 866.1
nm. Para la simulación se asume una amplitud de modulación expresada por ∆n = 0.002 y un desfase
entre los brazos del MZI de δφ = 0.64 rad. La señal entrante utilizado en la simulación se obtiene
mediante un ajuste de la Ec. (11.10) a los datos experimentales.

20–15, 30–35 y 40–45 de TSAW,SM para fácilmente hacer evidente el barrido espectral que se produce
al ritmo de la frecuencia de batido. Se ve como la señal oscila entre 865.9 nm y 866.1 nm de longitud
de onda de la luz que se corresponde al rango de longitudes de onda emitido por el punto cuántico.
Con el IM-IDT, se pueden distribuir fotones de ciertas longitudes de onda entre las salidas en momen-
tos determinados por las señales acústicas. El experimento puede ser simulado por un análisis teórico
que utiliza la señal óptica emitida por el punto cuántico modulado que puede expresarse por [63]:

Imod (λ ) = I0 +
2A0

πTSAW

∫ TSAW

0

ws

4{λ − [∆λ sin(2πt/TSAW)]}2 +w2
s

dt. (11.10)

Donde A0 es la amplitud de la intensidad, I0 considerar el ruido de fondo, ws es la anchura a media
altura del pico y ∆λ es la amplitud de la modulación espectral. Se ajusta la Ec. (11.10) a los datos
experimentales. Entonces el mejor ajuste a los datos se usa como señal entrante en el circuito fotónico
de la simulación. Se utiliza la Ec. (11.9) para la modulación del índice de refracción de los brazos del
MZI. Ambas formulas permiten una simulación resuelta en el tiempo que nos da la respuesta mostrada
en la Fig. 11.4. La mayor conformidad con los resultados experimentales se obtiene eligiendo como
parámetros de ajuste la amplitud de modulación acústica expresada por ∆n = 0.002 y el desfase entre
los brazos del MZI de δφ = 0.64rad. Los resultados teóricos confirman los datos experimentales con
gran fidelidad.
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Conclusiones

En el trabajo presentado se desarrollaron dispositivos de fotónica integrada que buscan avanzar con-
ceptos prácticos y de aplicación universal en su área de tecnología. En primer lugar, se presentó un
compacto interferómetro Mach-Zehnder utilizando con un único acoplador MMI que funciona como
un interruptor dinámico controlado por la modulación determinada de una onda acústica estacionaria.
El circuito fotónico fue diseñado para las longitudes de onda de luz alrededor de los 1550 nm que se
utilizan típicamente en la tecnología moderna de telecomunicaciones. El concepto mostrado puede
ser adaptado fácilmente a otras plataformas de material, tales como el silicio o fosfuro de indio. En
segundo lugar, se desarrolló un complejo y dinámicamente modulable circuito de fotónica cuántica
integrada. Los experimentos realizados con el dispositivo suponen un gran paso adelante para su
campo de investigación. Es la primera vez que se mostró la modulación espectral de fotones individ-
uales que se acoplan a las guías de onda, se propagan por distancias largas y encima se dejan guiar
por el circuito de manera determinada. Con los conceptos demostrados se abren muchas puertas hacia
dispositivos más complejos y con aplicaciones prácticas en campos como la computación cuántica y
el procesamiento de información cuántica.
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