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A B S T R A CT  
Action recognition has been used in a wide range of applications such as human-computer 

interaction, intelligent video surveillance systems, video summarization, and robotics. 

Recognizing action is important for intelligent agents to understand, learn and interact 

with the environment. The recent technology that allows the acquisition of RGB+D and 

3D skeleton data and a deep learning model's development significantly increases the action 

recognition model's performance. In this research, hierarchical Long Sort-Term Memory 

is proposed to recognize action based on 3D skeleton joints from Kinect sensor. The model 

uses the 3D axis of skeleton joints and groups each joint in the axis into parts, namely, 

spine, left and right arm, left and right hand, and left and right leg. To fit the hierarchically 

structured layers of LSTM, the parts are concatenated into spine, arms, hands, and legs 

and then concatenated into the body. The model crosses the body in each axis into a single 

final body and fed to the final layer to classify the action. The performance is measured 

using cross-view and cross-subject evaluation and achieves accuracy 0.854 and 0.837, 

respectively, from the 10 action classes of the NTU RGB+D dataset. 
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1. Introduction  
Computer vision is a study to model biological vision into artificial vision. Computer vision has two 

aims: to propose the computational models of human visual system (HVS) and build an autonomous 
system that performs the same tasks or even surpasses the human visual system [1]. One of the challenging 
tasks in the field of computer vision is action recognition. Action recognition has been used in a wide 
variety of applications such as human-computer interaction, an intelligent system in video surveillance, 
health care, robotics, video summarization and so on. Action recognition from video can be interpreted 
as recognizing human action using pattern recognition system automatically [2]. The system analyzes and 
learns the pattern of human action in the training phase and model the knowledge to classify similar action 
in the testing phase. Action recognition from video is not only analyzing the pattern of motion of the 
body but also describing the subject intention, emotion and thought [2]. It is important, especially in the 
development of intelligent robot/agent to perform actions by recognizing the movements and action of 
observed agent [3] then followed by more complex understanding such as observing the effects of action 
on the environment and to perform an action in order to change the environment. The human action can 
be observed based on full-body, part of the body, grammars, and scene approaches [3].  

 The challenges in action recognition such as the variety of movement to perform one action (every 
human executes slightly different movement to perform the same action), the appearance of action is 
different when observed in a different viewpoint (the camera viewpoint), occlusion, background clutter, 
and the variety of sequence movement speed when performing the same action [4]. Continuous action 
(performing one action after another action continuously) also increases the difficulty because the action 
did not start from the beginning but from the end of the previous action. With the recent development 
of technology, action recognition can be performed on RGB frames, RGB+D frames, skeleton joints, or 
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their combination [4]. Recent review on action recognition classifies the dataset into single viewpoint 
which uses a single camera to record human action from a certain invariant angle without camera 
movement, multiple viewpoints which use multiple camera to observe the action from multiple view of 
the same human, and RGB+D dataset which uses RGB and Depth camera to observe the action and 
sometimes combined with the 3D skeleton data [2]. The three types of frame data can be acquired using 
the Kinect sensor that plays a significant role in developing action recognition models. Kinect able to 
recognize human body pattern in the form of skeleton joints. The skeleton joints are normally projected 
on the 3D space, but they can also be projected on the RGB frame or Depth frame coordinates. Kinect 
able to record up to six skeletons at a time, and each of the skeleton has 25 joints. The joints group 
arrangement used in this research is shown in Fig. 1.  

Action recognition model has been proposed by many researchers [5], [6], [15]–[24], [7], [25]–[34], 
[8]–[14]. In the early action recognition research, the model uses motion and texture descriptors from the 
video frames to compute the Spatio-temporal interest point as features. The hand-crafted features then 
used in the training phase to classify the action. Although the model achieves good performance but it is 
difficult to be applied in the real-world problem [2]. Recently, deep learning-based approaches have 
become popular in action recognition tasks [2]. The model can generate a high-level representation of 
features automatically using Convolutional Neural Network (CNN), learn the pattern of the sequence of 
movement using Long Sort-Term Memory (LSTM), or use both of them. An excellent review of action 
recognition model using CNN has been made by [35]. Some of the action recognition researches will be 
explained in the next paragraph. 

 

 

The index of skeleton joints: The joints group arrangement: 
1. Base of the 

spine 
2. Middle of the 

spine 
3. Neck 
4. Head 
5. Left shoulder 
6. Left elbow 
7. Left wrist 
8. Left hand 
9. Right 

shoulder 
10. Right elbow 
11. Right wrist 
12. Right hand 
13. Left hip 

14. Left knee 
15. Left ankle 
16. Left foot 
17. Right hip 
18. Right knee 
19. Right ankle 
20. Right foot 
21. Spine 
22. Tip of the 

left hand 
23. Left thumb 
24. Tip of the 

right hand 
25. Right 

thumb 

Spine 
Right arm 
Left-arm 
Right hand 
Left hand 
Right leg 
Left leg 

1,2,3,4,21 
9,10,11 
5,6,7 
12,24,25 
8,22,23 
17,18,19,20 
13,14,15,16 

Fig. 1.  The joints group arrangement of the Kinect sensor (The index arrangement taken from [36] and [37]). 

Zhu et al. [13] state that skeleton joints serve a good representation for describing actions. They 
propose action recognition using end-to-end fully connected deep Long Short-Term Memory (LSTM) 
based on skeleton joints. The skeleton joints are taken as input at each time slot with a novel regularization 
and dropout scheme. The experiment on three datasets shows that the proposed method is effective in 
recognizing action. Zhu et al. [18] use a multimodal fusion from RGB frames and depth frames. The 
proposed method utilizes 3D Convolutional Neural Network followed by Convolutional LSTM on both 
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of the frames then performs multimodal fusion to achieve the finals score. The fine-tuning is performed 
in the multimodal data to avoid overfitting. The result shows high accuracy on the SKIG dataset and 
51.02% on IsoGD dataset. Du et al. [6] propose an end-to-end hierarchical recurrent neural network 
(RNN) on skeleton joints to perform action recognition. The skeleton joints are divided hierarchically 
into five parts according to the human physical structure and separated them into five subnets. The subnets 
hierarchically fused at each layer to the upper layer and fed into a single-layer perceptron to generate the 
decision. The result compared to the five others deep RNN architectures derived from the model and 
several other models on three public datasets shows promising state-of-the-art performance with high 
computational efficiency.  

Li et al. [20] also use 3D skeleton data for action recognition because of its robustness, conciseness, 
and view-independent representation. They utilize SPF (spatial-domain-feature) as the input of the LSTM 
network and TPF (temporal-domain-feature) data as the CNN network's input. The score fusion from 
LSTM and CNN is used to perform effective recognition. The result on the NTU RGB+D dataset 
achieved 87.40% accuracy and ranked first in the Large Scale 3D Human Activity Analysis Challenge in 
Depth Video. Chai et al. [10] propose two streams RNN (2S-RNN) to handle the continuous gesture 
recognition problems on RGB-D data. The continuous gestures are segmented into separated gestures 
and each isolated gesture is recognized by 2S-RNN. The method is designed to fuse multimodal features 
such as RGB and depth channels efficiently. The result shows promising performance on the Continuous 
Gesture Dataset (ConGD) dataset and ranked first in the ChaLearn LAP Large-scale Continuous Gesture 
Recognition Challenge. In this research, hierarchical LSTM is proposed to recognize action and will be 
explained in detail in the next section, organized as follows. Section 2 presents the proposed hierarchical 
LSTM model. Section 3 presents the result and discussion and the conclusion of this work is described in 
Section 4. 

2. Method  
LSTM is a special type of Recurrent Neural Network (RNN). LSTM consists of cell, input gate, output 

gate, and forget gate. Cell is used to remember the information at each time and the other three gates have 
function to control the flow of information from the input, cell and output. LSTM is effective to save 
information based on the data in the sequence of time. LSTM model which uses memory cells to store 
information is better at finding and exploiting long range context. LSTM for action recognition based on 
3D skeleton data have been proposed by researchers [6], [8], [23], [25], [28], [11]–[13], [16], [19]–[22]. 
In this research, 3D skeleton joints are used as the input data for hierarchical LSTM. Hierarchical LSTM 
[38] is proposed to capture the temporal dependencies by discovering the latent hierarchical structure of 
the sequence of 3D skeleton joints. This work inspired by [6] that utilizes hierarchical structure of 3D 
skeleton data to represent the human action.  

2.1. The Dataset 
In this research, we use the 3D skeletons data from NTU RGB+D dataset [36]. The dataset consists 

of 40 subjects performing 60 actions and taken from 3 cameras with 45°, 0°, and -45° arrangement. For a 
simple interaction purpose we only take 10 of 60 actions namely drink water (A1), stand up (A9), play 
with phone/tablet (A29), eat meal (A2), sit down (A8), hand waving (A23), kicking something (A24), 
phone call (A28), taking a selfie (A32), and cross hands in front action (A40). 

The 3D skeletons data in each action consists of 25 joints per time step and every joint has 11 features 
namely color (x, y), depth (x, y), camera (x, y, z) and orientation (x, y, z, w). The color features are 
associated with the RGB frame, the depth features are associated with the Depth frame, the camera features 
are related with the 3D projection coordinates and the orientation features are the direction of the joints. 
From the 11 features, we only take the first three features namely joints position in the 3D space (x, y, z). 
From the joints position in the 3D space, the sequence of joints movement will form an action as 
illustrated in Fig. 2. 
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Fig. 2.  Illustration of actions based on 3D skeleton. 
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2.2. Pre-Processing Data 
The Kinect skeleton joints need to undergo some pre-processing procedures before passed into the 

hierarchical LSTM network. The pre-processing procedures proposed in this research such as: 

• Feature dimension. The input of LSTM is composed in the form of data dimension (batch), the 
sequence of time (time steps) and the feature dimension at each time (feature). The features divided 
further into axis and joints because they still in the form of 25 skeleton joints in 3D field (x, y, and 
z axis). The final skeleton joints data in the format of batch, time, axis, and joints.  

• Position normalization. The 3D skeleton joints from sensor Kinect are taken relative to the camera. 
Therefore, the position need to be normalized to the origin by translating the "base of the spine" 
to the origin (0,0,0) then followed by other joints using the same translation.  

• Padding. The data length may be varied at each time. In order to fit the input, padding is used to 
fill the empty time slot before the starting point of real data sequence. 

2.3. Hierarchical LSTM Architecture 
The skeleton data have (n, 3, 25) dimension where the first dimension n is the time step that has been 

fitted through padding in the pre-processing step, the second and the third dimension are the three axes 
(x, y, z) and 25 skeleton joints respectively. Since LSTM receives input in the format of (samples, time 
steps, features), the skeleton data need to be reshaped to fit the input layer of LSTM. The axis dimension 
is split into three independent axes hence one axis will be represented by its 25 joints directly as features. 
The joints then combined into group according to the joints group arrangement in Fig. 1. The general 
architecture of the proposed hierarchical LSTM layers is shown in Fig. 3. From Fig. 3, per time step, the 
skeleton data are split into three independent axes and the 25 skeleton joints on each axis (x, y, z) are split 
into joints group arrangement that shown in Fig. 1 namely spine, right arm, left arm, right hand, left 
hand, right leg, and left leg. Every group will become the input of LSTM (32) which is LSTM with 32 
units. LSTM (32) output is concatenated to form some pairings between the right and the left parts, 
namely right and left arm concatenated into arms, right and left hand concatenated into hands right and 
left leg concatenated into legs. The result of concatenation will be fed into LSTM (64). The output from 
the spine group and the outputs of LSTM (64) are concatenated together into body of each respective 
axis.  

 
Fig. 3.  The proposed hierarchical LSTM architecture for action recognition. 
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The body of each respective axis are crossed each other to form three pairs of concatenated body namely 
XY, XZ and YZ body. Each of them is fed into LSTM (128). The outputs of LSTM (128) are 
concatenated into single body namely XYZ body and fed into LSTM (384). Each concatenated output of 
the LSTM layers followed by dropout layers. Finally, the output of LSTM (384) become the input of the 
dense/fully connected layer with 150 neurons with tanh activation function and goes to the output layer 
with sigmoid activation function to classify the 10 categories of action.  

 

2.4. Evaluation Metrics 
The performance is measured based on the accuracy of cross-subject and cross-view evaluation [36]. 

Cross-subject evaluation considers the difference of movement sequence between subjects while 
performing the same action. Cross-view evaluation considers the difference between viewpoint of the 
camera when capturing the action. 
• Cross Subject. The training and test data are split from the 40 subjects evenly. The subject’s ID for the 

training data are 1, 2, 4, 5, 8, 9, 13, 14, 15, 16, 17, 18, 19, 25, 27, 28, 31, 34, 35, 38 and the other 
subject’s ID used as the test data. The performance evaluation used accuracy score calculated from the 
test data. 

• Cross View. From the 3-views setup for the camera which is 45°, 0°, and -45°, the test data are taken 
from the camera 1 (45°) and the training data consist samples from the other cameras. The performance 
evaluation also used accuracy score calculated from the test data. 

3. Results and Discussion 
The proposed hierarchical LSTM for action recognition built using Python with Keras library and 

Kinect SDK 2.0. The method runs on Intel Xeon CPU @2.30GHz processor, 11GB of RAM, and NVidia 
Tesla T4/Tesla K80 from Google Colabs for training and testing. The proposed method is trained using 
Adagrad optimizer with learning rate 0.01, the batch size is 256, epoch is 1000, early stopping mode to 
monitor the loss, and using 0.05% of the training data as validation data. The proposed hierarchical 
LSTM model's performance is evaluated using cross-view and cross-subject evaluation as proposed in [36]. 
The evaluation is used to test the challenges in action recognition which are the same action can be 
performed differently by different human and the same action can be different when observed from 
different camera viewpoint. The cross-view training result is shown in Fig. 4 where Fig. 4(a) is the result 
of monitoring loss per epoch and Fig. 4(b) is result of monitoring accuracy per epoch. From the cross-
view training result shown in Fig. 4, there is an indication of overfitting in the 20th epoch where the 
training loss is steadily decreasing, but the validation loss is continuously rising and the accuracy of training 
is steadily increasing the validation accuracy is falling.  

 
      (a)          (b) 

Fig. 4.  The training loss (a) and accuracy (b) of the cross-view evaluation. 
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The early stopping mode caught this sign and stopped the training to return the best model before 
overfitting. The evaluation result is shown in Fig. 5 with accuracy score 0.854. The false prediction mainly 
caused by the similar action such as eat meal predicted as drink water, phone call predicted as drink water, 
and also taking a selfie predicted as hand waving. The good result with categorical accuracy score above 
0.90 shown by stand up, sit down, and kicking action because the actions provide less similarity with the 
other action.  

 
Fig. 5.  The cross-view evaluation result. 

The second evaluation is cross-subject evaluation. The cross-subject training result is shown in Fig. 6 
where Fig. 6(a) is the result of monitoring loss per epoch and Fig. 6(b) is result of monitoring accuracy 
per epoch. From the cross-subject training result shown in Fig. 6, there is an indication of overfitting in 
the 20th epoch. The situation similar to the previous cross-view evaluation where the loss of training is 
steadily decrease but the validation loss is continuously rising and the accuracy of training is steadily 
increase but the validation accuracy is falling hence the situation triggers early stopping condition. The 
evaluation result is shown in Fig. 7 with accuracy score 0.837. The false prediction also similar to the 
cross-view evaluation result that mainly caused by the similar action such as eat meal and drink water 
predicted as phone call and also hand waving predicted as taking a selfie. The model also has confidence 
with accuracy score above 0.90 when recognizing category such as stand up, sit down, kicking something, 
and cross hands in front action because the actions provide less similarity with the other action. 

 
(a)                                                (b)  

Fig. 6.  The training loss (a) and accuracy (b) of the cross-subject evaluation.  
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Fig. 7.  The cross-subject evaluation result. 

To test the model in real-time action, we conduct a scenario where the subject plays with his phone 
then after sometime the subject begin receiving a phone call; hence the action change from play with 
phone/tablet to phone call. Fig. 8 shows the result of action recognition using the above scenario where 
the prediction result of play with phone/tablet and phone call action is shown in Fig. 8(a) and Fig. 8(b), 
and the wrong prediction of phone call action is shown in Fig. 8(c). The top three confidence scores and 
the distance between the subject and the camera are displayed to observe the prediction result. From Fig. 
8(a), the model predicted that the subject is playing with his/her phone/tablet with a confidence score of 
0.9918768 then recognized that the subject is doing a phone call with a confidence score of 0.9982909 
as shown in Fig. 8(b). However, the model gets the wrong prediction after recognizing a phone call. The 
confidence score of phone call decrease and drink water prediction score raises. This is wrong because the 
subject still performing a phone call action. 

  
(a) The subject performs play with phone/tablet action, 

and the proposed model gives a correct prediction. 
(b) The subject performs phone call action after he is done 

with the first action, and the model gives a correct 
prediction. 

 
(c) The subject still performing phone call action for a while but the model confidence score of phone call dropped and 

the drink water confidence score raised thus gives wrong prediction. 

Fig. 8.  A scenario to test the proposed model. 
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4. Conclusion 
Action recognition is an important task in computer vision that triggers intelligent agents or robots to 

perform interaction with humans. In this work, hierarchical LSTM is proposed to recognize action based 
on 3D skeleton joints. The evaluation result shows that the proposed model achieves 0.854 in the cross-
view evaluation and achieves 0.837 in cross-subject evaluation. The good result indicates that the model 
can capture the hierarchical structure of motion from 3D skeleton data through a hierarchical LSTM 
model. For future work, the model can be tuned to handle continuous action efficiently and combined 
with the RGB+D data to increase the performance. 
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