## VVe are intecnUpen,

 the world's leading publisher of Open Access booksBuilt by scientists, for scientists

## 5,300

Open access books available

154
Countries delivered to

## 130,000

International authors and editors

Our authors are among the

## TOP 1\%

most cited scientists

## 155M

Downloads

WEB OF SCIENCE ${ }^{\top}$
Selection of our books indexed in the Book Citation Index in Web of Science ${ }^{T M}$ Core Collection (BKCI)

# Interested in publishing with us? Contact book.department@intechopen.com 



# Asymptotic Behavior by Krasnoselskii Fixed Point Theorem for Nonlinear Neutral Differential Equations with Variable Delays 

Benhadri Mimia


#### Abstract

In this paper, we consider a neutral differential equation with two variable delays. We construct new conditions guaranteeing the trivial solution of this neutral differential equation is asymptotic stable. The technique of the proof based on the use of Krasnoselskii's fixed point Theorem. An asymptotic stability theorem with a necessary and sufficient condition is proved. In particular, this paper improves important and interesting works by Jin and Luo. Moreover, as an application, we also exhibit some special cases of the equation, which have been studied extensively in the literature.
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## 1. Introduction

For more than one hundred years, Liapunov's direct method has been very effectively used to investigate the stability problems of a wide variety of ordinary, functional, and partial differential, integro-differential equations. The success of Liapunov's direct method depends on finding a suitable Liapunov function or Liapunov functional. Nevertheless, the applications of this method to problems of stability in differential and integro-differential equations with delays have encountered serious difficulties if the delays are unbounded or if the equation has unbounded terms (see [1-3]). Therefore, new methods and techniques are needed to address those difficulties. Recently, Burton and his co-authors have applied fixed point theory to investigate the stability, which shows that some of these difficulties vanish when applying fixed point theory [1-22]. It turns out that the fixed point method is becoming a powerful technique in dealing with stability problems for indeterministic scenes (see for instance [16, 17, 21, 23]).

For example, Luo [16] studied the mean-square asymptotic stability for a class of linear scalar neutral stochastic differential equations by means of Banach's fixed point theory. The author did not use Lyapunov's method; he got interesting results for the stability even when the delay is unbounded. The author also obtained necessary and sufficient conditions for the asymptotic stability. Moreover, it possesses the advantage that it can yield the existence, uniqueness, and stability criteria of the considered system in one step.

Neutral delay differential equations are often used to describe the dynamical systems which not only depend on present and past states but also involve derivatives with delays, (see [24-28]). It has been applied to describe numerous intricate dynamical systems, such as population dynamics [18], mathematical biology [27], heat conduction, and engineering [28], etc.

In particular, qualitative analysis for neutral type equations such as stability and periodicity, oscillation theory, has been an active field of research, both in the deterministic and stochastic cases. We can refer to [6, 7, 13, 15-17, 19-21, 23, 29-31], and the references cited therein.

With this motivation, in this paper, we aim to discuss the boundedness and stability for neutral differential equations with two delays (1). It is worth noting that our research technique is based on Krasnoselskii's fixed point theory. We will give some new conditions to ensure that the zero solution is asymptotically stable. Namely, a necessary and sufficient condition ensuring the asymptotic stability is proved. Our findings generalize and improve some results that can be found in the literature. In our result, the delays can be unbounded and the coefficients in the equations can change their sign. This paper is organized as follows. In Section 1 we present some basic preliminaries and the form of the neutral functional differential equations which will be studied. In Section 2, we present the inversion of the equation and we state Krasnoselskii's fixed point theorem. The boundedness and stability of the neutral differential Eq. (1) are discussed in Section 3 via Krasnoselskii's fixed point theory. Finally, in Section 4 an example is given to illustrate our theory and our method, also to compare our result by using the fixed point theory with the known results by Ardjouni and Djoudi [6].

In this work, we consider the following class of neutral differential equations with variable delays,

$$
\begin{equation*}
x^{\prime}(t)=-a(t) x\left(t-\tau_{1}(t)\right)+c(t) x^{\prime}\left(t-\tau_{1}(t)\right)+b(t) x^{\sigma}\left(t-\tau_{2}(t)\right), t \geq t_{0} \tag{1}
\end{equation*}
$$

denote $x(t) \in \mathbb{R}$ the solution to (1) with the initial condition

$$
\begin{equation*}
x(t)=\psi(t) \text { for } t \in\left[m\left(t_{0}\right), t_{0}\right], \tag{2}
\end{equation*}
$$

where $\psi \in C\left(\left[m\left(t_{0}\right), t_{0}\right], \mathbb{R}\right), \sigma \in(0,1)$ is a quotient with odd positive integer denominator. We assume that $a, b \in C\left(\mathbb{R}^{+}, \mathbb{R}\right), c \in C^{1}\left(\mathbb{R}^{+}, \mathbb{R}\right)$ and $\tau_{i} \in C\left(\mathbb{R}^{+}, \mathbb{R}^{+}\right)$ satisfy $t-\tau_{i}(t) \rightarrow \infty$ as $t \rightarrow \infty, i=1,2$ and for each $t_{0} \geq 0$,

$$
\begin{equation*}
m_{i}\left(t_{0}\right)=\inf \left\{t-\tau_{i}(t), t \geq t_{0}\right\}, m\left(t_{0}\right)=\min \left\{m_{i}\left(t_{0}\right), i=1,2\right\} . \tag{3}
\end{equation*}
$$

Special cases of Eq. (1) have been recently considered and studied under various conditions and with several methods. Particularly, in the case $\sigma=1 / 3$, and $c(t)=0$, in [14] Jin and Luo using the fixed point theorem of Krasnoselskii obtained boundedness and asymptotic stability for the following equation:

$$
\begin{equation*}
x^{\prime}(t)=-a(t) x\left(t-\tau_{1}(t)\right)+b(t) x^{\frac{1}{3}}\left(t-\tau_{2}(t)\right), t \geq 0 . \tag{4}
\end{equation*}
$$

More precisely, the following result was established.
Theorem A (Jin and Luo [14]). Let $\tau_{1}$ be differentiable and suppose that there exists $\alpha \in(0.1), k_{1}, k_{2}>0$, and a function $h \in C\left([m(0), \infty), \mathbb{R}^{+}\right)$such that for $\left|t_{1}-t_{2}\right| \leq 1$,

$$
\begin{equation*}
\left|\int_{t_{1}}^{t_{2}}\right| b(u)|d u| \leq k_{1}\left|t_{1}-t_{2}\right|, \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\int_{t_{1}}^{t_{2}} h(u) d u\right| \leq k_{2}\left|t_{1}-t_{2}\right| \tag{6}
\end{equation*}
$$

while for $t \geq 0$,

$$
\begin{align*}
& \int_{t-\tau_{1}(t)}^{t}|h(u)| d u+\int_{0}^{t} e^{-\int_{s}^{t} h(u) d u}|h(s)|\left(\int_{s-\tau_{1}(s)}^{s}|h(u)| d u\right) d s  \tag{7}\\
& +\int_{0}^{t} e^{-\int_{s}^{t} h(u) d u}\left\{\left|h\left(s-\tau_{1}(s)\right)\left(1-\tau_{1}^{\prime}(s)\right)-a(s)\right|+|b(s)|\right\} d s \leq \alpha .
\end{align*}
$$

Then there is a solution $x(t, 0, \psi)$ of (4) on $\mathbb{R}^{+}$with $|x(t, 0, \psi)| \leq 1$.
Notice that when $c(t)=0$ in the second term on the right-hand side of (1), then (1) reduces to (4). On the other hand, in the case, $\tau_{1}(t)=\tau_{1}$, a constant, Eq. (4) reduces to the one in [9]. Therefore, we considered the more general system than in [9, 14].

Very recently, by the same method of Jin and Luo [14], Ardjouni and Djoudi [6] improved the results of Jin and Luo [14] to the generalized nonlinear neutral differential equation with variable delays of the form

$$
\begin{equation*}
x^{\prime}(t)=-a(t) x\left(t-\tau_{1}(t)\right)+c(t) x^{\prime}\left(t-\tau_{1}(t)\right)+b(t) G\left(x^{\sigma}\left(t-\tau_{2}(t)\right)\right), t \geq 0, \tag{8}
\end{equation*}
$$

where $G: \mathbb{R} \rightarrow \mathbb{R}$ is locally Lipschitz continuous in $x$. That is, there is an $L>0$ so that if $|x|,|y| \leq 1$ then

$$
|G(x)-G(y)|<|x-y| \text { and } G(0)=0 .
$$

We note that due to the presence of the term $c(t) x^{\prime}\left(t-\tau_{1}(t)\right)$, once the equation is inverted then once will face with the term $\frac{c(t)}{1-\tau_{1}^{\prime}(t)} x\left(t-\tau_{1}(t)\right.$ ), (where, $\tau_{1}^{\prime}(t) \neq 1$ for $t \geq 0$ ) which produces a restrictive condition for the stability of (8) (as described in more detail below).

Theorem B (Ardjouni and Djoudi [6]). Let $\tau_{1}$ be twice differentiable and suppose that $\tau_{1}^{\prime}(t) \neq 1$ for all $t \in[m(0), \infty)$ and suppose that there are constants $\alpha \in(0.1)$, $k_{1}, k_{2}>0$, and a function $h \in C\left([m(0), \infty), \mathbb{R}^{+}\right)$such that for $\left|t_{1}-t_{2}\right| \leq 1$,

$$
\begin{equation*}
\left|\int_{t_{1}}^{t_{2}}\right| b(u)|d u| \leq k_{1}\left|t_{1}-t_{2}\right| \tag{9}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\int_{t_{1}}^{t_{2}} h(u) d u\right| \leq k_{2}\left|t_{1}-t_{2}\right| \tag{10}
\end{equation*}
$$

while for $t \geq 0$,

$$
\begin{align*}
& \left|\frac{c(t)}{1-\tau_{1}^{\prime}(t)}\right|+\int_{t-\tau_{1}(t)}^{t}|h(u)| d u \\
& +\int_{0}^{t} e^{-\int_{s}^{t} h(u) d u}|h(s)|\left(\int_{s-\tau_{1}(s)}^{s}|h(u)| d u\right) d s  \tag{11}\\
& +\int_{0}^{t} e^{-\int_{s}^{t} h(u) d u}\left\{\left|h\left(s-\tau_{1}(s)\right)\left(1-\tau^{\prime}(s)\right)-a(s)-\mu(s)\right|+L|b(s)|\right\} d s \leq \alpha,
\end{align*}
$$

where

$$
\mu(t)=\frac{\left(c(t) h(t)+c^{\prime}(t)\right)\left(1-\tau_{1}^{\prime}(t)\right)+c(t) \tau_{1}^{\prime \prime}(t)}{\left(1-\tau_{1}^{\prime}(t)\right)^{2}}
$$

Then there is a solution $x(t, 0, \psi)$ of (8) on $\mathbb{R}^{+}$with $|x(t, 0, \psi)| \leq 1$.
By letting $c(t)=0$ and $G\left(x^{\sigma}\left(t-\tau_{2}(t)\right)\right)=x^{\sigma}\left(t-\tau_{2}(t)\right)$ in (8), the present authors [14] have studied, the asymptotic stability and the stability by using Krasnoselskii's fixed point theorem, under appropriate conditions, of the Eq. (4) and improved the results claimed in [9]. Consequently, Theorem B improves and generalizes Theorem A. Following the technique of Jin and Luo [14], Ardjouni and Djoudi [6] studied the stability properties of (8). However, the condition (11) in Ardjouni and Djoudi [6] is restrictive. By employing two auxiliary functions $p$ and $g$ for constructing a fixed point mapping argument, the alternative condition (21) in Theorem 3.1 is obtained. Note that the condition

$$
\left|\frac{c(t)}{1-\tau_{1}^{\prime}(t)}\right|<\alpha,
$$

for some constant $\alpha \in(0,1)$, is not needed in Theorem 3.1. In the present paper, we also adopt Krasnoselskii's fixed point theory to study the boundedness and stability of (1). A new criteria for asymptotic stability with a necessary and sufficient condition is given. The considered neutral differential equations, the results and assumptions to be given here are different from those that can be found in the literature and complete that one. These are the contributions of this paper to the literature and its novelty and originality. In addition, an example is provided to illustrate the effectiveness and the merits of the results introduced.

## 2. Inversion of equation

In this section, we use the variation of parameter formula to rewrite the equation as an integral equation suitable for the Krasnoselskii theorem. The technique for constructing a mapping for a fixed point argument comes from an idea in [21]. In our consideration we suppose that:

A1) Let $\tau_{1}$ be twice differentiable and suppose that $\tau_{1}^{\prime}(t) \neq 1$ for all $t \in\left[m\left(t_{0}\right), \infty[\right.$.
A2) There exists a bounded function $p:\left[m\left(t_{0}\right), \infty[\rightarrow(0, \infty)\right.$ with $p(t)=1$ for $t \in\left[m\left(t_{0}\right), t_{0}\right]$ such that $p^{\prime}(t)$ exists for all $t \in\left[m\left(t_{0}\right), \infty[\right.$.

Let $y(t)=\psi(t)$ on $t \in\left[m\left(t_{0}\right), t_{0}\right]$, and let

$$
\begin{equation*}
x(t)=p(t) y(t) \text { for } t \geq t_{0} . \tag{12}
\end{equation*}
$$

Make substitution of (12) into (1) to show

$$
\begin{align*}
y^{\prime}(t)= & -\frac{p^{\prime}(t)}{p(t)} y(t)-\frac{a(t) p\left(t-\tau_{1}(t)\right)-c(t) p^{\prime}\left(t-\tau_{1}(t)\right)}{p(t)} y\left(t-\tau_{1}(t)\right) \\
& +\frac{c(t) p\left(t-\tau_{1}(t)\right)}{p(t)} y^{\prime}\left(t-\tau_{1}(t)\right)  \tag{13}\\
& +b(t) \frac{p^{\sigma}\left(t-\tau_{2}(t)\right)}{p(t)} y^{\sigma}\left(t-\tau_{2}(t)\right), t \geq t_{0},
\end{align*}
$$

then it can be verified that $x$ satisfies (1).
We now re-write Eq. (13) in an equivalent form. To this end, we use the variation of parameter formula and rewrite the equation in an integral from which we derive a Krasnoselskii fixed point theorem. Besides, the integration by parts will be applied.

We need the following lemma in our proof of the main theorem.
Lemma 2.1. Let $h:\left[m\left(t_{0}\right), \infty\right) \rightarrow \mathbb{R}^{+}$be an arbitrary continuous function and suppose that (A1) and (A2) hold. Then $y$ is a solution of (13) if and only if

$$
\begin{align*}
y(t)= & \left(\psi\left(t_{0}\right)-\frac{p\left(t_{0}-\tau_{1}\left(t_{0}\right)\right)}{p\left(t_{0}\right)} \frac{c\left(t_{0}\right)}{\left(1-\tau_{1}^{\prime}\left(t_{0}\right)\right)} \psi\left(t_{0}-\tau_{1}\left(t_{0}\right)\right)\right. \\
& \left.-\int_{t_{0}-\tau_{1}\left(t_{0}\right)}^{t_{0}}\left(h(u)-\frac{p^{\prime}(u)}{p(u)}\right) y(u) d u\right) e^{-\int_{t_{0}}^{t} h(s) d s} \\
& +\frac{p\left(t-\tau_{1}(t)\right)}{p(t)} \frac{c(t)}{1-\tau_{1}^{\prime}(t)} y\left(t-\tau_{1}(t)\right)+\int_{t-\tau_{1}(t)}^{t}\left(h(u)-\frac{p^{\prime}(u)}{p(u)}\right) y(u) d u \\
& +\int_{t_{0}}^{t} e^{-\int_{s}^{t} h(u) d u}\left\{-\bar{\mu}(s)+\left(h\left(s-\tau_{1}(s)\right)-\frac{p^{\prime}\left(s-\tau_{1}(s)\right)}{p\left(s-\tau_{1}(s)\right)}\right)\left(1-\tau_{1}^{\prime}(s)\right)-\bar{\beta}(s)\right\} \\
& \times y\left(s-\tau_{1}(s)\right) d s \\
& -\int_{t_{0}}^{t} e^{-\int_{s}^{t} h(u) d u} h(s)\left(\int_{s-\tau_{1}(s)}^{s}\left(h(u)-\frac{p^{\prime}(u)}{p(u)}\right) y(u) d u\right) d s \\
& +\int_{t_{0}}^{t} e^{-\int_{s}^{t} h(u) d u} b(s) \frac{p^{\sigma}\left(s-\tau_{2}(s)\right)}{p(s)} y^{\sigma}\left(s-\tau_{2}(s)\right) d s \tag{14}
\end{align*}
$$

where

$$
\begin{equation*}
\bar{\mu}(t)=\frac{a(t) p\left(t-\tau_{1}(t)\right)-c(t) p^{\prime}\left(t-\tau_{1}(t)\right)}{p(t)}, C(t)=\frac{c(t) p\left(t-\tau_{1}(t)\right)}{p(t)} . \tag{15}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{\beta}(t)=\frac{\left[C(t) h(t)+C^{\prime}(t)\right]\left(1-\tau_{1}^{\prime}(t)\right)+C(t) \tau_{1}^{\prime \prime}(t)}{\left(1-\tau_{1}^{\prime}(t)\right)^{2}} \tag{16}
\end{equation*}
$$

Proof. Let $y(t)$ be a solution of Eq. (13). Rewrite (13) as

$$
\begin{align*}
y^{\prime}(t)+h(t) y(t) & =\left(h(t)-\frac{p^{\prime}(t)}{p(t)}\right) y(t)-\frac{a(t) p\left(t-\tau_{1}(t)\right)-c(t) p^{\prime}\left(t-\tau_{1}(t)\right)}{p(t)} y\left(t-\tau_{1}(t)\right) \\
& +\frac{c(t) p\left(t-\tau_{1}(t)\right)}{p(t)} y^{\prime}\left(t-\tau_{1}(t)\right) \\
& +b(t) \frac{p^{\sigma}\left(t-\tau_{2}(t)\right)}{p(t)} y^{\sigma}\left(t-\tau_{2}(t)\right), t \geq t_{0} . \tag{17}
\end{align*}
$$

Multiply both sides of (17) the previous equality by $e^{\int_{t_{0}}^{t} h(s) d s}$ and then integrate from $t_{0}$ to $t$, we have

$$
\begin{align*}
y(t) & =\psi\left(t_{0}\right) e^{-\int_{t_{0}}^{t} h(s) d s}+\int_{t_{0}}^{t}\left(h(s)-\frac{p^{\prime}(s)}{p(s)}\right) e^{-\int_{s}^{t} h(u) d u} y(s) d s \\
& -\int_{t_{0}}^{t} e^{-\int_{s}^{t} h(u) d u} \frac{a(s) p\left(s-\tau_{1}(s)\right)-c(s) p^{\prime}\left(s-\tau_{1}(s)\right)}{p(s)} y\left(s-\tau_{1}(s)\right) d s \\
& +\int_{t_{0}}^{t} e^{-\int_{s}^{t} h(u) d u} \frac{c(s) p\left(s-\tau_{1}(s)\right)}{p(s)} y^{\prime}\left(s-\tau_{1}(s)\right) d s  \tag{18}\\
& +\int_{t_{0}}^{t} e^{-\int_{s}^{t} h(u) d u} h(s) \frac{p^{\sigma}\left(s-\tau_{2}(s)\right)}{p(s)} y^{\sigma}\left(s-\tau_{2}(s)\right) d s .
\end{align*}
$$

Performing an integration by parts, we can conclude, for $t \geq t_{0}$,

$$
\begin{aligned}
y(t) & =\psi\left(t_{0}\right) e^{-\int_{t_{0}}^{t} h(s) d s}+\int_{t_{0}}^{t} e^{-\int_{s}^{t} h(u) d u} d\left(\int_{s-\tau_{1}(s)}^{s}\left(h(u)-\frac{p^{\prime}(u)}{p(u)}\right) y(u) d u\right) \\
& +\int_{t_{0}}^{t} e^{-\int_{s}^{t} h(u) d u}\left(h\left(s-\tau_{1}(s)\right)-\frac{p^{\prime}\left(s-\tau_{1}(s)\right)}{p\left(s-\tau_{1}(s)\right)}\right) \times\left(1-\tau_{1}^{\prime}(s)\right) y\left(s-\tau_{1}(s)\right) d s \\
& -\int_{t_{0}}^{t} e^{-\int_{s}^{t} h(u) d u} \frac{a(s) p\left(s-\tau_{1}(s)\right)-c(s) p^{\prime}\left(s-\tau_{1}(s)\right)}{p(s)} y\left(s-\tau_{1}(s)\right) d s \\
& +\int_{t_{0}}^{t} e^{-\int_{s}^{t} h(u) d u} \frac{c(s) p\left(s-\tau_{1}(s)\right)}{p(s)} y^{\prime}\left(s-\tau_{1}(s)\right) d s \\
& +\int_{t_{0}}^{t} e^{-\int_{s}^{t} h(u) d u} b(s) \frac{p^{\sigma}\left(s-\tau_{2}(s)\right)}{p(s)} y^{\sigma}\left(s-\tau_{2}(s)\right) d s .
\end{aligned}
$$

Thus,

$$
\begin{aligned}
y(t) & =\left(\psi\left(t_{0}\right)-\frac{p\left(t_{0}-\tau_{1}\left(t_{0}\right)\right)}{p\left(t_{0}\right)} \frac{c\left(t_{0}\right)}{\left(1-\tau_{1}^{\prime}\left(t_{0}\right)\right)} \psi\left(t_{0}-\tau_{1}\left(t_{0}\right)\right)\right. \\
& \left.-\int_{t_{0}-\tau_{1}\left(t_{0}\right)}^{t_{0}}\left(h(u)-\frac{p^{\prime}(u)}{p(u)}\right) y(u) d u\right) e^{-\int_{t_{0}}^{t} h(s) d s} \\
& +\frac{p\left(t-\tau_{1}(t)\right)}{p(t)} \frac{c(t)}{1-\tau_{1}^{\prime}(t)} y\left(t-\tau_{1}(t)\right)+\int_{t-\tau_{1}(t)}^{t}\left(h(u)-\frac{p^{\prime}(u)}{p(u)}\right) y(u) d u \\
& +\int_{t_{0}}^{t} e^{-\int_{s}^{t} h(u) d u}\left\{-\bar{\mu}(s)+\left(h\left(s-\tau_{1}(s)\right)-\frac{p^{\prime}\left(s-\tau_{1}(s)\right)}{p\left(s-\tau_{1}(s)\right)}\right)\left(1-\tau_{1}^{\prime}(s)\right)-\bar{\beta}(s)\right\} \\
& \times y\left(s-\tau_{1}(s)\right) d s \\
& -\int_{t_{0}}^{t} e^{-\int_{s}^{t} h(u) d u} h(s)\left(\int_{s-\tau_{1}(s)}^{s}\left(h(u)-\frac{p^{\prime}(u)}{p(u)}\right) y(u) d u\right) d s \\
& +\int_{t_{0}}^{t} e^{-\int_{s}^{t} h(u) d u} b(s) \frac{p^{\sigma}\left(s-\tau_{2}(s)\right)}{p(s)} y^{\sigma}\left(s-\tau_{2}(s)\right) d s,
\end{aligned}
$$

where $\bar{\mu}(s)$ and $\bar{\beta}(s)$ are defined in (15) and (16), respectively. The proof is complete.

Below we state Krasnoselskii's fixed point theorem which will enable us to establish a stability result of the trivial solution of (1) For more details on Krasnoselskii's captivating theorem, we refer to smart [20] or [3].

Theorem 2.1. (see, [Kranoselskii's fixed point theorem, [20]]). Suppose that $(X,\|\cdot\|)$ is a Banach space and $\mathcal{M}$ is a bounded, convex, and closed subset of $X$. Suppose further that there exist, two operators, $\mathcal{A}, \mathcal{B} \rightarrow \mathcal{M}$ into $X$ such that:
i. $\mathcal{A} x+\mathcal{B} y \in \mathcal{M}$ for all $x, y \in \mathcal{M}$;
ii. $\mathcal{A}$ is completely continuous;
iii. $\mathcal{B}$ is a contraction mapping.

Then $\mathcal{A}+\mathcal{B}$ has a fixed point in $\mathcal{M}$.

## 3. Stability by Krasnoselskii fixed point theorem

From the existence theory, which can be found in Hale [26] or Burton [3], we conclude that for each $\left(t_{0}, \psi\right) \in \mathbb{R}^{+} \times C\left(\left[m\left(t_{0}\right), t_{0}\right], \mathbb{R}\right)$, a solution of (1) through $\left(t_{0}, \psi\right)$ is a continuous function $x:\left[m\left(t_{0}\right), t_{0}+\rho\right) \rightarrow \mathbb{R}$ for some positive constant $\rho>0$ such that $x$ satisfies ( 1 ) on $\left[t_{0}, t_{0}+\rho\right.$ ) and $x=\psi$ on $\left[m\left(t_{0}\right), t_{0}\right]$. We denote such a solution by $x(t)=x\left(t, t_{0}, \psi\right)$. We define $\|\psi\|=\max \left\{|\psi(t)|: m\left(t_{0}\right) \leq t \leq t_{0}\right\}$.

As we mentioned previously, our results in this section extend and improve the work in [14] by considering more general classes of neutral differential equations presented by (1). Our main results in this part can be applied to the case when

$$
\left|\frac{c(t)}{1-\tau_{1}^{\prime}(t)}\right| \geq 1
$$

which improve [14]. In other words, we will establish and prove a necessary and sufficient condition ensuring the boundedness of solutions and the asymptotic stability of the zero solution to Eq. (1). However, the mathematical analysis used in this research to construct the mapping to employ Krasnoselskii's fixed point theorem is different from that of [14].

The results of this work are news and they extend and improve previously known results. To the best of our knowledge from the literature, there are few authors who have used the fixed point theorem to prove the existence of a solution and the stability of trivial equilibrium of several special cases of (1) all at once [9, 14].

Let us know to recall the definitions of stability that will be used in the next section. For stability definitions, we refer to [3].

Definition 3.1. The zero solution of (1) is said to be:
i. stable, if for any $\varepsilon>0$ and $t_{0} \geq 0$, there exists a $\delta=\delta\left(\varepsilon, t_{0}\right)>0$ such that $\psi \in C\left(\left[m\left(t_{0}\right), t_{0}\right], \mathbb{R}\right)$ and $\|\psi\|<\delta$ imply $\left|x\left(t, t_{0}, \psi\right)\right|<\varepsilon$ for $t \geq t_{0}$.
ii. asymptotically stable, if the zero solution is stable and for any $\varepsilon>0$ and $t_{0} \geq 0$, there exists a $\delta=\delta\left(\varepsilon, t_{0}\right)>0$ such that $\psi \in C\left(\left[m\left(t_{0}\right), t_{0}\right], \mathbb{R}\right)$ and $\|\psi\|<\delta$ imply $\left|x\left(t, t_{0}, \psi\right)\right| \rightarrow 0$ as $t \rightarrow \infty$..

Now, we can state our main result.

Theorem 3.1. Suppose that assumptions (A1) and (A2) hold, and that there are constants $\alpha \in(0,1), k_{1}, k_{2}>0$, and an arbitrary continuous function $h \in C\left(\left[m\left(t_{0}\right), \infty\right), \mathbb{R}^{+}\right)$such that for $\left|t_{1}-t_{2}\right| \leq 1$,

$$
\begin{equation*}
\left|\int_{t_{1}}^{t_{2}}\right| b(u) \frac{p^{\sigma}\left(u-\tau_{2}(u)\right)}{p(u)}|d u| \leq k_{1}\left|t_{1}-t_{2}\right|, \tag{19}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\int_{t_{1}}^{t_{2}} h(u) d u\right| \leq k_{2}\left|t_{1}-t_{2}\right| \tag{20}
\end{equation*}
$$

while for $t \geq t_{0}$

$$
\begin{align*}
& \left|\frac{p\left(t-\tau_{1}(t)\right)}{p(t)} \frac{c(t)}{1-\tau_{1}^{\prime}(t)}\right|+\int_{t-\tau_{1}(t)}^{t}\left|h(u)-\frac{p^{\prime}(u)}{p(u)}\right| d u \\
& +\int_{t_{0}}^{t} e^{-\int_{s}^{t} h(u) d u}\left\{\left|-\bar{\mu}(s)+\left(h\left(s-\tau_{1}(s)\right)-\frac{p^{\prime}\left(s-\tau_{1}(s)\right)}{p\left(s-\tau_{1}(s)\right)}\right)\left(1-\tau_{1}^{\prime}(s)\right)-\bar{\beta}(s)\right|\right\} d s \\
& +\int_{t_{0}}^{t} e^{-\int_{s}^{t} h(u) d u}|h(s)|\left(\int_{s-\tau_{1}(s)}^{s}\left|h(u)-\frac{p^{\prime}(u)}{p(u)}\right| d u\right) d s  \tag{21}\\
& \left.+\int_{t_{0}}^{t} e^{-\int_{s}^{t} h(u) d u}|b(s)| \frac{\mid p^{\sigma}\left(s-\tau_{2}(s)\right)}{p(s)} \right\rvert\, d s<\alpha
\end{align*}
$$

where $\bar{\mu}(s)$ and $\bar{\beta}(s)$ are defined in (15) and (16), respectively. If $\psi$ is a given continuous initial function which is sufficiently small, then there is a solution $x\left(t, t_{0}, \psi\right)$ of (1) on $\mathbb{R}^{+}$with $\left|x\left(t, t_{0}, \psi\right)\right| \leq 1$.

We are now ready to prove Theorem 3.1.
Proof. We start with some preparation:
Let $\left(X,\left.|\cdot|\right|_{g}\right)$ be the Banach space of continuous $\varphi:\left[m\left(t_{0}\right), \infty\right) \rightarrow \mathbb{R}$ with

$$
|\varphi|_{g}:=\sup _{t \geq m\left(t_{0}\right)}|\varphi(t) / g(t)|<\infty .
$$

For each $t_{0} \geq 0$ and $\psi \in C\left(\left[m\left(t_{0}\right), t_{0}\right], \mathbb{R}\right)$ fixed, we define $X_{\psi}$ as the following space

$$
X_{\psi}=\left\{\varphi \in X:|\varphi(t)| \leq 1 \text { fort } \in\left[m\left(t_{0}\right), \infty\right) \operatorname{and} \varphi(t)=\psi(t) \text { if } t \in\left[m\left(t_{0}\right), t_{0}\right]\right\} .
$$

It is easy to check that $X_{\psi}$ is a complete metric space with metric induced by the norm $||$.$g .$

We note that to apply Krasnoselskii's fixed point theorem we need to construct two mappings; one is contraction and the other is compact. Therefore, we use (14) to define the operator $H: X_{\psi} \rightarrow X_{\psi}$ by

$$
(H \varphi)(t):=(\mathcal{A} \varphi)(t)+(\mathcal{B} \varphi)(t),
$$

where $\mathcal{A}, \mathcal{B}: X_{\psi} \rightarrow X_{\psi}$ are given by

$$
\begin{equation*}
(\mathcal{A} \varphi)(t):=\int_{t_{0}}^{t} e^{-\int_{s}^{t} h(u) d u} b(s) \frac{p^{\sigma}\left(s-\tau_{2}(s)\right)}{p(s)} \varphi^{\sigma}\left(s-\tau_{2}(s)\right) d s \tag{22}
\end{equation*}
$$

and

$$
\begin{align*}
(\mathcal{B} \varphi)(t) & :=\left(\psi\left(t_{0}\right)-\frac{p\left(t_{0}-\tau_{1}\left(t_{0}\right)\right)}{p\left(t_{0}\right)} \frac{c\left(t_{0}\right)}{\left(1-\tau_{1}^{\prime}\left(t_{0}\right)\right)} \psi\left(t_{0}-\tau_{1}\left(t_{0}\right)\right)\right. \\
& \left.-\int_{t_{0}-\tau_{1}\left(t_{0}\right)}^{t_{0}}\left(h(u)-\frac{p^{\prime}(u)}{p(u)}\right) \varphi(u) d u\right) e^{-\int_{t_{0}}^{t} h(s) d s} \\
& +\frac{p\left(t-\tau_{1}(t)\right)}{p(t)} \frac{c(t)}{1-\tau_{1}^{\prime}(t)} \varphi\left(t-\tau_{1}(t)\right)+\int_{t-\tau_{1}(t)}^{t}\left(h(u)-\frac{p^{\prime}(u)}{p(u)}\right) \varphi(u) d u \\
& +\int_{t_{0}}^{t} e^{-\int_{s}^{t} h(u) d u}\left\{-\bar{\mu}(s)+\left(h\left(s-\tau_{1}(s)\right)-\frac{p^{\prime}\left(s-\tau_{1}(s)\right)}{p\left(s-\tau_{1}(s)\right)}\right)\left(1-\tau_{1}^{\prime}(s)\right)-\bar{\beta}(s)\right\} \\
& \times \varphi\left(s-\tau_{1}(s)\right) d s \\
& -\int_{t_{0}}^{t} e^{-\int_{s}^{t} h(u) d u} h(s)\left(\int_{s-\tau_{1}(s)}^{s}\left(h(u)-\frac{p^{\prime}(u)}{p(u)}\right) \varphi(u) d u\right) d s . \tag{23}
\end{align*}
$$

If we are able to prove that $H$ possesses a fixed point $\varphi$ on the set $X_{\psi}$, then $y\left(t, t_{0}, \psi\right)=\varphi(t)$ for $t \geq t_{0}, y\left(t, t_{0}, \psi\right)=\psi(t)$ on $\left[m\left(t_{0}\right), t_{0}\right], y\left(t, t_{0}, \psi\right)$ satisfies (13) when its derivative exists and $\left|y\left(t, t_{0}, \psi\right)\right|<1$ for $t \geq t_{0}$. That $\mathcal{A}$ maps $X_{\psi}$ into itself can be deduced from condition (21).

For $\alpha \in(0,1)$, we choose $\delta>0$ such that

$$
\begin{align*}
(1 & +\left|\frac{p\left(t_{0}-\tau_{1}\left(t_{0}\right)\right)}{p\left(t_{0}\right)} \frac{c\left(t_{0}\right)}{\left(1-\tau_{1}^{\prime}\left(t_{0}\right)\right)}\right|  \tag{24}\\
& \left.+\int_{t_{0}-\tau_{1}\left(t_{0}\right)}^{t_{0}}\left|h(u)-\frac{p^{\prime}(u)}{p(u)}\right| d u\right) e^{-\int_{t_{0}}^{t} h(s) d s} \delta+\alpha \leq 1 .
\end{align*}
$$

Let $\psi:\left[m\left(t_{0}\right), t_{0}\right] \rightarrow \mathbb{R}$ be a given continuous initial function with $\|\psi\|<\delta$. Let $g:\left[m\left(t_{0}\right), \infty\right) \rightarrow[1, \infty)$ be any strictly increasing and continuous function with $g\left(m\left(t_{0}\right)\right)=1, g(s) \rightarrow \infty$ as $s \rightarrow \infty$, such that

$$
\begin{align*}
& \left|\frac{p\left(t-\tau_{1}(t)\right)}{p(t)} \frac{c(t)}{1-\tau_{1}^{\prime}(t)}\right|+\int_{t-\tau_{1}(t)}^{t}\left|h(u)-\frac{p^{\prime}(u)}{p(u)}\right| g(u) / g(t) d u \\
& +\int_{t_{0}}^{t} e^{-\int_{s}^{t} h(u) d u}|h(s)|\left(\int_{s-\tau_{1}(s)}^{s}\left|h(u)-\frac{p^{\prime}(u)}{p(u)}\right| g(u) / g(t) d u\right) d s  \tag{25}\\
& +\int_{t_{0}}^{t} e^{-\int_{s}^{t} h(u) d u}\left|-\bar{\mu}(s)+\left(h\left(s-\tau_{1}(s)\right)-\frac{p^{\prime}\left(s-\tau_{1}(s)\right)}{p\left(s-\tau_{1}(s)\right)}\right)\left(1-\tau_{1}^{\prime}(s)\right)-\bar{\beta}(s)\right| \\
& \times g\left(s-\tau_{1}(s)\right) / g(t) d s<\alpha .
\end{align*}
$$

Now we split the rest of our proof into three steps.
First step: We now show that $\varphi, \phi \in X_{\psi}$ implies that $\mathcal{A} \varphi+\mathcal{B} \phi \in X_{\psi}$. Now, let $\|$. be the supremum norm on $\left[m\left(t_{0}\right), \infty\right)$ of $\varphi \in X_{\psi}$ if $\varphi$ is bounded. Note that if $\varphi, \phi \in X_{\psi}$ then

$$
|(\mathcal{A} \varphi)(t)+(\mathcal{B} \phi)(t)| \leq
$$

$$
\begin{aligned}
& \|\psi\|\left(1+\left|\frac{p\left(t_{0}-\tau_{1}\left(t_{0}\right)\right)}{p\left(t_{0}\right)}\right|\left|\frac{c\left(t_{0}\right)}{\left(1-\tau_{1}^{\prime}\left(t_{0}\right)\right)}\right|+\int_{t_{0}-\tau_{1}\left(t_{0}\right)}^{t_{0}}\left|h(u)-\frac{p^{\prime}(u)}{p(u)}\right| d u\right) e^{-\int_{t_{0}}^{t} h(s) d s} \\
& +\|\phi\|\left|\frac{p\left(t-\tau_{1}(t)\right)}{p(t)} \frac{c(t)}{1-\tau_{1}^{\prime}(t)}\right| \\
& +\|\phi\| \int_{t-\tau_{1}(t)}^{t}\left|h(u)-\frac{p^{\prime}(u)}{p(u)}\right| d u \\
& +\|\phi\| \int_{t_{0}}^{t} e^{-\int_{s}^{t h(u) d u}\left\{\left|-\bar{\mu}(s)+\left(h\left(s-\tau_{1}(s)\right)-\frac{p^{\prime}\left(s-\tau_{1}(s)\right)}{p\left(s-\tau_{1}(s)\right)}\right)\left(1-\tau_{1}^{\prime}(s)\right)-\bar{\beta}(s)\right|\right\} d s} \begin{array}{l}
+\|\phi\| \int_{t_{0}}^{t} e^{-\int_{s}^{t} h(u) d u}|h(s)|\left(\int_{s-\tau_{1}(s)}^{s}\left|h(u)-\frac{p^{\prime}(u)}{p(u)}\right| d u\right) d s \\
+\left\|\varphi^{\sigma}\right\| \int_{t_{0}}^{t} e^{-\int_{s}^{t} h(u) d u}|b(s)|\left|\frac{p^{\sigma}\left(s-\tau_{2}(s)\right)}{p(s)}\right| d s \\
\leq\left(1+\left|\frac{p\left(t_{0}-\tau_{1}\left(t_{0}\right)\right)}{p\left(t_{0}\right)}\right|\left|\frac{c\left(t_{0}\right)}{\left(1-\tau_{1}^{\prime}\left(t_{0}\right)\right)}\right|\right. \\
\left.+\int_{t_{0}-\tau_{1}\left(t_{0}\right)}^{t_{0}}\left|h(u)-\frac{p^{\prime}(u)}{p(u)}\right| d u\right) e^{-\int_{t_{0}}^{t} h(s) d s} \delta+\alpha \leq 1 .
\end{array}
\end{aligned}
$$

By applying (24), we see that $|(\mathcal{A} \varphi)(t)+(\mathcal{B} \phi)(t)| \leq 1$ for $t \in\left[m\left(t_{0}\right), \infty\right)$.
We see that also $\mathcal{B}$ maps $X_{\psi}$ into itself by letting $\varphi=0$ in the preceding sum.
Second step: Next, we will show that $\mathcal{A} X_{\psi}$ is equicontinuous and $\mathcal{A}$ is continuous. We first show that $\mathcal{A} X_{\psi}$ is equicontinuous. If $\varphi \in X_{\psi}$ and if $0 \leq t_{1}<t_{2}$ with $t_{2}-t_{1}<1$, then

$$
\begin{aligned}
& \left|(\mathcal{A} \varphi)\left(t_{2}\right)-(\mathcal{A} \varphi)\left(t_{1}\right)\right|=\left\lvert\, \int_{t_{0}}^{t_{2}} e^{-\int_{s}^{t_{2}} h(u) d u} b(s) \frac{p^{\sigma}\left(s-\tau_{2}(s)\right)}{p(s)} d s\right. \\
& \left.-\int_{t_{0}}^{t_{1}} b(s) \frac{p^{\sigma}\left(s-\tau_{2}(s)\right)}{p(s)} e^{-\int_{s}^{t_{1}} h(u) d u} d s \right\rvert\, \\
& \leq\left|\int_{t_{1}}^{t_{2}} b(s) \frac{p^{\sigma}\left(s-\tau_{2}(s)\right)}{p(s)} e^{-\int_{s}^{t_{2}} h(u) d u} d s\right| \\
& +\left|\int_{t_{0}}^{t_{1}}\left(e^{-\int_{s}^{t_{2}} h(u) d u}-e^{-\int_{s}^{t_{1}} h(u) d u}\right) b(s) \frac{p^{\sigma}\left(s-\tau_{2}(s)\right)}{p(s)} d s\right| \\
& \left.\leq \int_{t_{1}}^{t_{2}} e^{-\int_{s}^{t_{2}} h(u) d u} d\left(\int_{t_{1}}^{s} \left\lvert\, b(v) \frac{p^{\sigma}\left(v-\tau_{2}(v)\right)}{p(v)} d v\right.\right) d v\right) \\
& +\left|e^{-\int_{t_{1}}^{t_{2}} h(u) d u}-1\right| \int_{t_{0}}^{t_{1}} e^{-\int_{s}^{t_{1}} h(u) d u \mid}\left|b(s) \frac{p^{\sigma}\left(s-\tau_{2}(s)\right)}{p(s)}\right| d s \\
& \leq \int_{t_{1}}^{t_{2}}\left|b(u) \frac{p^{\sigma}\left(u-\tau_{2}(u)\right)}{p(u)}\right| d u\left(1+\int_{t_{1}}^{t_{2}} h(u) e^{-\int_{s}^{t_{2}} h(u) d u} d s\right)+\alpha\left|e^{-\int_{t_{1}}^{t_{2}} h(u) d u}-1\right|
\end{aligned}
$$
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$$
\leq 2 \int_{t_{1}}^{t_{2}}\left|b(u) \frac{p^{\sigma}\left(u-\tau_{2}(u)\right)}{p(u)}\right| d u+\alpha\left|\int_{t_{1}}^{t_{2}} h(u) d u\right| \leq\left(2 k_{1}+\alpha k_{2}\right)\left|t_{2}-t_{1}\right|
$$

by (19)-(21). In the space $\left(X,\left.\left.\right|_{. \mid}\right|_{g}\right)$, the set $\mathcal{A} X_{\psi}$ is uniformly bounded and equicontinuous. Hence by Ascoli-Arzela theorem $\mathcal{A} X_{\psi}$ resides in a compact set.

Next, we need to show that $\mathcal{A}$ is continuous. Let $\varepsilon>0$ be given and let $\varphi, \phi \in X_{\psi}$. Now $y^{\sigma}$, is uniformly continuous on $[-1,+1]$ so for a fixed $T>0$ with $4 / g(T)<\varepsilon$ there is an $\eta>0$ such that $\left|y_{1}-y_{2}\right|<\eta g(T)$ implies $\left|y_{1}^{\sigma}-y_{2}^{\sigma}\right|<\varepsilon / 2$. Thus for $|\varphi(t)-\phi(t)|<\eta g(t)$ and for $t>T$ we have

$$
\begin{aligned}
& |(\mathcal{A} \varphi)(t)-(\mathcal{A} \phi)(t)| / g(t) \\
& \left.=(1 / g(t)) \int_{t_{0}}^{t} e^{-\int_{s}^{t} h(u) d u}\left|b(s) \frac{p^{\sigma}\left(s-\tau_{2}(s)\right)}{p(s)}\right| \varphi^{\sigma}\left(s-\tau_{2}(s)\right)-\phi^{\sigma}\left(s-\tau_{2}(s)\right) \right\rvert\, d s \\
& \leq(1 / g(t))\left\{\int_{t_{0}}^{T} e^{-\int_{s}^{t} h(u) d u}\left|b(s) \frac{p^{\sigma}\left(s-\tau_{2}(s)\right)}{p(s)}\right|\left|\varphi^{\sigma}\left(s-\tau_{2}(s)\right)-\phi^{\sigma}\left(s-\tau_{2}(s)\right)\right| d s\right. \\
& \left.+2 \int_{T}^{t} e^{-\int_{s}^{t} h(u) d u}\left|b(s) \frac{p^{\sigma}\left(s-\tau_{2}(s)\right)}{p(s)}\right| d s\right\} \\
& \leq\{(\alpha \varepsilon / 2 g(t))+(2 \alpha / g(T))\} \leq \alpha \varepsilon .
\end{aligned}
$$

Third step: Finally, we show that $\mathcal{B}$ is a contraction with respect to the norm $|.|_{g}$ with constant $\alpha$. Let $\mathcal{B}$ be defined by (23). Then for $\phi_{1}, \phi_{2} \in X_{\psi}$ we have

$$
\begin{aligned}
& \left|\left(\mathcal{B} \phi_{1}\right)(t)-\left(\mathcal{B} \phi_{2}\right)(t)\right| / g(t) \leq\left|\frac{p\left(t-\tau_{1}(t)\right)}{p(t)} \frac{c(t)}{1-\tau_{1}^{\prime}(t)}\right|\left|\phi_{1}\left(t-\tau_{1}(t)\right)-\phi_{2}\left(t-\tau_{1}(t)\right)\right| / g(t) \\
& +\int_{t-\tau_{1}(t)}^{t}\left|h(u)-\frac{p^{\prime}(u)}{p(u)}\right|\left|\phi_{1}(u)-\phi_{2}(u)\right| / g(t) d u \\
& +\int_{t_{0}}^{t} e^{-\int_{s}^{t} h(u) d u\left|-\bar{\mu}(s)+\left(h\left(s-\tau_{1}(s)\right)-\frac{p^{\prime}\left(s-\tau_{1}(s)\right)}{p\left(s-\tau_{1}(s)\right)}\right)\left(1-\tau_{1}^{\prime}(s)\right)-\bar{\beta}(s)\right|} \\
& \times\left|\phi_{1}\left(s-\tau_{1}(s)\right)-\phi_{2}\left(s-\tau_{1}(s)\right)\right| / g(t) d s \\
& +\int_{t_{0}}^{t} e^{-\int_{s}^{t} h(u) d u}|h(s)|\left(\int_{s-\tau_{1}(s)}^{s}\left|h(u)-\frac{p^{\prime}(u)}{p(u)}\right|\left|\phi_{1}(u)-\phi_{2}(u)\right| / g(t) d u\right) d s \\
& \leq\left|\phi_{1}-\phi_{2}\right| g\left\{\left|\frac{p\left(t-\tau_{1}(t)\right)}{p(t)} \frac{c(t)}{1-\tau_{1}^{\prime}(t)}\right|\right. \\
& +\int_{t-\tau_{1}(t)}^{t}\left|h(u)-\frac{p^{\prime}(u)}{p(u)}\right| g(u) / g(t) d u \\
& +\int_{t_{0}}^{t} e^{-\int_{s}^{t} h(u) d u}|h(s)|\left(\int_{s-\tau_{1}(s)}^{s}\left|h(u)-\frac{p^{\prime}(u)}{p(u)}\right| g(u) / g(t) d u\right) d s \\
& +\int_{t_{0}}^{t} e^{-\int_{s}^{t} h(u) d u} \\
& \left.\times\left|-\bar{\mu}(s)+\left(h\left(s-\tau_{1}(s)\right)-\frac{p^{\prime}\left(s-\tau_{1}(s)\right)}{p\left(s-\tau_{1}(s)\right)}\right)\left(1-\tau_{1}^{\prime}(s)\right)-\bar{\beta}(s)\right| g\left(s-\tau_{1}(s)\right) / g(t) d s\right\} \\
& \leq \alpha\left|\phi_{1}-\phi_{2}\right| g, \mathrm{by}(22) .
\end{aligned}
$$

Since $\alpha \in(0,1)$, we can conclude that $\mathcal{B}$ is a contraction on $\left(X_{\psi},\left.|\cdot|\right|_{g}\right)$.
The conditions of Krasnoselskii's theorem are satisfied with $\mathcal{M}=X_{\psi}$. Hence, we deduce that $H: X_{\psi} \rightarrow X_{\psi}$ has a fixed point $y(t)$, which is a solution of (13) with $y(s)=\psi(s)$ on $\left.s \in m\left(t_{0}\right), t_{0}\right]$ and $\left|y\left(t, t_{0}, \psi\right)\right| \leq 1$ for $t \in\left[m\left(t_{0}\right), \infty\right)$. Since there exists a bounded function $p:\left[m\left(t_{0}\right), \infty\left[\rightarrow(0, \infty)\right.\right.$ with $p(t)=1$ for $t \in\left[m\left(t_{0}\right), t_{0}\right]$, by hypotheses (12) and from the above arguments we deduce that there exists a solution $x$ of (1) with $x=\psi$ on $\left[m\left(t_{0}\right), t_{0}\right]$ satisfies $\left|x\left(t, t_{0}, \psi\right)\right| \leq 1$ for all $t \in\left[m\left(t_{0}\right), \infty\right)$. The proof is complete.

Letting $\sigma=1 / 3$, and $c(t)=0$ in Theorem 3.1. Then we have the following corollary.

Corollary 3.1. Let (19) and (20) hold, and (21) be replaced by

$$
\begin{align*}
& \int_{t-\tau_{1}(t)}^{t}\left|h(u)-\frac{p^{\prime}(u)}{p(u)}\right| d u \\
& +\int_{t_{0}}^{t} e^{-\int_{s}^{t} h(u) d u}\left\{\left|\left(h\left(s-\tau_{1}(s)\right)-\frac{p^{\prime}\left(s-\tau_{1}(s)\right)}{p\left(s-\tau_{1}(s)\right)}\right)\left(1-\tau_{1}^{\prime}(s)\right)-a(s) \frac{p(s-\tau(s))}{p(s)}\right|\right\} d s \\
& +\int_{t_{0}}^{t} e^{-\int_{s}^{t} h(u) d u}|h(s)|\left(\int_{s-\tau_{1}(s)}^{s}\left|h(u)-\frac{p^{\prime}(u)}{p(u)}\right| d u\right) d s \leq \alpha . \tag{26}
\end{align*}
$$

Then there is a solution $x\left(t, t_{0}, \psi\right)$ of (4) on $\mathbb{R}^{+}$with $\left|x\left(t, t_{0}, \psi\right)\right| \leq 1$.
Remark 3.2: When $p(t)=1$, then Corollary 3.1 reduces to Theorem A, which was recently stated in Jin and Luo [14]. Therefore, the paper (Jin and Luo [14]) is a particular case of ours.

For the next Theorem, we manipulate function spaces defined on infinite $t$-intervals. So, for compactness, we need an extension of the Arzelà-Ascoli theorem. This extension is taken from ([3], Theorem 1.2.2 p. 20).

Theorem 3.2. Let (19)-(21) hold and assume that

$$
\begin{equation*}
\int_{t_{0}}^{t} e^{-\int_{s}^{t} h(u) d u}\left|b(s) \frac{p^{\sigma}\left(s-\tau_{2}(s)\right)}{p(s)}\right| d s \rightarrow 0 \text { as } t \rightarrow \infty, \tag{27}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \inf \int_{t_{0}}^{t} h(s) d s>-\infty \tag{28}
\end{equation*}
$$

If $\psi$ is given continuous initial function which is sufficiently small, then (1) has a solution $x\left(t, t_{0}, \psi\right) \rightarrow 0$ as $t \rightarrow \infty$ if and only if

$$
\begin{equation*}
\int_{t_{0}}^{t} h(s) d s \rightarrow \infty \text { as } t \rightarrow \infty \tag{29}
\end{equation*}
$$

Proof. We set

$$
\begin{equation*}
K=\sup _{t \geq t_{0}}\left\{e^{-\int_{t_{0}}^{t} h(s) d s}\right\} \tag{30}
\end{equation*}
$$

by (28), $K$ is well defined. Suppose that (29) holds.
Since $p$ is bounded, it remains to prove that the zero solution of (1) is asymptotically stable.

All of the calculations in the proof of Theorem 3.1 hold with $g(t)=1$ when $|\cdot|_{g}$ is replaced by the supremum norm $\|$.$\| .$

For

$$
\begin{gather*}
\varphi \in X_{\psi}, \\
|(\mathcal{A} \varphi)(t)| \leq \int_{t_{0}}^{t} e^{-\int_{s}^{t} h(u) d u}\left|b(s) \frac{p^{\sigma}\left(s-\tau_{2}(s)\right)}{p(s)}\right| d s=q(t), \tag{31}
\end{gather*}
$$

where $q(t) \rightarrow 0$ as $t \rightarrow \infty$ by (27).
Add to $X_{\psi}$ the condition that $\varphi \in X_{\psi}$ implies that $\varphi(t) \rightarrow 0$ as $t \rightarrow \infty$. We can see that for $\varphi \in X_{\psi}$ then $(\mathcal{A} \varphi)(t) \rightarrow 0$ as $t \rightarrow \infty$ by (31), and $(\mathcal{B} \varphi)(t) \rightarrow 0$ as $t \rightarrow \infty$ by (29).

Since $\mathcal{A} X_{\psi}$ has been shown to be equicontinuous, $\mathcal{A}$ maps $X_{\psi}$ into a compact subset of $X_{\psi}$. By Krasnoselskii's theorem, there is $y \in X_{\psi}$ with $\mathcal{A} y+\mathcal{B} y=y$. As $y \in X_{\psi}, y\left(t, t_{0}, \psi\right) \rightarrow 0$ as $t \rightarrow \infty$. By condition (12), it is very easy to show that there exists a solution $x \in X_{\psi}$ of (1) with $x\left(t, t_{0}, \psi\right) \rightarrow 0$ as $t \rightarrow \infty$.

Conversely, we suppose that (29) fails. From (28) there exists a sequence $\left\{t_{n}\right\}$ with $t_{n} \rightarrow \infty$ as $n \rightarrow \infty$ such that $\lim _{n \rightarrow \infty} \int_{t_{0}}^{t_{n}} h(u) d u=\xi$ for some $\xi \in \mathbb{R}^{+}$. We may also choose a positive constant $J$ satisfying

$$
-J \leq \int_{t_{0}}^{t_{n}} h(u) d u \leq+J,
$$

for all $n \geq 1$. To simplify the expression, we define

$$
\begin{aligned}
\omega(s) & :=\left|-\bar{\mu}(s)+\left(h\left(s-\tau_{1}(s)\right)-\frac{p^{\prime}\left(s-\tau_{1}(s)\right)}{p\left(s-\tau_{1}(s)\right)}\right)\left(1-\tau_{1}^{\prime}(s)\right)-\bar{\beta}(s)\right| \\
& +|h(s)| \int_{s-\tau_{1}(s)}^{s}\left|h(u)-\frac{p^{\prime}(u)}{p(u)}\right| d u+\left|b(s) \frac{p^{\sigma}\left(s-\tau_{2}(s)\right)}{p(s)}\right|,
\end{aligned}
$$

for all $s \geq 0$. By (21), we have

$$
\int_{t_{0}}^{t_{n}} e^{-\int_{s}^{t_{n}} h(u) d u} \omega(s) d s \leq \alpha .
$$

This yields

$$
\int_{t_{0}}^{t_{n}} e^{\int_{0}^{s} h(u) d u} \omega(s) d s \leq \alpha e \int_{0}^{t_{n} h(u) d u} \leq e^{J} .
$$

The sequence $\left\{\int_{t_{0}}^{t_{n}} \int_{0}^{s} h(u) d u \omega(s) d s\right\}$ is bounded, hence there exists a convergent subsequence. Without loss of generality, we can assume that

$$
\lim _{n \rightarrow \infty} \int_{t_{0}}^{t_{n}} e \int_{0}^{s} h(u) d u \omega(s) d s=\theta
$$

for some $\theta \in \mathbb{R}^{+}$. Let $m$ be an integer such that

$$
\int_{t_{m}}^{t_{n}} e^{\int_{0}^{s} h(u) d u} \omega(s) d s \leq \frac{\delta_{0}}{4 K}
$$

for all $n \geq m$, where $\delta_{0}>0$ satisfies $2 \delta_{0} K e^{J}+\alpha \leq 1$.
We now consider the solution $y(t)=y\left(t, t_{m}, \psi\right)$ of (1) with $\psi\left(t_{m}\right)=\delta_{0}$ and $|\psi(s)| \leq \delta_{0}$ for $s \leq t_{m}$. We may choose $\psi$ so that $|y(t)| \leq 1$ for $t \geq t_{m}$ and

$$
\begin{aligned}
\psi\left(t_{m}\right) & -\frac{p\left(t_{m}-\tau_{1}\left(t_{m}\right)\right)}{p\left(t_{m}\right)} \frac{c\left(t_{m}\right)}{\left(1-\tau_{1}^{\prime}\left(t_{m}\right)\right)} \psi\left(t_{m}-\tau_{1}\left(t_{m}\right)\right) \\
& -\int_{t_{m}-\tau_{1}\left(t_{m}\right)}^{t_{m}}\left(h(u)-\frac{p^{\prime}(u)}{p(u)}\right) z(u) d u \geq \frac{1}{2} \delta_{0}
\end{aligned}
$$

In follows from (22) and (23) with $y(t)=(\mathcal{A} y)(t)+(\mathcal{B y})(t)$ that for $n \geq m$

$$
\begin{align*}
& \left|y\left(t_{n}\right)-\frac{p\left(t_{n}-\tau_{1}\left(t_{n}\right)\right)}{p\left(t_{n}\right)} \frac{c\left(t_{n}\right)}{\left(1-\tau_{1}^{\prime}\left(t_{n}\right)\right)} y\left(t_{n}-\tau_{1}\left(t_{n}\right)\right)-\int_{t_{n}-\tau_{1}\left(t_{n}\right)}^{t_{n}}\left(h(s)-\frac{p^{\prime}(s)}{p(s)}\right) y(s) d s\right| \\
& \geq \frac{1}{2} \delta_{0} e^{-\int_{t_{m}}^{t_{n}} h(u) d u}-\int_{t_{m}}^{t_{n}} e^{-\int_{s}^{t_{n}} h(u) d u} \omega(s) d s \\
& =e^{-\int_{t_{m}}^{t_{n}} h(u) d u}\left(\frac{1}{2} \delta_{0}-e^{-\int_{0}^{t_{m}} h(u) d u} \int_{t_{m}}^{t_{n}} e^{\int_{0}^{s} h(u) d u} \omega(s) d s\right) \\
& \geq e^{-\int_{t_{m}}^{t_{n}} h(u) d u}\left(\frac{1}{2} \delta_{0}-K \int_{t_{m}}^{t_{n}} e^{\int_{0}^{s} h(u) d u} \omega(s) d s\right) \\
& \geq \frac{1}{4} \delta_{0} e^{-\int_{t_{m}}^{t_{n}} h(u) d u} \geq \frac{1}{4} \delta_{0} e^{-2 J}>0 \tag{32}
\end{align*}
$$

On the other hand, if the zero solution of (13) $y(t)=y\left(t, t_{m}, \psi\right) \rightarrow 0$ as $t \rightarrow \infty$, since $t_{n}-\tau_{i}\left(t_{n}\right) \rightarrow \infty$ as $t \rightarrow \infty, i=1,2$, and (21) holds, we have

$$
y\left(t_{n}\right)-\frac{p\left(t_{n}-\tau_{1}\left(t_{n}\right)\right)}{p\left(t_{n}\right)} \frac{c\left(t_{n}\right)}{\left(1-\tau_{1}^{\prime}\left(t_{n}\right)\right)} y\left(t_{n}-\tau_{1}\left(t_{n}\right)\right)-\int_{t_{n}-\tau_{1}\left(t_{n}\right)}^{t_{n}}\left(h(s)-\frac{p^{\prime}(s)}{p(s)}\right) y(s) d s \rightarrow 0
$$

as $t \rightarrow \infty$, which contradicts (32). Hence condition (29) is necessary for the asymptotic stability of the zero solution of (13), and hence the zero solution of (1) is asymptotically stable. The proof is complete.

For the special case $c(t)=0$ and $\sigma=\frac{1}{3}$, we can get.
Corollary 3.2. Let (19), (20) and (27) hold and (21) be replaced by

$$
\begin{aligned}
& \int_{t-\tau_{1}(t)}^{t}\left|h(u)-\frac{p^{\prime}(u)}{p(u)}\right| d u \\
& +\int_{t_{0}}^{t} e^{-\int_{s}^{t} h(u) d u}\left\{\left|\left(h\left(s-\tau_{1}(s)\right)-\frac{p^{\prime}\left(s-\tau_{1}(s)\right)}{p\left(s-\tau_{1}(s)\right)}\right)\left(1-\tau_{1}^{\prime}(s)\right)-a(s) \frac{p(s-\tau(s))}{p(s)}\right|\right\} d s \\
& +\int_{t_{0}}^{t} e^{-\int_{s}^{t} h(u) d u}|h(s)|\left(\int_{s-\tau_{1}(s)}^{s}\left|h(u)-\frac{p^{\prime}(u)}{p(u)}\right| d u\right) d s \leq \alpha
\end{aligned}
$$

Then the zero solution $x\left(t, t_{0}, \psi\right)$ of (4) with a small continuous function $\psi(t)$ is asymptotically stable if only if

$$
\int_{t_{0}}^{t} h(s) d s \rightarrow \infty \text { as } t \rightarrow \infty
$$

Remark 3.3. The method in this paper can be applied to more general nonlinear neutral differential equations than Eq. (1).

Remark 3.4. Theorem 3.1 is still true if condition (21) is satisfied for $t \geq t_{\rho}$ with some $t_{\rho} \in \mathbb{R}^{+}$.

## 4. Example

In this section, we now give an example to show the applicability of Theorem 3.1.
Example. Let us consider the following neutral differential equation of first order with two variable delays, which is a special case of (1):

$$
\begin{align*}
x^{\prime}(t)= & -a(t) x\left(t-\tau_{1}(t)\right)+\ln \left(\frac{0.95 t+1}{4(t+1)}\right) x^{\prime}\left(t-\tau_{1}(t)\right) \\
& +\frac{0.6(0.95 t+1)^{\frac{1}{3}}}{(t+1)^{2}} x^{\frac{1}{3}}\left(t-\tau_{2}(t)\right), \tag{33}
\end{align*}
$$

for $t \geq 0$ where $\tau_{2}(t)=0.5 t, \tau_{1}(t)=0.05 t$, and $a(t)$ satisfies

$$
\left|-\bar{\mu}(t)+\left(h\left(t-\tau_{1}(t)\right)-\frac{p^{\prime}\left(t-\tau_{1}(t)\right)}{p\left(t-\tau_{1}(t)\right)}\right)\left(1-\tau_{1}^{\prime}(t)\right)-\bar{\beta}(t)\right| \leq \frac{0.03}{t+1},
$$

where $\bar{\mu}(t)$ and $\bar{\beta}(t)$ are defined in (15) and (16), respectively. Choosing $h(t)=$ $\frac{1.5}{t+1}$ and $p(t)=\frac{1}{t+1}$. By straightforward computations, we can check that condition (21) in Theorem 3.1 holds true. As $t \rightarrow \infty$, we have

$$
\begin{aligned}
& \left|\frac{p\left(t-\tau_{1}(t)\right)}{p(t)} \frac{c(t)}{1-\tau_{1}^{\prime}(t)}\right| \leq\left|\frac{1}{4 \times 0.95}\right| \leq 0.263, \\
& \int_{t-\tau_{1}(t)}^{t}\left|h(u)-\frac{p^{\prime}(u)}{p(u)}\right| d u \leq 0.026, \\
& \int_{0}^{t} e^{-\int_{s}^{t} h(u) d u}|h(s)|\left(\int_{s-\tau_{1}(s)}^{s}\left|h(u)-\frac{p^{\prime}(u)}{p(u)}\right| d u\right) d s \leq 0.026, \\
& \int_{0}^{t} e^{-\int_{s}^{t} h(u) d u}\left|-\bar{\mu}(s)+\left(h\left(s-\tau_{1}(s)\right)-\frac{p^{\prime}\left(s-\tau_{1}(s)\right)}{p\left(s-\tau_{1}(s)\right)}\right)\left(1-\tau_{1}^{\prime}(s)\right)-\bar{\beta}(s)\right| d s \\
& \leq \int_{0}^{t} e^{-\int_{s}^{t} \frac{15}{u+1} d u} \frac{0.3}{s+1} d s \leq 0.2,
\end{aligned}
$$

and
$\left.\int_{0}^{t} e^{-\int_{s}^{t} h(u) d u}|b(s)| \frac{p^{\sigma}\left(s-\tau_{2}(s)\right)}{p(s)} \right\rvert\, d s \leq 0.4$, and since $\int_{0}^{t} h(s) d s \rightarrow \infty$ as $t \rightarrow \infty, p(t) \leq 1$. Let $\alpha=0.263+0.026+0.026+0.2+0.4$. It is easy to see that all the conditions of Theorem 3.1 hold for $\alpha \simeq 0.915<1$. Thus, Theorem 3.1 implies that the zero solution of (33) is asymptotic stable.

However, for the asymptotic stable of the zero solution of (33), the corresponding conditions used by the fixed point theory in Ardjouni and Djoudi [6] are

$$
\lim \left|\frac{c(t)}{1-\tau_{1}^{\prime}(t)}\right|=\lim \left|\frac{1}{0.95} \ln \left(\frac{0.95 t+1}{4(t+1)}\right)\right|=1.513 \text { ast } \rightarrow \infty .
$$

This implies that condition (11) does not hold. So it is clear that the reduction of the conservatism by our method is quite significant when compared to Ardjouni and Djoudi [6].

Remark 4.1. It is an open problem whether the zero solution of (1) is uniform asymptotically stable, perseverance, and so on.

## 5. Conclusion

This work is a new attempt at applying the fixed point theory to the stability analysis of neutral differential equations with variable delays, several special cases of which have been studied in $[9,14]$. Some of the results, like Theorem B, is mainly dependent on the constraint

$$
\left|\frac{c(t)}{1-\tau_{1}^{\prime}(t)}\right|<1 .
$$

But in many environments, the constraint does not hold. So by employing two auxiliary continuous functions $g$ and $p$ to define an appropriate mapping, and present new criteria for asymptotic stability of Eq. (1) which makes stability conditions more feasible and the results in [14] are improved and generalized. From what has been discussed above, we see that Krasnoselskii's fixed point theorem is effective for not only the investigation of the existence of solution but also for the boundedness and the stability analysis of trivial equilibrium. We introduce an example to verify the applicability of the results established. In the future, we will continue to explore the application of other kinds of fixed point theorems to the stability research of fractional neutral systems with variable delays.
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