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Abstract 

In this paper, two new neural network models for solving the maximum flow problem are 
presented. The maximum flow problem in networks is formulated as a special type of linear 
programming problem and it is solved by appropriately defined neural networks. The nonlinear 
neural networks are able to generate optimal solution for maximum flow problem. We solve 
neural network models by one of the numerical method. Finally, some numerical examples are 
provided for the sake of illustration. 

Key Word:  Linear programming, neural network, maximum flow. 

MCS: 90C05, 90C08, 90C35, 90C90 90B06, 92B20 

 

1. Introduction 

The maximum flow problem is one of the classic combinatorial optimization problems with 
much application such as electrical power, traffic communication and transportation computer 
network. This problem is one of the most fundamental problems with a wide variety of scientific 
and engineering application. The problem is to find a flow of maximum value on a network from 
a source to a sink, See Ahuja, et al. (1993, 1995). Maximum flow problem is a kind of linear 
programming problem. The linear programming problem was first solved by Dantzig with 
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simplex method sixty years ago. The simplex method developed by him, is still the most widely 
used numerical algorithm. Although the simplex method is efficient and elegant, but the modern 
numerical algorithms are very efficient and useful to solve maximum flow problem. The 
classical augmenting path method to find a maximum flow through a network was developed by 
Ford and Fulkerson, see Ford, et al. (1956). This adaptation of the simplex method for networks 
is 200 - 300 times faster than the simplex method applied to general linear programs of the same 
dimensions. 

However they do not lend themselves to problems which require solution in real time. One 
promising approach to solve optimization problems in real time is to use the neural network 
approach. In the last fifty years, researchers have proposed various dynamic solutions for 
constrained optimization problems. This approach was first proposed by Pyne in 1956 and 
developed by Dennis Rybashov, Karpinskay and others. Several new dynamic solvers using 
artificial neural network models have been developed; see Hopfield, et al. (1985), Kennedy, et al. 
(1987), Xia, et al. (2002), Effati, et al. (2004). The numerical algorithms are also used like 
genetic algorithm to solve the network problems, see Leung, et al. (1998). Two neural network 
models for maximum flow problem are presented in this paper. They have a much faster 
convergence rate.  These models are based on a nonlinear dynamical system. 

 

2. Problem Formulation 

Consider a network with m  nodes and n  arcs. We associate with each arc  ji, , a lower bound 

on flow of, 0ijl  and an upper bound on  flow iju . We shall assume throughout the development 

that iju 's are finite integers.  In such a network, we wish to find the maximum amount of flow 

from node 1 to node m . Let f  represent the amount of flow in the network from node 1 to node 

m . Then the maximum flow problem may be stated as follows: 

Maximize            f                                                                               

Subject to 

              

                     

                                                                                                           

                                                                                            

Noting that f   is a variable and denoting the node-arc incidence matrix by A , maximum flow 

problem can be presented in matrix form as:                                                                                                             
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Maximize            cx  

Subject to    

                   

                          

 

wherever, iju 's are components for nRU  and containing network arc capacities. ijx 's are 

components for nRX 1  and show flow on network arc. A  is a matrix nm , and elements are 

the coefficients of ijx 's . 
 
Above problem can be converted as follows: 

Maximize            cx  

Subject to              

                                                    

 

wherever,   ,0,...,0,0,1 1 nRc   ,, 1
1

 nRxfx ,Ub    )1(
11 ,  nm

m RAeeA and           

   )1(
2 ,0  nn

n RIA . 

 

3. The first neural network model 

In this section, we use the penalty method to solve the linear programming problem (3), and then 
construct a neural network model. In general, if we apply penalty method to solve (3), following 
unconstrained problem can be obtained: 

 

 Maximize                                                                                                                           

 

wherever  is a positive number and ,)( bxaxg i
i  xaxh j

j )( and  )(,0max)( xgxg ii   

( ni ,...,2,1  and mj ,...,2,1 ), n  is number inequality constraints, m  is number equality 

constraints, ia  is i ’th row of matrix 2A  and ja  is j ’th row of matrix 1A . So, the necessary 

condition for optimality of (4) is  0
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The neural network model for the maximum flow problem can be described by the following 
nonlinear dynamical system: 

 

                                                 

 

3.1. Stability analysis of the first neural network model 

In this part, the stability of the equilibrium state and convergence of the neural network (5) to 
optimal solution are discussed.  For nonlinear system, the most common method to show that a 
system is asymptotically stable is to use the Lyapunov function method. See Sontag (1998), 
Forti, et al. (1995). Assume that )()( xPxv   and based on Theorem 3.1.1, )(xv  is as Lyapunov 

function and dynamical system is asymptotically stable at equilibrium state. So with respect to 
Theorem (3.1.2), obtain where optimal solution of maximum flow problem is equal to 
equilibrium state of (5). 

Theorem 3. 1. 1: Under the penalty method, )(xv  of (4)  is a Lyapunov function of system (5). 
 

Proof: 

)(xv  is a differentiable and positive definite on some neighborhood of equilibrium state, because 

0)0( v  and    is an arbitrary positive number so 0)( xv , for 0x . It is sufficient for 0x  
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 For this purpose with taking the derivative of )(xv with respect to time t, for 0x  we have: 
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Thus )(xv  is a Lyapunov function.   

 

Now in Theorem 3.1.2, we prove that the optimal solution of (4) is the equilibrium state of (5). 

Theorem 3. 1. 2:  If for any   (4) has an optimal solution, and if for system (5) we can find a 

state variable )(tx , so that the neural network is asymptotically stable at  *x , 

then the optimal solution to (4) would be the equilibrium state of (5). 

Proof:  
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With regard to definition of stability in the equilibrium point we have, .0
*


dt

dx
 

Using Theorem 3. 1. 1, system (5) is asymptotically stable, thus equilibrium state *x satisfies (4) 
and this lead to this fact that optimal solution of (4) can be the same equilibrium state of (5). 
Now we introduce another neural network model for solving maximum flow problem that with 
start from any initial point, system has a much faster convergence rate from previous neural 
network model. In this model, we also obtain optimal solution of the primal and dual problems. 

 

4. The second neural network model 

In this model, maximum flow problem (3) is transformed to the following linear programming 
problem: 
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     Maximize         cx   

                 Subject to         bBx                                                                                                6    

.0x  

  ,,, )1()2(
211

 nnmt RAAAB  where 21 ,,, AAxc   are defined in 

(3). Dual of the problem (6) is defined by: 

                   Minimize            ybt                                                                                           

                   Subject to           cByt                                                                                           7  

                                              .0y  

 Using K. K. T conditions for inequality constrained problems, we have the following theorem: 

 Theorem 4. 1:  x  and  y  are optimal solutions to (6) and (7), respectively, if and only if x  and 
y  satisfy the following constraints: 

 
0 bBx  
0 Byc t  

  0 bBxyt  

  .0 xByc t  
 

Proof:   

See Bazaraa, et al. (1992). 

 
Now the second neural network model can be described by the following nonlinear dynamical 
system: 

,B
dt

dy
kyc

dt

dx
t







             0x                                                                                 8  

,





 

dt

dx
kxBb

dt

dy
           .0y                                                                                9  

The main property of the above system is stated in the following Theorem.    

  

  ,,0,...,0,0 2 nmt RUb 
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Theorem 4. 2: When the neural network whose dynamics is described by the differential 
equations (8) and (9), is asymptotically stable at equilibrium state, then 
equilibrium state is the optimal solutions for the linear programming problem 
(6) and its dual problem (7). 

 

Proof:   

See Effati, et al. (2004). 

 
5. Numerical Example 

Example 5. 1. Consider the maximum flow problem for following network. (See Bazaraa, et al. 
(1992, p. 565))  

 

wherever f  is maximum flow and iju  is arc capacities (for example 112 u ). The source and 

destination are respectively vertices 1 and 4. The maximum flow is optimal solution from linear 
programming problem as 

1 

2

4

3

112 u  

413 u  

223 u  

324 u  

234 u  

f   f  

Fig. 1. 
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Maximize              f 

Subject to                                
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wherever ijx 's are flows that  proceed from node i  to node j . Optimal solution which obtained 

by simplex method is: 

,3* f   ,1*
12 x   ,2*

13 x   ,0*
23 x   ,1*

24 x   .2*
34 x  

For simplicity, let, ,121 xx   ,132 xx   ,233 xx   ,244 xx   ,345 xx   for the first model, above 

problem is transformed to the following problem: 

Maximize               f  

Subject to               
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The neural network model for solving the maximum flow problem is the following nonlinear 
dynamical system: 

 

 

This is equivalent to: 
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By selecting ,300n  ,1000  ,0001.0dt   3,3,3,3,3,30 x  and using Euler method for 

solving above neural network model, the optimal solution is obtained as follows: 

  .001.2,002.1,000.0,002.2,001.1,004.3* tx   

The first component of *x  is flow of maximum value problem, that is, 004.3* f (see Fig. 2). 

First neural network model which was proposed, for initial point   ,5,5,5,5,5,50
tx   after 500 

iteration, for   ,1,1,1,1,1,10
tx   after 50000 iteration and for   ,0,0,0,0,0,00

tx  after 80000 

iteration is convergent to the optimal solution. Fig. 3 shows the trajectories of the system with 
three different initial points are convergent to the optimal solution. 
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Now consider the second model of the neural network for example 5. 1, we have: 

 

Fig. 2. State‐variables obtained for the first neural network model. 

       Fig. 3. Three trajectories with different initial points. 
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Maximize             f  

Subject to 
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Duality of above problem is: 

Minimize          131211109 2324 yyyyy   

Subject to         
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The second model for solving primal and dual problem is the following nonlinear dynamical 
system:  
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wherever  ,0,0,0,0,0,1c    ,2,3,2,4,1,0,0,0,0,0,0,0,0 tb     .,, 211
tAAAB   By selecting 

,dtk  ,2000n  ,1.0dt    ,0,0,0,0,0,00
tx    0,0,0,0,0,0,0,0,0,0,0,0,00 y  and using Euler 

method for solving above neural network model, primal and dual optimal solution is obtained as 
follows: 

 tx 004.2,006.1,000.0,006.2,004.1,011.3*   

 ty 999.0,000.0,000.0,000.0,999.0,123.0,701.0,141.0,577.0,630.0,207.0,648.0,084.0*   

The first component of *x is flow of maximum value, that is, 011.3* f (see fig. 4). 

 

 

Second neural network model for 1.0dt  and initial point  tx 0,0,0,0,0,00   after 2000 

iteration, for  1,1,1,1,1,10 x  after 2000 iteration and for  5,5,5,5,5,50 x  after 2000 iteration is 

convergent to the optimal solution. Fig. 5 shows the trajectories of the system with three 
different initial points is convergent to the optimal solution. It is showed for a linear 
programming problem with 6 variable and 9 constrains, the first model is convergent after about 
500 iteration and period of, 0.0058 seconds. Similarly, the second model is convergent after 

       Fig. 4. State‐variables obtained for the second neural network model. 
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about 2000 iteration and period of, 0.0210 seconds. In comparison, Xia model takes more than 
6000 iterations to solve the same problem, using Xia model in period of, 0.1864 seconds (see 
Table 1). 

 

 

Model Iterations Maximum flow Time(seconds) 

Xia 6000 3.0017 0.1864 

First  model 500 3.003 0.0058 

Second model 2000 3.0002 0.0210 

 

Example 5. 2. Consider the pipe network shown as in Fig. 6, it shows the flow capacities 
between various pairs of locations in ways. Determine a sr    flow of maximum value in the 
following graph. 

 

 

   Fig. 5. Three trajectories with different initial points. 

Fig. 6. Network showing pipe capacities. 

Table. 1.  
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If we consider maximum flow problem as a linear programming problem, we have a problem 
with 22 variables, 10 equality constraints and 21 inequality constraints. Flow of Maximum value 

which obtained by simplex method is .14* f  

We solve the maximum flow problem with the first, second and Xia model by selecting the 
initial point:  

 .10,10,10,10,10,10,10,10,10,10,10,10,10,10,10,10,10,10,10,10,10,100 x  

By using Euler method, the results in are shown Table 2 and Fig. 7.  

Model Iterations Maximum flow Time(seconds) 

Xia 2000000 14.026 376.205829 

First model 5000 14.012 0.119542 

Second model 10000 14.0006 0.140331 

   

 

 

 

First model  Second model 

Xia model 

Table. 2.  

Fig. 7. Three trajectories with different iterations for the First, 

Second and Xia models. 
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The convergence rate of the first model depends on initial point, but the second model with the 
start of any initial point has a fixed convergence rate. By selecting:  

  ,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,00
tx   and using Euler method, you can see the results 

in Table 3.    

Model Iterations Maximum flow Time(seconds) 

First model 600000 14.012 14.659978 

Second model 10000 13.997 0.144184 

 

6. Conclusions 

This paper presents two neural network models to solve maximum flow problem. To obtain the 
first neural network model, the first original problem is transformed into an unconstrained 
optimization problem, then constructed a nonlinear dynamic system. In the second neural 
network model using the K.K.T conditions, other nonlinear dynamic system is obtained. In this 
model, optimal solutions of the primal and dual problems are obtained, also with start of any 
initial point system of the nonlinear dynamic has a much faster convergence rate. Both models 
with start of any initial point are convergent to the optimal solution. 
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