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Abstract 
 
We consider a risk reserve process whose premium rate reduces from cd to cu when the 
reserve comes above some critical value v. In the model of Cramer-Lundberg with initial 
capital u ≥ 0, we obtain the probability that ruin does not occur before the first up-crossing of 
level v. When u < v, following H. Gerber and E. Shiu (1997), we derive the probability that 
starting with initial capital u ruin occurs and the severity of ruin is not bigger than v. Further 
we express the probability of ruin in the two step premium function model - ψ (u,v), by the 
last two probabilities.  Our assumptions imply that the surplus process will go to infinity 
almost surely. This entails that the process will stay below zero only temporarily. We derive 
the distribution of the total duration of negative surplus and obtain its Laplace transform and 
mean value. As a consequence of these results, under certain conditions in the Model of 
Cramer-Lundberg we obtain the expected value of the severity of ruin. In the end of the paper 
we give examples with exponential claim sizes.  

 
Keywords: Surplus process; Probability of ruin; Total duration of negative surplus  
 
AMS 2000 Subject Classification No.: 91B30; 60G99 

 
 

1.   Introduction  
 

In this paper Y0 = 0. We denote by Y1, Y2, ... the claim amounts and suppose that they are 
positive, independent and identically distributed (i.i.d.) random variables (r.vs.) with 
distribution function (d.f.) F which is absolutely continuous, and with finite mean  

EY1 = 
µ
1  < ∞. 

We assume that the times between claim arrivals X1, X2, ... are independent and exponentially 
distributed r.vs. with parameter λ > 0 and the sequences {Yi : i ∈ N} and {Xi : i ∈ N} are 
independent.  
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In the classical risk theory usually the time of ruin, the probability of ruin, and the deficit at 
ruin are examined. A good treatment in this area is Grandel (1991). 
 
In the Cramer-Lundberg model the premiums are received at a constant rate c > 0 per unit 
time. In this case the duration of negative surplus have been investigated in  Reis (1993) and 
in Dickson and  Reis (1996). The joint distribution of the time of ruin, the surplus 
immediately before ruin, and the deficit at ruin is examined by Gerber and Shiu (1997). The 
distribution of the time of ruin τCL (u) for the cases when the initial capital u = 0, in terms of 
the d.f. of the aggregate claim amount is expressed by the following Seal’s formulae (see e.g. 
Rolski (1999), Theorem 5.6.2.):  

P(τCL(0) > t) = ∫
ct

ct 0

1 P( ∑
=

)(

0

tN

i
i

CL

Y ≤ y) dy;                                                    (1.1) 

and if u > 0 then  

P(τCL(u) > t)  =  P( ∑
=

)(

0

tN

i
i

CL

Y ≤ u + ct) -  ∫
u

c
0

 P(τCL (0) > t - u) P 

( )

0

CLN t

i
i

Y u
y

c
=

 
− 

 ≤
 
 
 

∑
 dy 

Here we denote by NCL(t) the number of claim arrivals up to time t.  
 
E. Kolkovska, et al. (2005) prove the existence of local time of renewal risk process with 
continuous claim distribution. They obtain the Laplace functional of the occupation measure 
of the risk process.  
 
We consider a particular case of a collective risk model with risk dependent premiums.  The 
risk process is defined by 

R (t)  =  u  + ∫
t

0

c (R (s))  ds  - ∑
=

)(

0

tN

i
iY ,      t ≥ 0, 

where 





>
≤

=
vy
vy

c
c

yc
u

d

,
,

)(  

and v is a fixed, nonnegative real number.  
 

   

0 

 v 

u 

T(u,v) τ(u) t 

 
Fig. 1. Case u < v. 
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u 

 v 

0 τ(u) 
 T(u, v) 

Such a model is called two-step premium function model (see e.g. Asmussen (1996)). For 
examples of sample paths see Figure 1 and Figure 2. 

 
 

 
 
 
 
 

 
 
 
 
 

Fig. 2. Case u ≥ v. 
 

Without loss of generality we assume that min(cd, cu) = cu.  Our first step will be to require the 
basic net profit condition  

min(cd, cu) > 
1

1

EX
EY . 

This leads to ψ (u, v) < 1 for all 0 ≤ u < ∞, where ψ (u, v) is the probability of ruin in the two-
step premium function model with initial capital u. Our assumptions imply also that  

P( R(t) → ∞ for t → ∞ ) = 1. 

The latter means that the duration of a single period of negative surplus and the number of 
down-crosses of level zero by the surplus process are almost surely finite.  
 
2. Preliminary Results  

 
In this section we consider the Cramer-Lundberg model with initial capital u and premium 

income rate c > 
1

1

EX
EY . 

We denote by  

FI (y) = µ ∫
y

0

(1 - F(x)) dx 

the integrated tail distribution of F, by ψCL(u) the probability of ruin and by δCL(u) the 
survival probability. The following three formulae can be found in any basic textbook on Risk 
theory.  

δCL(0) = 1 - 
µ
λ
c

,                                                                   (2.1) 

δCL(u) =δCL(0) + ∫
u

0

δCL(u - y) dy ((1 - δCL(0)) FI  (y)),                                     (2.2)  

δCL(u) = δCL(0) + δCL(0) ∑
∞

=1k
(1 - δCL(0)) k FI 

*k (u).                                     (2.3) 

Let qCL(u, v) be the probability that ruin does not occur before the first up-crossing of level v. 
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In this section we assume that 0 ≤ u < v. 
 

Because of  ψCL(u) = 1 - qCL(u, v) +ψCL(u) qCL(u, v) (see e.g. Asmussen (1996)) we have 

qCL(0, v) = 
)(
)0(

vCL

CL

δ
δ

 ,                                                              (2.4) 

qCL(u, v) = 
)(
)(

v
u

CL

CL

δ
δ

 = 
),0(
),0(

uq
vq

CL

CL .                                                 (2.5) 

 
In the following lemma we derive an integral equation and explicit formula for qCL(u, v).  

 
Lemma 1:  

qCL(u, v) = qCL(0, v) + ∫
u

0

qCL(u  –  y, v) d y ((1 - δCL(0)) FI  (y)),                    (2.6)  

qCL(u, v) =
∑

∑
∞

=

∞

=

−+

−+

1

*

1

*

)())0(1(1

)())0(1(1

k

k
I

k
CL

k

k
I

k
CL

vF

uF

δ

δ
.                                          (2.7) 

 
Proof:  
 
We divide (2.2) to δCL(v), then we use (2.5) and obtain (2.6).  Now we divide (2.3) to δCL(0), 
then we use (2.4) and obtain 

qCL(0, v) =
∑
∞

=

−+
1

* )())0(1(1

1

k

k
I

k
CL vFδ

.                                        (2.8) 

If we gather (2.8) and (2.5) we come to (2.7).  
 

We denote by GCL (u, v) the probability that starting with initial capital u ruin occurs and the 
severity of ruin is not bigger than v.  Then, because  F   is absolutely continuous GCL (u, 0) = 
0, for all u ≥ 0. Let us remind that  

GCL(0, v) =  ψCL(0) FI (v).                                                  (2.9) 

See e.g. N. Bowers et al. (1987) or the key formula in Gerber and Shiu (1997). They also 
obtain that starting with initial capital zero, this is the probability that ruin occurs and the 
surplus immediately before ruin is less than v. It is well known that it coincides with the 

defective d.f. of the first ascending ladder height of the random walk Sn = ∑
=

n

k 1

(Yk - cXk).  

The sum in the denominator of (2.7) is just the renewal function ∑
∞

=1

*)),0((
k

k
CL vG . As is 

known it equals the expected value of the number of ascending ladder heights of the 
corresponding terminating renewal process before the first up-crossing of level v. It is also the 
mean number of minimums of the risk reserve process with initial capital 0 before its first 
down-crossing of level -v.  
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Having in mind the paper of Gerber and Shiu (1997)  we obtain GCL(u, v).  
 
Lemma 2:  
 
For u ≥ 0  

GCL(u, v)  = 
)0(1

1

CLψ−
{ψCL(u) - ψCL(u + v) + ∫

v

0

ψCL(v + u - z) dz GCL(0, z)   

-ψCL(u)GCL(0,v)}. 
 
Proof:  
 
For u = 0 by (2.2) and (2.9) the lemma is obviously true. We will consider the case when u>0.  
By  RCL(u, t)  we denote the risk reserve up to time t ≥ 0 and by τCL(u) the time of ruin. By 
(4.6) in Gerber and Shiu (1997) for the function Γ(u, x) which is defined as the solution of the 
equation   

Γ(u, x) = ∫
u

0

Γ(u - z) dz GCL(0, z) + I{u < x}(x), 

where 

IA(x) = 


 ∈

elsewhere
Ax

0
,1

 

we have  

P
))(,(),)(,( uuRuuR CLCLCLCL ττ −− (x, y; τCL(u) < ∞) =  

= P
))0(,0(),)0(,0( CLCLCLCL RR ττ −− (x, y; τCL(0) < ∞)Γ(u, x). 

By (3.12) in Gerber and Shiu (1997)  
P

))0(,0(),)0(,0( CLCLCLCL RR ττ −− (x, y; τCL(0) < ∞)= µ.ψCL(0) PY 1  (x + y). 

This means that  
P

))(,(),)(,( uuRuuR CLCLCLCL ττ −− (x, y; τCL(u) < ∞) = µ.ψCL(0) PY 1 (x + y) Γ(u, x).       (2.10)  

 
By Dickson’s formulae (See Dickson (1992)) and (5.2) in Gerber and Shiu (1997) we have  

Γ(u, x) =
)0(1

1

CLψ− 



≤<
≥>

−−
−

ux
ux

uxu
u

CLCL

CL

0
0

,
,

)()(
)(1

ψψ
ψ

 

We substitute this expression in the equation (2.10). So we obtain for x > u ≥ 0  

P
))(,(),)(,( uuRuuR CLCLCLCL ττ −− (x, y; τCL(u) < ∞) = 

)0(1
))(1)(0(.

CL

CLCL u
ψ

ψψµ
−

−  PY 1 (x + y)     (2.11)  

and for 0 < x ≤ u  

P
))(,(),)(,( uuRuuR CLCLCLCL ττ −− (x, y; τCL(u) < ∞) = 

)0(1
))()()(0(.

CL

CLCLCL uxu
ψ

ψψψµ
−

−−  PY 1 (x + y). (2.12)  

 
Now we are ready to obtain GCL(u, v). It is true, that 

GCL(u, v) = P(τCL(u) < ∞, -R CL(u,τCL(u)) ≤ v) = ∫
v

0

P ))(,( uuR CLCL τ− (y; τCL(u) < ∞) dy. 
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Integrating the joint density function with respect to x we obtain the density of the severity of  
ruin, so  

GCL(u, v) = ∫ ∫
∞v

0 0

P
))(,(),)(,( uuRuuR CLCLCLCL ττ −− (x, y; τCL(u) < ∞) dx dy. 

By changing the order of integration and applying (2.11) and (2.12) we can say that  

GCL(u, v) =
)0(1

)0(

CL

CL

ψ
µψ
− 



∫
u

0

(ψCL(u - x) - ψCL(u)) F (x) dx + ∫
∞

u

(1 - ψCL(u)) F (x) dx  

- ∫
u

0

(ψCL(u - x) - ψCL(u)) F (x + v) dx - ∫
∞

u

(1 - ψCL(u)) F (x+ v) dx


  

=
)0(1

)0(

CL

CL

ψ
µψ
− 



∫
u

0

ψCL(u - x) F (x) dx -
µ

ψ )()( uFu ICL  +
µ

ψ ))(1))((1( uFu ICL −−  

- ∫
+vu

v

ψCL(u + v - x) F (x) dx +ψCL(u) ∫
+vu

v

F (x) dx+(1 - ψCL(u)) ∫
∞

+vu

F (x) dx 


  

=
)0(1

1

CLψ−
{ψCL(0) ∫

u

0

ψCL(u - x) dx FI (x) + ψCL(0) (1 - FI (u)) - ψCL(0)ψCL(u)  

- ∫
+vu

v

ψCL(u + v - x) dx (ψCL(0) FI (x)) +ψCL(0)ψCL(u) (1 - FI (u)) - ψCL(0) (1 - FI (u + v))}. 

 
Because of (2.9) and (2.2)  

GCL(u, v)  = 
)0(1

1

CLψ−
{ψCL(u) - ψCL(u + v) + ∫

v

0

ψCL(v + u - z) d z GCL(0, z)   

-ψCL(u)GCL(0,v)}. 
So we completed the proof.   

                                                     
 
3. The Total Duration of Negative Surplus 

  
In the classical Cramer-Lundberg model with initial capital u = 0,  Reis (1993) notes that, 
given that ruin occurs, the duration of the first single period of a negative surplus (we denote 
it by η1,CL(0)) coincides in distribution with the time of ruin. It is also identically distributed 
with the other periods of negative surpluses, conditionally that they are positive. This 
distribution could be found by Seal’s formula (1.1). For t ≥ 0   

P(τCL(0) ≤ t | τCL(0) < ∞) = })(11{
)0(

1

0

)(

0
∫ ∑ ≤−

=

ct tN

i
i

CL

dyyYP
ct

CL

ψ
. 

 
In the model of Cramer-Lundberg we define TCL(u, v) to be the time of the first up-crossing of 
level v and as before, GCL(u, y) to be the probability that starting with initial capital u ruin 
occurs and the severity of ruin is not bigger than y. By Dickson and  Reis (1996), for arbitrary 
initial capital u > 0  

P(η1,CL(u) ≤ t | η1,CL(u) > 0) = 0,),()),0((
)(

1

0

≥≤∫ tyuGdtyTP
u

ct

CLyCL
CLψ

. 
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In the two-step premium function model with initial capital  u ≥ 0 the single sojourn time of 
the risk reserve process in  (-∞, 0]  could be considered like the single sojourn time in (-∞, 0] 
of the risk reserve process in the model of Cramer-Lundberg with premium income rate cd. 
For all k = 1, 2, ..., given that the duration of k-th negative surplus is positive it has the same 
distribution whether we consider the model of Cramer-Lundberg with premium income rate cd 
or the two step premium function model. Further instead of lower index CL we will write d 
when the discussed quantity is equal to the certain quantity in the model of Cramer-Lundberg 
with premium income rate cd. Analogously we use lower index u.  
 
Let ηk (u), k =1, 2, ... be the duration of k-th negative surplus in the two-step premium 
functions model with initial capital u. Given that η1(u), η2(u),... are positive they are 
independent and η2(u), η3(u), ... are identically distributed.  

P(η1(0) ≤ x | η1(0) > 0) = Pd(η1(0) ≤ x | η1(0) > 0)                                       (3.1) 
for x ∈ R.  
 
When u > 0  

P(η1(u) ≤ x | η1(u) > 0) = Pd(η1(u) ≤ x | η1(u) > 0)                                       (3.2) 
for x ∈ R.  
 
When k = 2, 3, ... and u ≥ 0  

P(ηk(u) ≤ x | ηk(u) > 0) = P(η1(0) ≤ x | η1(0) > 0) ,       x ∈ R.                          (3.3) 
 
We assume that η0 = 0.  The total duration of negative surplus η(u, v) in the two-step 
premium functions model can be presented as random sum  

η(u, v) = ∑
=

)0,,(

0

vuN

i
 ηi (u), 

where N(u, v, 0) is the number of occasions on which the surplus process falls below zero.  
 
Let us note that N(u, v, 0) and η1(u), η2(u),... are not independent.  To come to the distribution 
of η(u, v) we have to determine the distribution of N(u, v, 0).  
 
It is not difficult to obtain that  

P (N(u, v, 0) = 0) = 1 -  ψ (0, v),                                                (3.4) 
and for k = 1,2,...  

P (N(u, v, 0) = k) =  ψ (u, v) ψ k-1(0, v)(1 -  ψ (0, v)).                              (3.5) 

 
In the following theorem we express  ψ (u, v) in different cases for u and v. 

 
Theorem 1:  
 
For the two-step premium function model with net-profit condition (2.1) 
 
a) If u = v, then 

ψ (v,v) =
)0()0()()0()0()(

)0()()0(

dududd

ddu

vv
v

δψδψψδ
δψψ

+−
;                             (3.6)  

 

7

Jordanova: Total Duration of Negative Surplus of a Risk Process

Published by Digital Commons @PVAMU, 2007



AAM: Intern. J., Vol. 2, No. 2 (December 2007)  [Previously, Vol. 2, No. 2]                                         114
           

 

b) If u < v, then 

ψ (u,v) = 1 - 
)0()0()()0()0()(

)0()()0(

dududd

udd

vv
u

δψδψψδ
δδψ

+−
;                        (3.7)  

 
c) If u > v, then 

ψ (u,v) = ψu (u - v)  - 
)0()0()()0()0()(

),()()0()0(
0

dududd

v

uyddu

vv

yvuGdyv

δψδψψδ

δψδ

+−

−−∫
.                (3.8)  

 

Here ψu (u) is the probability of ruin in the Cramer-Lundberg model with initial capital u and 
premium income rate per unit time cu, Gu(u, v) is equal to GCL(u, v) and δu (u) = 1 - ψu (u). δd 
(u) is the survival probability in the model of Cramer-Lundberg with initial capital u and 
premium income rate cd.  

 
Proof:  

We denote by Ru (x, t) the risk reserve up to time t ≥ 0 in the model of Cramer-Lundberg with 
initial capital x ≥ 0 and premium income rate cu > 0. We define τu (x) to be the time of ruin, Tu 
(x, v) - the time of the first up-crossing of level v and qu (x, v) to be the probability that ruin 
does not occur before the first up-crossing of level v.  
 
Analogously we denote by Rd (x, t) the risk reserve up to time t ≥ 0 in the model of Cramer-
Lundberg with initial capital x ≥ 0 and premium income rate cd > 0. τd(x) is the time of ruin in 
this model, and  ψd (x) is the probability of ruin. Let Td (x, v) be the time of the first up-
crossing of level v.  
 
In the two step premium function model with initial capital u and critical level x we define θ 
(u, x, t) to be the number of down-crossings of level v up to time t.  
 
We consider the following three groups of events:  
A(u, v) = ”starting with initial capital u there is no ruin before the first up-crossing of level v”,  

B(u, v) = ”τ(u) < ∞, θ (u, v, τ(u)) = 1 and the time of the down-crossing of the level v 
coincides with the time of ruin” and  

C(u, v) = ”τ(u) < ∞, θ (u, v, τ(u)) = 1 and the time of the down-crossing of the level v 
does not coincide with the time of ruin”.  

 
a) At this point we suppose that the risk reserve process starts with initial capital v.  By the 
Theorem of Total Probability we have  

ψ (v, v) = ∑
∞

=1i
P (τ (v) < ∞, θ (v, v, τ (v)) = k)                                        (3.9) 

 
To find P (B(v, v)) we consider only the risk-reserve process Ru (0, t). It is not difficult to 
realize, that  

P(B(v, v)) = P(τu (0) < ∞, -Ru(0,τu(0)) > v) =  ψu(0) - P(τu (0) < ∞, -Ru(0,τu (0)) ≤ v). 
 
By (2.9)  
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P(B(v, v)) = ψu (0) - ψu (0)FI (v) =  ψu (0)(1 - FI (v)) =  ψu(0) IF (v).                   (3.10) 

By the Theorem of Total Probability and (2.9) we obtain  

P(C(v, v)) = ∫
v

0

P(Td (v – y, v) >τd (v - y)) d y P(-R u(0,τu(0)) ≤ y,τu(0) < ∞)   

     =ψu (0) ∫
v

0

(1 – qd (v – y, v)) d y FI (y). 

 
In view of (2.5), a formula equivalent to the above one is  

P(C(v, v)) = ψu (0).FI (v) - ψu (0) ∫
v

0 )(
)(

v
yv

d

d

δ
δ −

 d y FI (y). 

 
Now we use (2.2) and obtain  

P(C(v, v)) = ψu (0).FI (v) - ψu (0) 
)0()(
)0()(

dd

dd

v
v
ψδ
δδ −

. 

 
By distinguishing whether or not ruin occurs at the first time when the surplus falls below the 
initial capital v, the law of total probability yields  

P(τ (v) < ∞, θ (v, v,τ (v)) = 1) = P(B(v, v)) + P(C(v, v))   

= ψu (0) - ψu (0) 
)0()(
)0()(

dd

dd

v
v
ψδ
δδ −

 = 
)0()(

)()0()0(

dd

ddu

v
v

ψδ
ψδψ

. 

Let us find P(τ (v) < ∞, θ (v, v,τ (v)) = 2). Then 

P(A(v, v)) = ∫
v

0

P(Td (v – y, v) ≤τd (v - y)) d y P(-R u(0,τu(0)) ≤ y,τu(0) < ∞) . 

Analogously to P(C(v, v)) we obtain  

P(A(v, v)) =ψu (0) ∫
v

0

qd (v – y, v)) d y FI (y) = ψu (0) 
)0()(
)0()(

dd

dd

v
v
ψδ
δδ −

. 

 
By distinguishing whether or not ruin occurs at the second time when the surplus falls below 
the initial capital v and applying the law of total probability, we obtain  

P(τ (v) < ∞, θ (v, v,τ (v)) = 2) = P(A(v, v))(P(B(v, v)) + P(C(v, v))). 
 
Analogously  

P(τ (v) < ∞, θ (v, v,τ (v)) = k) = Pk - 1(A(v, v))(P(B(v, v)) + P(C(v, v))). 
 
Finally applying (3.9) we can calculate  

ψ(v, v)  = ∑
∞

=1k
Pk - 1(A(v, v))(P(B(v, v)) + P(C(v, v)))  

  =
)),P(A( - 1

)) ,P(C(  )) ,P(B(
vv

vvvv + =
)),P(A( - 1

)) ,P(A(  (0)u

vv
vv+ψ  

  = 1 - 
)0()0()()0()0()(

)0()()0(
dududd

ddu

vv
v

δψδψψδ
ψδδ

+−
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  =
)0()0()()0()0()(

)0()()0(

dududd

ddu

vv
v

δψδψψδ
δψψ

+−
. 

 

b) Analogously to Asmussen (1996) we obtain  ψ (u, v) = 1 - qd (u, v) + ψ (v, v) qd (u, v). 
Now, we replace ψ (v, v) with the expression in a) and qd(u, v) by (2.5) and come to (3.7).  

 
c) As above, by distinguishing whether or not ruin occurs at the first time, when the surplus 
falls below the critical level v, or there is no ruin before the first up-crossing of level v and 
applying the law of total probability, we obtain  

ψ (u, v) = P(B(u, v)) + P(C(u, v)) + P(A(u, v)) ψ (v, v).                                (3.11) 
 
We found ψ (v, v) in a). To find P(B(u, v)) we consider an auxiliary risk-reserve process Ru 
with initial capital u - v and premium income rate cu.  

P(B(u, v)) = P(τu(u - v) < ∞, -R u(u - v, τu(u - v)) > v)  

     =  ψu (u - v) - P(τu (u - v) < ∞, -R u (u - v, τu(u - v)) ≤ v)  

     =ψu (u - v) - Gu(u - v, v). 
 
By Total probability, (2.5) and (2.2)  

P(C(u, v)) = ∫
v

0

(1 – qd (v – y, v)) d y Gu (u – v, y)  

     = Gu (u – v, v) - ∫
v

0 )(
)(

v
yv

d

d

δ
δ −

 d y Gu (u – v, y), 

and 

P(A(u, v)) = ∫
v

0

qd (v – y, v) d y Gu (u – v, y) = ∫
v

0 )(
)(

v
yv

d

d

δ
δ −

 d y Gu (u – v, y). 

Substituting these expressions in (3.11) and using (2.5), we obtain  
ψ (u, v) =ψu (u - v) – P (A(u, v)) δ(v, v)  

 = ψu (u - v) - 
)0()0()()0()0()(

),()()0()0(
0

dududd

v

uyddu

vv

yvuGdyv

δψδψψδ

δψδ

+−

−−∫
. 

 
 
Note: 1.   As a consequence we obtained the obvious result that for u ≥ 0, it is true that 

ψ (u, 0) = ψu (u). 

 

2.   It is interesting to note, that if u ≤ v then 

)1)((1

1
)()0(
),(),0(

)()(
),(),(

u

d
d

dddd vv
vvv

vu
vvvu

ρ
ρ

ψψψ
ψψ

ψψ
ψψ

−−
=

−
−

=
−
− . 
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3.   If we compare the two - step premium function model with initial capital u and   
      critical level v ≤ u and the Model of Cramer -Lundberg with initial capital u - v and    
      premium income rate cu it is interesting to mention that the following relation holds  

ψu (u - v) = P(A(u, v)) + P(B(u, v)) + P(C(u, v)). 
 
Now we are ready to obtain our main result.  

 
Theorem 2:  

For the two-step premium function model with net-profit condition (2.1), initial capital u ≥ 0 
and critical level v ≥ 0  

i) for x ≤ 0,  P(η (u, v) ≤ x) = 0 and for x ≥ 0,  

P(η (u, v) < x) = (1 - ψ (0, v)) + ψ (u, v)(1 - ψ (0, v)) ∑
∞

=1i
K1 *K2 *(k - 1) (x)(ψ (0, v))k - 1, (3.12) 

where K1 (x) = P(η1(u) ≤ x | η1(u) > 0) and K2 (x) = P(η1(0) ≤ x | η1(0) > 0) are determined by 
(3.1), (3.2) and (3.3).  
 
ii) for x > 0  

Ee-xη(u, v) = (1 - ψ (0, v)) (1 + 

)(
)1(),0(1

),(
)(

1),(

)(
0

)(

1

xf
Eev

yuGde
u

vu

xfY

dy
xfy

d

−
−

−
−

∞
−∫

µψ

ψ
ψ

), 

where the function f(s) satisfies the equation s = cd f (s) + λ (E e-Y1  f (s) - 1),  s < 0.  
 
iii) If DY1 < 1,  then 

Eη (u, v) = 













+∫

∞

0

2
1

),0(2
),0()(

),(
)(

1
)0(
),(

v
vYE

xuGdx
uc

vu
dx

ddd δ
ψµ

ψδ
ψ .  

 
Proof: 
 
i) By total probability (3.4), (3.5) and  

P(η(u, v) < x) = P( ∑
=

)0,,(

1

vuN

i
iη (u) <  x), 

we have (3.12).  
 
ii) By (3.6) in Dickson and  Reis (1996) for all u > 0 and for all x > 0  

Ed( )(1 uxe η− | η1(u) > 0) = ∫
∞

−

0

)( ),,(
)(

1 yuGde
u dy

xfy

dψ
 

where the function f(s) satisfies the equation s = cd f (s) + λ (E e-Y1  f (s) - 1), for s < 0.  
 
By Reis (1993) we have for k = 2,3,...  

Ed ( )(ux ke η− | ηk (u) > 0) = Ed( )0(1ηxe− | η1 (0) > 0) = 
)(

)1( )(1

xf
Ee xfY

−
−−µ , 

where f(s) is the same function as above.  

11

Jordanova: Total Duration of Negative Surplus of a Risk Process

Published by Digital Commons @PVAMU, 2007



AAM: Intern. J., Vol. 2, No. 2 (December 2007)  [Previously, Vol. 2, No. 2]                                         118
           

 

 
These formulae and the law of the total expectation yield  

Ee-xη(u, v) = E
∑
=

)0,,(

1

)(
vuN

i
i u

e
η

 
  = 1 - ψ (0, v) + ψ (u, v)(1 - ψ (0, v)).E( )(1 uxe η− |η1(u) > 0)  

.∑
∞

=1k
ψ k - 1 (0, v)( E( )0(1ηxe− |η1(0) > 0)) k – 1   

= (1 - ψ (0, v)) 
1

1

( )
1

(0)
1

( , ). ( | ( ) 0)1
1 (0, ). ( | (0) 0)

x u

x

u v E e u
v E e

− η

− η

 ψ η >
+ − ψ η > 

 

= (1 - ψ (0, v)) 
1

( )

0
( )

1( , ) ( , )
( )

1
( 1)1 (0, )

( )

y f x
y d

d
Y f x

u v e d G u y
u

Eev
f x

∞
−

−

 
ψ ψ +

 µ −
− ψ  − 

∫
. 

 
iii) By Reis (1993), we have for all u > 0  

Ed (η1(u) |η1(u) > 0) = ∫
∞

0)()0(
1 x

uc ddd ψδ
 dx Gd(u, x). 

 
If the variance of Y1 is finite, by Reis (1993) we have for k = 2,3,... 

Ed (ηk(u) | ηk(u) > 0) = 
)0(2
)( 2

1

ddc
YE

δ
µ

. 

 
By these formulae and the law of the total expectation we obtain  

Eη(u, v) = E ∑
=

)0,,(

1

vuN

i
iη (u) = ∑ ∑

∞

= =1 1
(

i

i

k
E (ηk(u) | ηk(u) > 0))ψ (u, v)(1 - ψ (0, v)) ψ i - 1 (0, v)  

=ψ (u, v)(1 - ψ (0, v)) ),0()
)0(2

)()1(
),(

)()0(
1( 1

1 0

2
1 v

c
YEi

xuGdx
uc

i

i dd
dx

ddd

−
∞

=

∞

∑ ∫
−

+ ψ
δ
µ

ψδ
   

  =ψ (u, v)(1 - ψ (0, v))
0

1 ( , )
(1 (0, )) (0) ( ) x d

d d d

x d G u x
v c u

∞


− ψ δ ψ
∫    

2 2
1 1

2

. ( ) . ( )
2 (0)(1 (0, )) 2 (0)(1 (0, ))d d d d

E Y E Y
c v c v

µ µ
+ − δ − ψ δ −ψ 

  

   =













−

−
+∫

∞

0

2
1

2
1

2
)(

)),0(1(2
)(

),(
)(

1
)0(
),( YE

v
YE

xuGdx
uc

vu
dx

ddd

µ
ψ

µ
ψδ

ψ  

   =













+∫

∞

0

2
1

),0(2
),0()(

),(
)(

1
)0(
),(

v
vYE

xuGdx
uc

vu
dx

ddd δ
ψµ

ψδ
ψ . 

 

12

Applications and Applied Mathematics: An International Journal (AAM), Vol. 2 [2007], Iss. 2, Art. 4

https://digitalcommons.pvamu.edu/aam/vol2/iss2/4



      Pavlina Jordanova 119 

4. A Numerical Example  
 

      Let  

P(Y1 < x) = 




≤
>− −

0,0
0,1

x
xe xµ

. 

 
As it is known, in this case the integrated tail distribution of F is also exponential with the 

same parameter µ, ρ = 
λ
µc  - 1 and  

δCL(u) =1 - 
ρ

ρ
ρµ

+

+
−

1

1
v

e . 

 
According to the above lemmas  

qCL(0, v) =
ρ
ρ

µ
ρ

ρ

+
−

−+ 11
v

e
, 

and  

qCL(u, v) =
ρ
ρ

µ

ρ
ρ

µ

ρ

ρ

+
−

+
−

−+

−+

1

1

1

1
v

u

e

e . 

Because of  ψCL(0) = 
ρ+1

1  and by (2.9)  

GCL(0, v) = 
ρ

µ

+
− −

1
1 ve . 

 
When we substitute these expressions in Lemma 2 we obtain  

GCL(u, v)  = )1(
1

1
v

u

ee µ
ρ
ρ

µ

ρ
−

+
−

−
+

 

So we obtain the well known result that in this case  

GCL(u, v)  =  ψCL(u). FI (v).                                               (4.1)  

Let us remind, that (4.1) is not correct for any claim size distribution function F. In general 
case, as is shown in Bowers et al. (1987) or in Gerber and Shiu (1997), (4.1) is correct only 
for u = 0. 
 
When we apply Theorem 1 for the exponential claim sizes, we obtain   
a) If u ≤ v then 

ψ (u,  v) = 
)1)((1

)1)(()(

u

d
d

u

d
dd

v

vu

ρ
ρ

ψ

ρ
ρ

ψψ

−−

−−
, 

where ρ d = 
λ
µdc -1, ρ u = 

λ
µuc -1 and  
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ψd (v) = 
d

v
d

d

e
ρ

ρ
ρ

µ

+

+
−

1

1

; 

 
b) If u > v  

ψ (u,  v) = 
)0()0())0()0()((

)()0()(

uddud

ddu

v
vvu

δψψψδ
ψδψ
+−

−
 

= u

uvu
e ρ

ρ
µ

+
−−

1
)(

)1)((1

)(

u

d
d

u

d
d

v

v

ρ
ρ

ψ

ρ
ρ

ψ

−−
 

= u

uvu
e ρ

ρ
µ

+
−−

1
)(

ψ (v, v). 

 

It is interesting to note that when the claim sizes are exponentially distributed and u > v  

.
)(
)(

),(
),(

v
u

vv
vu

u

u

ψ
ψ

ψ
ψ

=  

 
Let λ = 1 and µ = 4.  By net profit condition (2.1)  min(cd, cu) should be greater than 0.25. 
Table 1 and Table 2 show values of  ψ (u, v) and Eη(u, v) for different cases of cu, cd, u and v. 
 

Table 1. Values of ψ (u, v) and Eη(u, v) 
for cu = 0.26 and cd = 0.3; 0.35 or 0.4 
 

 Table 2. Values of  ψ (u, v) and Eη(u, v)  
for cu = 0.3 and cd = 0.3; 0.4 or 0.5 

cu cd u v ψ (u, v) Eη (u, v)  cu cd u v ψ (u, v) Eη (u, v) 
0.26 0.3 1 1 0.7898  947.9360  0.3 0.3 1 1 0.4278 162.5821 

   10 0.4303 164.3766     10 0.4278 162.5821 
   100 0.4278 162.5821     100 0.4278 162.5821 
  10 1 0.1976 237.3822    10 1 0.0011 0.4030 
   10 0.0053 2.0173     10 0.0011 0.4030 
   100 0.0011 0.4030     100 0.0011 0.4030 
 0.35 1 1 0.7468 281.5653   0.4 1 1 0.3271 18.8464 
   10 0.2278 20.5082     10 0.1395 5.2684 
   100 0.2278 20.5011     100 0.1395 5.2684 
  10 1 0.1870 70.5096    10 1 10-48.1087 0.0467 
   10 10-57.7710 0.0070     10 10-75.7357 10-52.1668 
   100 10-67.7715 10-46.9944     100 10-71.9119 10-67.2227 
 0.4 1 1 0.7085 125.1359   0.5 1 1 0.2663 5.5015 
   10 0.1359 5.2685     10 0.0677 0.8120 
   100 0.1359 5.2684     100 0.0677 0.8120 
  10 1 0.1774 31.3365    10 1 10-46.6001 0.0136 
   10 10-62.8678 10-41.0834     10 10-95.1529 10-86.1835 
   100 10-71.9119 10-67.2227     100 10-91.0306 10-81.2367 

 

Let us remind, that when cu = cd our model coincides with the Model of Cramer-Lundberg. In 
this case, v has no effect neither on the probability of ruin nor on the expected value of the 
total duration of negative surplus.  
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When we compare rows 4, 7, 16 and 17 from Table 1 crrespondingly with rows 4, 7, 10 and 
13 from Table 2 we can see that in the two-step premium function model, when the critical 
level v is large enough, the calculated values do not depend on cu. The reason for this is that in 
this case the probability of the the event  “the risk reserve process will rich this critical level 
before the last down-crossing of zero level” becames as smaller as v decreases.  
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