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Sammendrag

Litium-ion-batterier er det foretrukne batteriet for en rekke anvendelser, og markedet
for litium-ion-batterier er stadig i vekst. Gode kinetiske egenskaper er viktig for
mange anvendelser, slik som elektriske kjoretgy, lagring i kraftnett og baerbar elek-
tronikk. Galvanostatisk intermitterende titrering (GITT) er en teknikk som brukes
til & beregne diffusjonskonstanter for litium i elektrodematerialer. Tre eksperiment-
parametre, pulstid, pausetid og strgmrate, ma bestemmes for a gjennomfere et GITT
eksperiment. I denne oppgaven undersgkes innflytelsen av disse parameterne pa de
beregnede diffusjonskoeffisientene.

Innflytelsen av eksperimentparameterne ble studert i et hovedeksperiment hvor en
serie GITT opp-/utladninssykler ble gjennomfgrt, med en pulstid som ble doblet
hver iterasjon. Eksperimentet ble gjennomfgrt med tre strgmrater, C/10, C/5 og
C/2, pa forskjellige batterier. Cellene brukt i eksperimentet var halvceller med
tynnfilmer av silisium som arbeidselektrode. Tynnfilmene hadde tykkelsene 60 nm
og 80 nm. Totalt ble 18 celler brukt, 9 av hver tykkelse. Et tilleggseksperiment
ble gjennomfert pa to av cellene, en av hver tykkelse, for a teste innflytelsen av en
lengre pausetid.

Dataene fra GITT eksperimentene ble analysert ved hjelp av programmeringsspraket
Python. Diffusjonskoeffisientene beregnet gjennom GITT eksperimentene varierte
signifikant med valg av parameterverdier. Den stgrste endringen i resultat ble sett
i det andre eksperimentet med lenger pausetid. En tilstrekkelig lang pausetid ble
derfor ansett som viktig for & oppna gode resultater ved bruk av GITT.

Gyldigheten til to forenklinger som ble gjort under utledningen av GITT ble ogsa
undersgkt for ulike pulstider. Forenklingene er gyldige for ulike pulstider avhengig
av strgmraten som blir brukt. Ved en lavere strgmrate kan lengre pulstider benyttes.
For cellene som ble brukt i denne oppgaven ble en pulstid pa 8 - 64 s ansett som
et godt valg, ettersom forenklingene er gyldige i dette omradet og for mye stgy ved
lave pulstider unngas.
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Abstract

Lithium ion batteries (LIBs) are the battery of choice for a number of applications,
and the LIB market is growing rapidly. Good kinetic abilities is important for
many applications, such as electric vehicles, grid storage and portable electronics.
The galvanostatic intermittent titration technique (GITT), is a method used to
determine the diffusion constant of Li in electrode materials. Three experimental
parameters, pulse time, current rate and relaxation time, need to be chosen for
GITT experiments. In this study, the influence of these parameters on the calculated
diffusion coefficients are explored.

The effect of these parameters were studied in a main experiment where a series of
GITT charge/discharge cycles were conducted with the pulse length being doubled
in each iteration. The experiment was run with three current rates, C/10, C/5 and
C/2, on different batteries. The cells used in the experiment were half cells with
silicon thin films as working electrodes. The thin films had a thickness of 60 nm and
80 nm. A total of 18 cells where used, 9 with each thin film thickness. A secondary
experiment was performed on two of the cells, one of each thickness, to test the
influence of a longer relaxation time.

The data resulting from the GITT experiments was analysed using the programming
language Python. The diffusion coefficients determined by GITT experiments were
found to vary significantly with choice of parameter values. The largest change
in results was observed in the second experiment with longer relaxation time. A

sufficiently long relaxation time was therefore deemed important to achieve good
results with GITT.

The validity of two simplifications made during in the derivation of the GITT method
were tested for different pulse lengths. The pulse lengths where these simplifications
are valid depend on the current rate utilized. A lower current rate allows for longer
pulse times. For the cells used in this thesis a pulse length between 8 - 64 s at a
current rate of C/10 were deemed a good choice, as the simplifications are valid in
this range and too much noise at low pulse lengths is avoided.
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Chapter 1

Introduction

1.1 Background

The rising levels of CO, in the atmosphere since the industrial revolution have led
to a warming of the climate [1]. The changing climate has negative consequences
such as rising ocean levels, ocean acidification and an increase in extreme weather
conditions such as droughts, floods, heat waves and wildfires. To limit the impact of
climate change the Paris Agreement was adopted at the climate conference in Paris
in 2015 [2]. The goal of the agreement is to keep the global temperature increase well
below 2 °C and preferably limit it to 1.5°C. To reach this target a drastic decrease
in global CO, emissions is necessary.

Batteries play an important role in several decarbonizing efforts, from grid storage
to electrification of the transport sector [3]. Widespread integration of renewable
energy technologies, e.g. wind and solar power, is an important step towards de-
carbonisation of the power generation [4]. Due to the intermittent nature of these
renewables, widespread integration into the power grid benefits greatly from energy
storage. The energy storage should handle both short drops or spikes in power last-
ing seconds or minutes and longer fluctuations in power production of hours and
days. To achieve this an energy storage technology with high power and energy and
a short response time is needed [5]. According to The International Energy Agency
(IEA) the transport sector was responsible for 24% of the global CO5 emissions in
2016 [6]. Electrification of the transport sector is thus another important step to
decrease CO, emissions.

The high energy and power density of lithium-ion batteries (LIBs) make them the
battery of choice for EVs [7] and grid storage [8]. The sale of electric vehicles
has increased significantly in recent years and in 2018 the number of electric cars
globally was above 5.1 million. The use of LIBs for grid storage has also increased
in recent years [8] and can be expected to increase further in the coming years [3].
Though not relevant for the decarbonizing efforts, LIBs are the most used battery
for portable electronics, and this is a large part of the LIB market. Figure 1.1 shows
the development of the Li-ion battery market from 2010 - 2015 and expected market
developments towards 2030.
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Figure 1.1: Evolution of LIB market development in recent years and the expected market
development from 2020 until 2030. The data is from [3]

1.2 Aim of This Work

Good kinetic properties are important for all the mentioned LIB applications. To
further increase the popularity of electric vehicles, improvements should be made to
the charging time [9, 10]. Faster charging would make long trips more feasible and
lead to more flexibility [11]. For grid storage fast kinetics is important for handling
quick changes in power output [5]. With regard to portable electronics good kinetic
properties are important to meet the consumers expectations of short recharge times

[3].

In 1977 Weppner and Huggins [12] introduced the galvanostatic intermittent titra-
tion technique (GITT). The method obtains kinetic properties of solid mixed-con-
ducting electrodes [12], mainly focused on determining the diffusion constant of Li in

the electrode. Since diffusion of Li in the electrode material often is the rate-limiting
factor [7], GITT is a useful tool.

The GITT test procedure consists of applying a series of short current pulses to a half
cell and letting the cell relax between each pulse. Some experimental parameters,
i.e. the pulse time, the pause time and the current rate, must be chosen when
performing GITT experiments. The main parameters are the pulse time, the pause
time and the current rate. The parameters used in literature vary widely, e.g. pulse
lengths ranging from seconds to 1 h are observed [12-21]. The main tasks in this
work are therefore to implement the GITT technique as a Python script and analyse
experimental data with the goal of determining the impact of chosen experimental
parameters on the result. This will be done through experiments with different pulse
times, current rates and pause times on half cells with a silicon working electrode.
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Theory

2.1 A Brief History of Batteries

A battery is a device that can store chemical energy and convert it to electrical
energy through an electrochemical reaction [22, 23|. Batteries can be divided into
two main categories; primary and secondary batteries. Primary batteries can only
be discharged once and are then discarded. Secondary batteries can be recharged
by sending a current through the battery so that the chemicals are restored to their
original condition [22, 24].

The first battery was described in 1800 by Alessandro Volta, Professor of Natural
Philosophy at the University of Pavia in Italy, in a study published by the Royal
Society of London. The experiment he did consisted of stacking metal discs of two
different types, where the two different metals were separated by a cloth saturated
with an alkaline solution. When the ends of the pile were connected by a conductor,
a current was produced. This first primary battery is called the voltaic pile [22, 23].

One of the earliest primary batteries in common use was the Leclanché cell, invented
by the French chemist Georges Leclanché in 1866. It consisted of a zinc rod as the
negative electrode and a carbon rod surrounded by manganese dioxide (MnO,) as
the positive electrode. The electrolyte was a solution of ammonium chloride (NH,Cl)
and zinc chloride (ZnCly). The cell delivers a voltage of 1.5 V [22]. Since this early
battery there have been many new developments in the battery world. In the 1970s
a big improvement in the battery voltage was made with the introduction of lithium
primary batteries with a potential of 3 V [23].

The first secondary battery was the lead-acid battery. It was invented by the French
physicist Gaston Planté in 1859. The anode consists of lead peroxide (PbOy) and
the cathode of lead. The electrolyte is a weak sulfuric acid. The lead-acid battery
has a voltage of 2 V and is still commonly used as car batteries [23, 25].

The first secondary lithium ion battery was commercialized by Sony in 1991. It
had a specific energy of 80 Wh/kg and an energy density of 200 Wh/1 [26]. Since
then there have been many improvements made and the energy density has surpassed
other rechargeable batteries like lead-acid, nickel-cadmium and nickel metal hydride,
as illustrated in Figure 2.1
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Figure 2.1: Energy density and specific energy for different types of rechargeable batter-
ies. Ni-Cd and Ni-MH correspond to nickel-cadmium and nickel metal hydride batteries
respectively. Illustration adapted from [27]

2.2 Electrochemical Cells

2.2.1 Difference Between Cell and Battery

An electrochemical cell is the basic electrochemical unit able to convert chemical
energy to electrical energy. A battery is one or more cells connected either in series or
parallel to reach a desired operating voltage or current for the intended application.
The term battery is usually the one used for products sold to a user, while the term
cell is used to describe the chemistry and inner workings of the battery [24].

2.2.2 Components in an Electrochemical Cell
An electrochemical cell consists of three main parts (see Figure 2.2):

1. The negative electrode - During discharge the negative electrode is oxidized,
which means that it gives up electrons to the external circuit. The negative
electrode is then called the anode. The negative electrode should be a good
reducing agent, and often metals like zinc or lithium are chosen [24].

2. The positive electrode - During discharge the positive electrode is reduced,
which means that it takes up electrons from the external circuit. The positive
electrode is then called the cathode. The positive electrode should be a good
oxidizing agent and metallic oxides are often used [24].

3. The electrolyte surrounds the negative and the positive electrode. It is an ionic
conductor and provides a way for ions to be transferred between the anode
and the cathode. The electrolyte should not be electronically conductive to
avoid an internal short-circuit of the cell. Other important properties include
low reactivity with electrode materials, good safety, low cost, a wide electro-
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chemical window and stability over a broad range of operating temperatures
(22, 24].

In addition to these three components, the cell needs a separator. It physically
separates the anode and the cathode to prevent short-circuiting. It is usually porous
so that the electrolyte can fill the pores and ions can be transported through the
pores. Lastly the cell needs some form of housing or container to keep everything
in place and prevent leaks. The housing can have different shapes depending on the
intended use of the cell [22, 24].

T Power

Electrolyte Electrolyte
(a) Discharge (b) Charge

Figure 2.2: Working principle of an electrolytic cell during discharge and charge. Illustra-
tion adapted from [22, 23]

2.2.3 Operation of an Electrochemical Cell

When the cell is discharged there is an oxidation happening at the anode. During
oxidation the anode releases electrons. These electrons flow from the anode to the
cathode through an external circuit with a load where they do useful work. At
the cathode the electrons are taken up and a reduction takes place. A flow of ions
through the electrolyte completes the electric circuit. Positive ions (cations) flow
from the anode to the cathode and negative ions (anions) from the cathode to the
anode, as illustrated in Figure 2.2. The difference in electrode potential between
the electrodes works as a driving force, moving the electrons through the external
circuit [22, 24].

The oxidation reaction that takes place at the anode can be described as
M — M™ +ne”, (2.1)

where M an oxidizable species, typically a metal, and e~ is an electron.
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The reduction reaction that takes place at the cathode can be described as
X+ne — X", (2.2)

where X is an oxidizing agent (a material that oxidizes another material and is itself
reduced) and e~ is an electron.

When charging a cell the flow of electrons is reversed. Now the oxidation happens
at the positive electrode and the reduction happens at the negative electrode. Thus
the negative electrode is the cathode and the positive electrode is the anode [22, 24].
Discharge is considered the standard mode of operation for a battery and the anode
and cathode are generally named thereafter [22].

2.2.4 Full Cell vs Half Cell

Both full cells and half cells can be used in electrochemical experiments, depending
on what the purpose of the experiment is [23]. A full cell is a complete battery with
relevant electrochemical reactions at both the anode and the cathode. It can be used
to measure performance of the whole battery, or with the addition of a reference
electrode it can make individual measurements at the cathode and anode [23]. A
half cell consists of the material undergoing testing as the working electrode and uses
the counter electrode as a reference electrode. Half cells are useful for examining
one specific electrode material since the counter electrode typically has a constant
electrode potential and the change in cell potential during cycling is caused by the
working electrode [28].

The cells used in this thesis are half cells with a silicon based working electrode
and lithium as the counter electrode. Any electrode material that can be used in
a lithium-ion battery (LIB) has a higher electrode potential than lithium. In the
half cell, the working electrode is therefore the cathode and the lithium counter
electrode the anode. This is regardless of whether the electrode material is intended
to function as an anode or a cathode in a full lithium ion cell. Discharge of the half
cell thus means lithiation of the working electrode and charge of the half cell means
delithiation of the working electrode [28].

2.2.5 Battery Characteristics
Voltage

The voltage of an electrochemical cell is the potential difference between the elec-
trodes [22]. The standard cell voltage depends on the type of electrode material
used in the cell and can be calculated from the standard electrode potentials [24].
The open-circuit voltage is the potential between the electrodes when no current is
going through the cell [22].

The actual working voltage when a current flows through the cell is lower than the
open-circuit voltage. This is due to polarization losses at the electrodes and ohmic
losses in the cell components [22]. The polarization losses have two components:

1. The activation polarization comes from kinetic limitations related to the elec-
trochemical reactions happening at the electrode surface [22, 29].
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2. The concentration polarization comes from differences in reactant and product
concentrations at the electrode surface or in the bulk material. This can be
caused by slow diffusion in the bulk material or mass transfer in the electrolyte
or across the electrode-electrolyte interface [22, 29].

The voltage drop due to ohmic losses is often called the IR drop. The internal
resistance in the cell is the sum of the resistance in all the components in the cell.
The voltage drop caused by the internal resistance is proportional to the current
through the cell, according to Ohm’s law [29]. Figure 2.3 illustrates how the voltage
drop increases with increasing current.

Open-circuit Voltage

-~
-~
-~
~~~~~~~~~
~

Concentration polarization

Voltage

Current

Figure 2.3: Illustration of voltage loss due to polarization and IR drop. The illustration
was adapted from [29].

Capacity

The formula for calculating the theoretical specific capacity of the active materials

in a cell is given by
nkF
Cap = — 2.3
ap =3 (2.3)
where n is the number of moles of electrons being transferred for each mole of

reactant, F' is the Faraday constant and M is the molar mass of the reactants [28].

Several factors influence the actual capacity of a cell, e.g. the temperature, the age
of the cell and the current rate employed [22]. The specific capacity of the whole
cell is also much lower than the theoretical specific capacity due to the added mass
of the other cell components.

The capacity is often expressed in ampere-hours. This is the product of a current
and the number of hours a battery can be discharged at that current, before it
reaches the defined cut-off voltage [22].

C-rate

The C-rate is a way of expressing the current rate normalized to the capacity of a

battery. This is useful for comparing current rates between batteries with different
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capacities. 1C is the current rate which charges or discharges the battery fully in 1
hour. At C/5 the battery would be charged/discharged in 5 hours and at 5C in 0.2
hours.

State of Charge

The state of charge (SOC) of a battery is the battery capacity at a specific time
given as a fraction of the total capacity of the battery [22].

Energy

The energy content of a cell can be expressed in watt-hours by multiplying the
capacity by the voltage. To allow comparison between batteries the energy is often
expressed as a ratio of its size or weight. The specific energy is the energy per unit
mass of the battery (Wh/kg) and the energy density is the energy per unit volume
of the battery (Wh/1) [22].

Cycle Life

The cycle life of a battery is the number of charge/discharge cycles a battery can
go through before it no longer meets some chosen performance criteria [22]. One
such criteria is the number of cycles before the battery capacity reaches a certain
percentage of the initial capacity. 80% of the initial capacity is a common limit to
use.

Self-discharge

Self-discharge is the loss of energy stored in the battery under open-circuit conditions
due to unwanted chemical reactions in the cell or short-circuits. The mechanisms
this happens through and the rate of self-discharge depend on the battery chemistry.
The rate of self discharge varies much between different battery types. Lithium ion
batteries have a fairly low self discharge of 2 - 8 % each month [30].

2.3 Li-ion Battery

Two properties of lithium make it very attractive as an anode material; it is the
lightest metal with an atomic mass of 6,94 u and it has the lowest standard reduction
potential of 3,045V [22]. The first property makes it useful for producing lightweight
batteries and it has a high specific capacity (capacity per unit mass). The low
standard reduction potential leads to a high working voltage for the cell. Together
the high capacity and high voltage result in a high specific energy [22, 23].

Due to the great properties of lithium, the first rechargeable lithium batteries focused
on using lithium metal as the anode material. In 1977 Exxon commercialized a
battery with lithium metal as the anode and an intercalation cathode of TiS,. These
batteries quickly developed a problem with dendrite growth at the anode during
cycling [31]. During recharging the lithium in the positive electrode must go through
the electrolyte and get electroplated onto the negative electrode [22]. Electroplating
is the process of using an electric current to coat something with a metal [32]. This
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electroplating of lithium often leads to a non-uniform distribution, resulting in some
of the lithium losing electrical contact with the electrode or the growth of dendrites
[22]. These dendrites could grow long enough to reach the cathode, which may lead
to short circuit and fire. After this, several other lithium metal batteries have failed
and due to safety issues they have still not reached widespread commercialization.
A lot of different anode materials were tested before carbon-based materials became
the most promising. Carbon has a relatively high capacity (372 mAh/g), a low
potential vs lithium and the lithiation and delithiation has good cycleability [33].
The first lithium ion batteries were commercialised by Sony in 1991 and used a
carbon intercalation anode [31].

Lithium ion batteries use intercalation of lithium into both the anode and the cath-
ode material. During cycling, lithium ions (Li*) move back and forth between the
positive and the negative electrode [30]. Due to the lack of lithium metal, li-ion
batteries are safer and have a longer cycle life than rechargeable lithium metal bat-
teries.

Some advantages of lithium ion batteries mentioned by Erlich [30] are
» High operation voltage (2.5 — 4.2 V)
o High specific energy and energy density
» Capable of rapid recharging
o (Can discharge at high rate and high power
« Long lifetime (> 1000 cycles)
o Long shelf life
» Low self-discharge (2 — 8 % per month)

« Can operate in a wide window of temperatures (-20 °C — 60 °C)

2.3.1 The Intercalation Process

Intercalation is insertion or removal of small atoms or molecules into a host structure
that happens without significant changes to the host structure. This is a reversible
process and the guests tend to be ions [34]. In the case of lithium ion batteries, Li*
is the guest being inserted into the host materials in the cathode and the anode.
During discharge, lithium ions are removed from the negative electrode material and
inserted into the positive electrode material, the opposite happens during charge
(see Figure 2.4). For an example cell based on a lithium metal oxide cathode and a
carbonaceous anode, the reactions happening at the electrodes can be described by

discharge
Inkihibiati AN

Positive: Li;_ MOy + xLi" + xe~ LiMO, (2.4)

charge

discharge
attibbbeli AN

Negative: Li,C C+xLit +xe” (2.5)

charge
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where M is a metal, e.g. Co, and x can be between 0 and 1 [30].
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Figure 2.4: Working principle of Lithium ion cell with intercalation electrodes. The illus-
tration was adapted from [30]

2.3.2 Electrode Materials

A material must have certain qualities to be a good electrode material. It must be
able to take up a large amount of lithium to ensure a high capacity. To achieve a long
cycle life with a small loss of capacity in each cycle, lithium should be inserted and
removed reversibly without major structural changes to the electrode material. The
material should have a high lithium ion diffusivity and a good electronic conductivity
to ensure good rate capabilities. Additionally, a good electrode material should be
readily available, environmentally friendly and have a low cost [30].

There are three main types of electrode materials that can be used in LIBs; inter-
calation materials, alloying materials and conversion materials [35]. Intercalation
materials are the most used today and their working principle were described in
Section 2.3.1. Two examples of intercalation electrode materials are graphite and
lithium cobalt oxide (LiCoOj) [7]. Conversion electrodes go through a redox re-
action where chemical bonds are broken and recombined. This means the crystal
structure changes during lithiation/delithiation [7]. Some materials that could be
promising conversion cathode materials are transition metal fluorides (e.g. FeFs )
and chalcogens or halogens, of which sulfur (S) is an attractive candidate [7, 36].
Possible conversion anode materials are transition metal oxides and sulfides (e.g.
Fe304 and FeSs) [36, 37]. An alloy is a metallic substance that consists of two or
more elements [38]. In alloying materials Li forms an alloy with the electrode ma-
terial during lithiation [7]. Silicon as an alloying anode material has received much
attention due to its high capacity, abundance and low cost [7].

Cathode Materials

Positive electrode materials should have a high discharge potential versus Li/Li"
to give the cell a high voltage and high energy density. The positive electrode
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material in Li-ion batteries is usually a metal oxide. The first Li-ion batteries used
a LiCoOy cathode [30]. Recently, complex metal oxides with alloys of nickel, cobalt
and manganese (NMC) or nickel, cobalt and aluminium (NCA) have been much
used in batteries for EVs [39].

Anode Materials

The ideal negative electrode material for lithium batteries would be lithium metal.
Due to safety issues related to dendrite growth during recharging of lithium metal
batteries the focus shifted towards using intercalation materials instead [30]. A good
negative electrode material has a low discharge potential versus Li/Li* so that the
cell still has a high voltage. The most used anode material is carbon, often in the
form of graphite [39]. Another widely used material is lithium titanium oxide (LTO)
which has a good thermal stability, high rate and high cycle life, but has a lower
capacity and a higher discharge potential versus Li/Lit compared to carbon [7].
Alloying anode materials have been getting a lot of attention recently due to their
high capacity, but they generally have significant degradation issues related to the
large changes in volume during cycling.

Electrolyte

Lithium is highly reactive with water, so an aqueous electrolyte cannot be used
in Li-ion batteries. Some non-aqueous electrolytes that can be used instead are
solutions of lithium salts in polar organic/inorganic liquids and ionically conducting
polymers or ceramics. Polar organic liquids are generally the most used [22]. Most
LIBs use LiPFg as its salt due to the high conductivity and good safety it provides
[30].

2.3.3 Solid Electrolyte Interface Layer

The electrolyte used in LIBs should be thermodynamically stable at both the anodic
and cathodic potential, i.e. near 0 V to 4.2 V vs lithium [30], to avoid reacting with
the electrodes. The typical electrolytes used in LIBs are not stable at the low
operating voltage at the negative electrodes [40]. During the first charge of the cell
the electrolyte is reduced and starts to decompose on the negative electrode surface
to form a passive layer called the Solid Electrolyte Interface (SEI) [41]. SEI formation
is an irreversible process with lithium being incorporated into the passivation layer
leading to a significant capacity loss, mainly in the first charge/discharge cycle
[30]. The SEI stops further degradation of the electrolyte by blocking the transport
of electrons and electrolyte molecules through it [40, 41]. Since the electrolyte
molecules cannot get to the active material surface they can no longer react with
the lithium ions and electrons there. The SEI allows further charging/discharging
of the battery since the SEI is permeable to lithium ions [40].

A stable SEI is important to achieve a long cycle life for a battery [41, 42]. Contin-
uing growth of SEI and the consequent loss of lithium is the most common reason
for capacity fade in successful LIBs [40]. This is especially problematic for electrode
materials that undergo a significant volume change during charge/discharge. Vol-
ume changes can cause the SEI to break, and thus re-expose the electrode active
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material to the electrolyte. New SEI will form in the areas where the electrode has
become exposed and the SEI grows ticker each charge/discharge cycle [42]. The
presence of a stable SEI is also important for the safety of the battery [41].

The SEI is composed of a number of organic and inorganic decomposition products
created in the reduction of the electrolyte [41]. The exact composition of the SEI
depends on several factors including the electrolyte composition, the type of active
material and electrochemical conditions, e.g. the mode of cycling. Some reported
components of SEI include LiF, Li,O, Li,CO,, polycarbonates and polyolephines
(33, 41].

2.3.4 Silicon as Anode Material

Silicon (Si) has received much attention in recent years as a potential anode ma-
terial in LIBs due to its high theoretical capacity [43]. Its theoretical capacity of
3579 mAh/g, for the fully lithiated state Li;--Si at room temperature, is almost
10 times as high as the theoretical capacity of graphite (372 mAh/g) [44]. At high
temperatures the theoretical capacity of Si increases to 4200 mAh/g corresponding
to the formation of LiyySiy. Si anodes have a relatively low working potential of ~
0.4 V vs Li/Lit, slightly higher than the working potential of graphite anodes at ~
0.05 V vs Li/Li* [43]. Additional benefits of Si as anode material include its abun-
dance in the earth’s crust, low cost, chemical stability, non-toxicity and an already
well-developed infrastructure for manufacturing due to the semiconductor industry
[7, 45, 46].

Challenges for Silicon Anodes

One major challenge in the commercialization of Si anodes is the large volume
changes of more than 300% during lithiation and delithiation [35]. The large volume
change results in a poor capacity retention. This means that the capacity typically
fades rapidly during cycling, in some cases the reversible capacity of the Si anode
drops by 70% after few cycles [46].

Wu and Cui [46] discussed the fundamental material challenges related to the large
volume change of Si anodes in a review article. They outlined three main material
challenges to using silicon as an anode material.

1. Material pulverization (Figure 2.5 a)). The large volume change of over 300%
during lithiation/delithiation generates very high stress [35, 46]. The high
stress can result in cracking and pulverization of the Si electrode, which in turn
can lead to loss of electrical contact with the current collector or the conductive
additive, eventually resulting in capacity fading [43, 46]. This mechanism is
likely the cause of most of the capacity fade in Si anodes, particularly for Si
films, bulk Si and large particles of Si [46].

2. Morphology and volume change of the whole electrode (Figure 2.5 b)). Lithi-
ation/delithiation will cause volume and morphology change at the electrode
level, not just in individual Si particles. As the Si particles expand during
lithiation they can affect each other and when the Si particles contract during
delithiation they might not go back to their initial morphology. During con-
traction some particles might loose electrical contact with their surroundings.
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The total electrode volume also changes during lithiation/delithiation and can
cause electrode peel-off and failure [46].

3. Unstable solid electrolyte interphase (Figure 2.5 ¢)). As mentioned in Section
2.3.3, a large volume change during cycling makes it hard to form a stable
SEIL. The SEI formed when the Si anode is in its expanded (lithiated) state
can break when the particles contract during delithiation. The broken SEI
re-exposes some areas of the electrode surface to the electrolyte and new SEI
is formed in those areas. If this continues over several cycles the SEI will
keep growing thicker and thicker [46]. The continued growth of SEI degrades
the battery performance through consumption of lithium ions and electrolyte
when growing the SEI, weaker electrical contact between the current collector
and the anode material due to insulation from the SEI, longer diffusion length
for Li through the thicker SEI and degradation of the electrode material due
to mechanical stress from the SEI [42].
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Figure 2.5: Illustration of the material challenges related to the large volume change in Si
anodes; a) material pulverization, b) morphology and volume change of the whole electrode,
¢) unstable solid electrolyte interphase. Illustration adapted from [46]

SEI

2.3.5 Phase Transformation

Silicon used as anode material can be either crystalline silicon (c-Si) or amorphous
silicon (a-Si). During first lithiation of ¢-Si a crystalline to amorphous phase tran-
sition happens, converting the ¢-Si into a-Li Si phases [35]. In consecutive cycles
the now amorphous Si goes through Li Si phase transformations. Ogata et al. [47]
did a study on these phase transformations in nano-structured silicon anodes. They
identified four processes happening from the 2nd cycle during discharge. The first
discharge process is a gradual lithiation of the starting a-Si phase to form a Li_, ;Si
phase. This happens around 300 - 250 mV. The second process happens at 100 mV
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and is a change from the Li_, ,Si phase to a Li_j;Si phase. At 50 mV a third pro-
cess takes place, where the amorphous Li Si phase recrystallizes to form c-Li_5 ,5Si.
With further cycling a fourth process is seen at 30 mV, where an over-lithiated phase,
c-Livg 754651 (0 = 0.2 - 0.3) is formed [47]. During charge, at least four processes
were observed, happening at 170 mV, ~ 270 - 300 mV, 430 mV and 500 mV [47].

2.4 Diffusion

Diffusion is transport of materials caused by atomic motion. It is caused by atoms
or molecules jumping from one site to another. This can only happen if the atom has
an adjacent empty cite and it has enough energy to overcome any energy barriers in
between. When atoms of one substance diffuse into another it is called interdiffusion
or impurity diffusion. Diffusion can also happen in only one substance if atoms of
the same type are changing position, that is called self-diffusion [38, 48].

2.4.1 Vacancy Diffusion

If there is a vacancy in the lattice structure, an atom can move from its normal
position in the lattice into the adjacent vacant position. This is illustrated in Figure
2.6. A flow of atoms in one direction causes a flow of vacancies in the other direction.
The activation energy for this jump is the energy needed for the diffusing atom to
distort the neighbouring atomic structure and force its way through. This is the
main diffusion mechanism for self-diffusion at elevated temperatures. The amount
of vacancy diffusion is a function of the number of vacancies in the structure. At
higher temperatures, metals have a higher number of vacancies and the energy of
the diffusion atoms are higher, so more diffusion occurs [38, 48].

.O.. o 00 000
"\1
000 ..‘* ® 00060

Figure 2.6: Illustration of vacancy diffusion. Illustration adapted from [48]

2.4.2 Interstitial Diffusion

Small atoms, like hydrogen, carbon or lithium, can reside in between the larger
atoms in a metal lattice. The cites these small atoms occupy are called interstitial
lattice sites. Interstitial diffusion happens by migration of atoms from one interstitial
site to an empty neighboring one. This is illustrated in Figure 2.7. Due to a much
higher number of vacant interstitial sites compared to vacant sites in the lattice, the
diffusivity of an interstitial atom is much larger than for an atom in a lattice site.
Additionally, the interstitial atoms are smaller and more mobile, generally leading
to faster diffusion [38, 48].
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2.4.3 Fick’s Laws

The diffusion flux, J, is a measure for how fast diffusion happens, or the rate of
mass transfer [38]. It is given by

M

=T

(2.7)

where M is the mass of the atoms diffusing through the cross-section of area A
during the diffusion time ¢ [38].

For a steady-state diffusion (constant diffusion flux over time) in one direction (x)
the diffusion flux, J, can be described by Fick’s first law

de

—_D
J dz’

(2.8)

where D is a proportionality constant called the diffusion coefficient and 3—; is the
concentration gradient. In this case the driving force of the diffusion is the concen-
tration gradient [38].

Most of the time, the diffusion flux and concentration gradient in a solid vary with
time, so the diffusion is not steady-state. In these cases Fick’s first law is not very
useful and Fick’s second law is used instead [38]. Fick’s second law is given by

Jdc 0 oc
—=—|D=—], (2.9)
gt Ox ox
where ¢ is the concentration and D is the diffusion coefficient. If the diffusion
coefficient is constant with regard to x this expression can be simplified to

Oc d%c

This is a partial differential equation, and it can be solved by defining boundary and
initial conditions that are meaningful for the situation at hand [38].
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2.4.4 Influence of Temperature on Diffusion

As mentioned in Section 2.4.1 the temperature greatly influences the rate of diffu-
sion in a material. The temperature dependence of the diffusion coefficient can be
expressed by the Arrhenius equation as [38, 49|

D:Dgexp{—}%{}, (2.11)

where Dy is a constant pre-exponential factor (m?/s), Qg is the activation energy
needed for the diffusion process (J/mol or eV /atom), R is the universal gas constant
(J/mol-K) or (eV/atom-K) and T is the absolute temperature (K).

Another form of equation (2.11) can be found by taking the natural logarithm on
both sides, yielding
Qa

1

Plotting In D versus % should result in a straight line, since Dy, )y and R are

constants. This can be used to experimentally determine the values of )y and Dj.

2.5 Galvanostatic Intermittent Titration
Technique

In 1977 Weppner and Huggins [12] proposed a method of determining the diffusion
coefficient of lithium ions into the electrode materials in lithium ion batteries. The
technique is called galvanostatic intermittent titration technique (GITT). It looks
at a case where the rate is limited by transport in the bulk of the electrode [12].

Usually, in a GITT test, a half cell is used, with metallic lithium as the counter and
reference electrode and the material to be tested as the working electrode [19]. A
schematic illustration of half cells used for GITT experiments in this thesis is shown
in Figure 2.8. It is assumed that the concentration of all species is homogeneous
before the start of the test, corresponding to an equilibrium voltage, Ey of the cell
[12].

In the GITT procedure a series of short current pulses are applied to a cell, each
pulse followed by a relaxation period with no current going through the cell. During
charge, the applied current is positive and during discharge it is negative [19].

At the start of a positive current pulse there is a sudden rise in cell potential cor-
responding to the IR drop due to the internal resistance of the cell components. If
the current pulse is negative, the cell potential will fall with a value corresponding
to the IR drop [19]. This IR drop shifts the voltage curve upwards or downwards
with a constant value without changing the shape of the voltage versus time curve
[12].

During the current pulse the relationship between the applied current and the trans-
port of the mobile ionic species (here lithium ions) close to the electrode-electrolyte
interface (at x = 0 in Figure 2.8) is given by

I =—-SzqD— 2.1
Szq o , (2.13)

=0
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Figure 2.8: Schematic illustration of a half cell used in GITT experiments. The electrode-

electrolyte interface is at x = 0 and the electrode has a thickness L. Illustration adapted

from [12].

where [ is the applied current, S is the surface area of the electrode-electrolyte
interface, z is the charge number of the mobile ionic species, ¢ is the elementary
charge, D is the diffusion coefficient and % is the concentration gradient in the
x-direction [12].

According to equation (2.13) a constant applied current in the current pulse will
produce a constant concentration gradient, since all other variables are constants.
The cell voltage increases (during positive current) or decreases (during negative
current) to maintain this concentration gradient [12].

Each current pulse is followed by a relaxation period without any current. Again, the
cell potential will suddenly decrease (positive current) or increase (negative current)
with a value corresponding to the IR drop. After the sudden initial change in
potential, the potential continues to slowly decrease/increase until a new equilibrium
voltage is obtained [19]. In the relaxation period, lithium ions will diffuse into the
electrode material and the electrode composition goes toward being homogeneous.
The new voltage is a result of the change in stoichiometry Ad that results from the
added lithium ions into the electrode material [12]. This change in stoichiometry is
given by

o I()TM
 zmF’

where [ is the constant pulse current, 7 is the time the current is applied, M is the
molar mass, z is the charge number, m is the mass and F' is Faraday’s constant.

Ad

(2.14)

To find the voltage E as a function of time it is necessary to know the time depen-
dence of the concentration at the interface (x = 0) [12]. This can be found by Fick’s
second law, given in equation (2.10), with initial and boundary conditions
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c(z,t=0)=cy (0<z< L) (2.15)
dc I()
- > .
9z| .~ Suq (t>0) (2.16)
Oc
- = > .
oz| 0 (t >0), (2.17)

where c is the concentration, Ij is the constant pulse current applied to the battery, S
is the interface area between the active material and the electrolyte, z is the valence
of the diffusion species, ¢ is the elementary charge and D is the diffusion coefficient
[12]. The initial condition (eq. (2.15)) is based on the assumption that the cell is in
equilibrium at the beginning of a current pulse with a homogeneous concentration
of ¢y throughout the electrode. The first boundary condition (eq. (2.16)) gives
an expression for the concentration gradient at the electrode-electrolyte interface
(at x = 0 in Figure 2.8) and comes from equation (2.13). The second boundary
condition (eq. (2.17)) is based on the assumption that the right hand boundary of
the electrode (at x = L in Figure 2.8) is impermeable.

Weppner and Huggins [12] give the solution of equation (2.10) with the initial and
boundary conditions in eq. (2.15) - (2.17) at x = 0 as
1L
(n+ (2.18)
" ox

with ierfc(\) = [77/2exp{—A2}] — A + [derf(\)]. When t << L?/D this can be
simplified to [12]

o= 0,) = co + ;];\/_i<zerfc[ ]

de(z = 0,1) 21, L2>
_ tec 2, 2.19
dv/t Szqv/ D ( D (2.19)

where all the variables are defined as in equations (2.15) - (2.17).

If the change in the molar volume of the electrode caused by the change in electrode
composition during charge/discharge is small enough to be neglected, the relation-

ship between the change in concentration and the change in stoichiometry is given
by

Ny
de = —do 2.20
o= g (2:20

where Ny is Avogadro’s number and V), is the molar volume [12]. Inserting this
relation into eq. (2.19), expanding by dE and solving for the diffusion coefficient

gives
dE 2 L2
I | - <T << D) , (2.21)
ave
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where F' is Faraday’s constant, F' = q¢N4. FE as a function of § can be found by
plotting the open circuit voltages, or the voltage at the end of the relaxation steps,
against the change in composition calculated from equation (2.14). dE/dé is the
slope of this curve [12].

It is possible to simplify equation (2.21). If both the pulse time and current are
small enough, the change in equilibrium voltage during each titration step is small.
Then dE/dd can be assumed constant within the current pulse and can be simplified
to AE,/A¢ [12]. Performing this simplification and substituting Ad according to
equation (2.14) gives a new expression for the diffusion coefficient:

2 2 2
p-* (nmv’") ( AdE]; ) <r << L) . (2.22)
mA S A (i) b
T is the pulse time, n,, is the number of moles of the electrode, V,,, is the molar vol-
ume of the electrode, S is the contact area between the electrode and the electrolyte

and AFE, is the change in open circuit voltage from the end of one relaxation period
to the next.

Another simplification can be made to this expression if the curve of E vs v/t is
approximately linear during the current pulse [12]. dE/dv/t can then be substituted
by AE/A+/t. A/t is the square root of the pulse time, /7. Substituting this into
equation (2.21) gives

B 4Tt VM[() 2 % 2
D_ﬂ'(SFZ) (AEt ' (223)

AFE; is the change in voltage during one current pulse and all other variables are
defined as in equation (2.21).

Joining the two simplifications from eq. (2.22) and eq. (2.23) together into one
equation gives the equation usually employed when doing doing GITT experiments,

given as
4 (Vi \2 (AEN\? L’
p=—("") (ma) <T<< D)’ (2:24)

where all variables are defined as in equations (2.21) - (2.23). Figure 2.9 shows a
single GI'TT step with these variables drawn in.

For a thin film electrode, this expression can be simplified further. The number of
moles, n,,, and the molar volume, V,,, of the electrode multiplied is equal to the
volume of the electrode. Due to the simple geometry of a thin film the volume equals
the surface area times the thickness of the thin film: V' = Sh. Substituting this into

equation (2.22) gives
4, (AE L?
D=—n : = 2.2
wh (AE) <T<< D)’ (2.25)

where all variables are defined as in equation (2.22).
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Figure 2.9: Illustration of a single GITT step with parameters used for calculating the
diffusion coefficient drawn in. AFE, is the change in open circuit voltage of the cell for

this pulse, AFE; is the change in voltage during the pulse and T is the time duration of one
pulse.
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Method

3.1 Thin Film Creation

The silicon thin films were created through Plasma Enhanced Chemical Vapor De-
position (PECVD) at the Institute for Energy Technology (IFE) as part of an on-
going research project. Chemical vapor deposition (CVD) is a group of processes
often used for deposition of thin films of materials. The deposition occurs by de-
composition of one or more precursor gases to form solid material on the surface
of a substrate. The process if often thermally driven, with the substrates heated
to a temperature high enough to decompose the precursors [50, 51]. The PECVD
technique uses plasma instead of heat to achieve decomposition. One advantage
of PECVD is that the process occurs at low temperatures (often from near room
temperature to around 350 °C) [52].

The instrument used for PECVD deposition in work was an Oxford Plasmal.ab 133,
which has a parallel-plate design. The schematics of a typical parallel-plate PECVD
reactor can be seen in Figure 3.1. The reactor has two electrodes, where the anode is
heated and holds the substrate and the cathode is often also used as a gas injection
system, called the showerhead. All these components are inside a vacuum chamber.

The silicon thin film electrodes were made by depositing films onto copper foil sub-
strates. The copper foil works as the current collector when the electrode is used in
an electrochemical cell. The precursor used to make silicon was pure silane (SiH,)
plasma. The substrate temperature was 400 °C, which is low enough to make the
thin film amorphous. Remaining parameters for PECVD were a flow rate for silane
of 25 scem, a chamber pressure of 200 mTorr and a plasma power of 40 W.

Thin films electrodes are a good choice for doing GITT experiments due to their
simple geometry. To calculate D from GITT (equation (2.22) the surface area S of
the electrode is needed. For a thin film electrode it is easy to calculate S from the
electrode diameter, d. An additional reason for choosing thin films is that the GITT
theory assumes dense planar electrodes and one-dimensional diffusion [13]. For the
experiments in this thesis Si thin films of two thicknesses were used; 60 nm and 80
nm.
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Figure 3.1: Schematic of a PECVD reactor of the parallel-plate type. Illustration by
Asbjorn Ulvestad [28], used with permission.

3.2 Cell Assembly

For the experiments in this thesis, half cells with Si thin films as the working elec-
trode and lithium as the counter electrode were used. Using a lithium foil disk as
the counter electrode has the advantage of providing an excess of lithium. The cell
capacity thus depends on the capacity of the silicon working electrode. Additionally,
the lithium metal electrode has a constant potential. This means that the changes
in cell potential in the half cell only depends on the working electrode.

Electrodes with a 15 mm diameter were punched from the electrode sheets with a
Hohsen punch. The electrodes were then moved into an argon filled glove-box with
< 0.1 ppm H50 and < 0.1 ppm O, for cell assembly. The cells used were 2032 coin
cells (20 mm diameter and 3.2 mm thickness). The cells were assembled according
to the following procedure:

o Added 5 pl of electrolyte to the bottom of the stainless steel coin cell bottom
to help the electrode stay in place during assembly.

o Placed the working electrode centered in the cell bottom with the copper side
down.

o Added 15 pl of electrolyte.

o Added a Celgard 2400 separator with 18 mm diameter. This separator is a
porous monolayer polypropylene membrane with thickness 25 pm.
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o Inserted a polyethylene gasket.
o Applied another 15 pl of electrolyte.

o Inserted the Li foil counter electrode (99.99 %, LinYi Gelon LIB Co., 15 mm
in diameter and 0.250 mm thick). Prior to insertion the lithium was scraped
with a scalpel to remove any oxide formed on the surface.

o Added a 1 mm thick stainless steel spacer.

o Added a stainless steel wave washer spring.

o Added the stainless steel cap.

o Sealed the cell with a crimping machine for coin cells.

A total of 18 cells were made, 9 with an Si thin film of thickness 60 nm and 9 with
80 nm.

The electrolyte used was called "S1" and was a custom mixture from Solvionics.
This consisted of 1.2 M LiPFg in 3:7 ethylene carbonate:ethyl methyl carbonate
(EC:EMC), with 10 wt % of fluoroethylene carbonate (FEC) and 2 wt % of vinylene
carbonate (VC) as additives.

Cap (stainless steel)

Wave washer spring

Spacer (stainless steel)

- Lithium counter electrode
i ‘sj Gasket

Separator

- Working electrode

- Can (stainless steel)

Figure 3.2: Illustration of the coin cell components used in this thesis and their order of
assembly in the half cells. Illustration by Asbjorn Ulvestad [28], used with permission.
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3.3 GITT Cycling

The half cells were cycled in an Arbin BT2000 potentiostat/galvanostat battery
tester. All tests were performed in a temperature controlled environment at 25 °C.
The first charge/discharge cycles generally involve reactions that primarily happen
at the start of cycling. One example is the formation of SEI which leads to irre-
versible capacity loss [53]. To allow these reactions to happen fully, the first cycles
are usually formation cycles at a low current. In this experiment, all the cells went
trough three formation cycles at C/20 before moving on to the actual GITT cycling.

One GITT cycle consists of a constant current pulse of predetermined length directly
followed by a relaxation period with no current running through the cell, also with a
predetermined length. This combination of pulse and relaxation are repeated until
the cell reaches the cut off voltage. The cut off voltage was 0.05 V for lithiation
and 1 V for delithiation. When a cell had gone through one discharge and charge
cycle the pulse time and relaxation time was changed and a new GITT cycle started.
Figure 3.3 shows an example of how the voltage in a GITT cycle typically changes
with time.
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Figure 3.3: The voltage as a function of time for one GITT cycle. By zooming in on one
small part of the graph (lower picture) the individual GITT pulses are visible.
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To test the influence of different pulse lengths 7, 10 consecutive GITT cycles with
different pulse lengths were run. The pulse length started at 2 s in the first cycle
and was doubled after each cycle. Due to the time available for the experiment the
relaxation time could not be long enough for the cell to entirely reach equilibrium
as this can take several hours or days per pulse. To allow the cells a good amount
of relaxation between pulses while still keeping the experiment within a reasonable
time the relaxation time was chosen to always be 3 times the pulse length. Table
3.1 contains a list of all the pulse and relaxation times used.

Table 3.1: List of pulse times and the corresponding relaxation times for GITT cycles.

| GITT cycle number | Pulse time [s] [ Relaxation time [s] |

4 2 6
) 4 12
6 8 24
7 16 48
8 32 96
9 64 192
10 128 384
11 256 768
12 512 1536
13 1024 3072

Since the current rate also might influence the result of the GITT tests, three dif-
ferent current rates were tested, specifically C/2, C/5 and C/10. The currents were
tested on different batteries instead of consecutively due to the possibility that the
current rate in one cycle might influence the cell behavior in the next cycle. If the
current rate is too high for diffusion to keep up, the surface content of Li could be
lower than the Li content in the bulk. The surface composition of the electrode
decides the cell voltage, meaning that the charge/discharge would end when the the
surface content of Li corresponds to the cut off voltage. The electrode would then
not be able to delithiate fully and the next cycle would start with some Li already
in the electrode.

For each of the two Si thin film thicknesses (60 nm and 80 nm), there were nine
individual cells. To ensure experimental robustness, three parallel cells run the
same experiment and with the same same current rate. The experimental set up is
summarized in table 3.2. All the cell names with corresponding current rates and
thin film thicknesses can be found in Appendix A.
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Table 3.2: Set up for GITT experiment summarized. For each of the two thin film thick-
nesses three current rates are tested on three parallel cells each. On each cell ten consecu-

tive GITT experiments are run, with increasing pulse and relaxation time each cycle (see
table 3.1).

| L [nm] | I [c-rate] | Number of parallels |

60 C/10 3
60 C/5 3
60 C/2 3
80 C/10 3
80 C/5 3
80 C/2 3

3.3.1 GITT Experiment With Longer Relaxation Time

To test the effect that a very long relaxation time had on the result of GITT tests, a
new experiment was done on two of the cells, TFSi 60 2 and TFSi_ 80 2. In this
experiment the cells were discharged/charged until they reach around 0.25 SOC.
Then the cell was allowed to relax for 5 hours before one GITT step with a 16 s
pulse and 5 h relaxation after was performed. This was repeated at 0.5 and 0.75
SOC.

3.4 Data Analysis

3.4.1 Data From Battery Tester

The battery tester records the voltage over the cell, the time elapsed and the current
through the cell. From these data other parameters can be calculated, like capacity,
energy and power. For GITT calculations, the necessary data is the voltage at
specific points in the current pulse and relaxation period and the time elapsed for
each pulse.

The cycling program is divided into different steps which all have a step number
recorded by the battery tester. For instance all the discharge GITT pulse steps may
have the step number 10. Since all equal steps will have the same step number this
information can be used to identify which steps are GITT steps and extract the
correct voltages from the data.

3.4.2 Cellpy

The data from the battery tester was imported into Python [54] (version 3.7.6) with
the help of the Python library Cellpy [55], created by Jan Petter Machlen at IFE
for handling battery data. Cellpy allows for the data to be imported into a Pandas
DataFrame and automatically calculates parameters like charge and discharge ca-
pacity and energy. The Cellpy library has a method for creating a step table or a
DataFrame where each row has information from one cycling step. The step table
contains information like the first and last voltage of a step, the time at the begin-
ning and end of a step and the type of step (e.g. discharge, charge or rest). The
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variables needed for GITT calculations are easily extracted from the step table. A
python function for extracting relevant data from a step table and doing calculating
diffusion coefficients based on equation (2.25) was made. This function can be found
in Appendix B.

3.4.3 Data Points With Wrong Step Number

When importing the data into python some of the data point in the DataFrame had
the wrong step index. An example can be seen in Figure 3.4, where the last data
point in one of the relaxation period has gotten the step index 10, belonging to a
current pulse, instead of the step index 11 for a relaxation period. That this step
number is wrong is evident from the fact that the current is 0 as it should be in the
relaxation step and that the step time marks it as the end of a step and not the
beginning of a new one.

Data_Point Test_Time Step_Time EIEINGE Step_Index Cycle_Index s _FC_Datz Current Voltage

19932 485674  ©.0099 2020-03-04 87:05:3 11 e 8.459383

19933 856 .3508 2020-03-04 87:05:3 11 e 8.4684

19934 85675 1.154 2020-03-04 87:85:3! 11 e 8.461481

19935 856 A= 2020-03-04 87:05:3: 11 8.462487

19936 856 - 2020-03-04 07:05:35 11 8.463408

19937 8568 b. 2020-03-04 @7:05:35 8.463759

19938 8568 .0e6 2020-03-04 @7:05:35 ] -8.83039%e-06 ©.460599

19939 .132 2020-03-04 07:05:36 -8.82696e-06 0.459581

19948 8568 .36 28208-83-84 87:85:36 ] 8.8252e-86 ©.458556

19941 8568: WEY 2020-03-04 87:05:3 ] -8.82393e-06 0.457541

19942 8568: 1.286 2020-03-04 87:05:3 ] -8.82304e-06 ©.456541

19943 8568. 1.9276 2020-03-04 87:05:38 -8 8.455532

19944 8568. 2.80! 2020-03-04 @7: ] -8.819%e-86 ©.455491

Figure 3.4: Example of a data point that has the wrong step number. The data point with
a step index marked in blue is wrongly classified as a pulse step (with step index 10) while
it should be classified as a relaxation step (with step index 11).

To fix this problem all data points with a step index of 10 and a current of 0 had
their step index set to 11. Similarly all data points with a step index of 11 and a
current different from 0 had their step index set to 10. The step indices 10 for pulse
step and 11 for relaxation step are only correct for lithiation. For delithiation the
corresponding step indices are 15 for a pulse step and 16 for a relaxation step. The
process for fixing wrong step indices for delithiation is the same as for lithiation,
only with other step indices.

3.4.4 Outliers

When plotting the calculated diffusion coefficients, some outliers where observed for
the cycles with shortest pulse lengths. An example is shown in Figure 3.5. From
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looking at the GITT pulses these outliers came from it can be seen that they come
from pulses where a data point has been lost at the end of the relaxation period or in
some cases the start or end of the pulse period. Figure 3.6 shows an example where
one of the relaxation periods is missing a data point at the end, making it shorter
than the other relaxation periods. This means that the difference between the end
of this relaxation period and the last one is larger than it should have been, which
in turn influences the calculation of the diffusion coefficient. A similar problem is
shown in Figure 3.7. Here the pulse step is missing a data point at the start, so the
voltage change during the pulse is smaller than other nearby pulses which should be
comparable.

Two methods for dealing with these outliers were used. One method was to remove
the calculated diffusion coefficients if the length of a pulse or relaxation step was
shorter than it should be. Another method was to apply a median filter to the data
before further plotting. A median filter replaces each data point with the median
of all the data points within a chosen filter size [56]. The median of a set of values
is defined as the value in the center after sorting the values from lowest to highest.
If there is an even number of values in the set the median is the mean of the two
values in the center [56]. To implement the median filter in python the funtion
median_filter from scipy.ndimage was used.
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Figure 3.5: Plot of calculated diffusion coefficients for cycle 4 (pulse length 2 s). The black
circles mark outliers.
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with a missing data point at the end. The  missing data point at the start. The pulse
relazation step in the middle is visibly  in the middle of the figure only has two data
shorter than the two on the sides points very close to each other.

3.4.5 Smoothing and Interpolation

As can be seen in Figure 3.5, there is a lot of variation in the calculated diffusion
coefficients, with values ranging over several orders of magnitude from 107! to
10718, This is especially true for short pulse lengths. To make the plots easier to
read and get a better idea of how the calculated diffusion coefficients change due
to the different pulse lengths the data was smoothed using a Gaussian filter. A
Gaussian filter replaces each data point with the weighted mean of the data points
within a certain filter size. The data point at the center gets the highest weight, and
the data points receive less and less weight with increasing distance from the center
[56]. The weight function is used a Gaussian function in one dimension, which can
be expressed as

G,(z) = exp{—x}, (3.1)

where o is the standard deviation and x is the distance from the center [56].

In Python the Gaussian filter is applied by using the gaussian_filterld method
from scipy.ndimage.

For both the Gaussian filter and the median filter mentioned previously it is neces-
sary to decide how to handle the edge cases. The python methods in scipy.ndimage
have different modes that can be chosen. For smoothing the GITT data the mode
'nearest’ was used. In this mode the data set is expanded by repeating the end data
points. For example: (aaaa|abcd|dddd), whereab c d represent the original
data points.
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Interpolation was used to increase the number of data points in each cycle data set
so that all the cycles had the same number of data points, in order to facilitate
equal degree of smoothing in datasets with different data point density. The desired
number of data points was chosen by finding the cycle with the highest number of
data points and choosing a number above that. The interpolation was done with
the python method interpld from scipy.interpolate.

A python function to automatically increase the sample size by interpolation followed
by application of a median filter, a Gaussian filter or both was created, see Appendix
B. Figure 3.8 shows some examples where this function was used to smooth the data
from cycle 4 (pulse length 2 s) in cell TFSi 60 2.
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Figure 3.8: Examples of diffusion coefficients with different smoothing methods. The num-
ber of data points were increased from 18391 up to 20000 by interpolation. The smoothed
diffusion coefficients (blue line) are plotted together with the original data (red dots). The
data is from a cell with h = 60 nm and current rate C/10, and a cycle with pulse length
2 s.

3.4.6 Validating Simplifications

As explained in Section 2.5, the simplification used in the derivation of the GITT
dE

equations where 7% is assumed equal to i\E/% is valid if the curve of E vs v/t is
approximately linear over the duration of the current pulse. To check this, a plot of
the voltage as a function of v/# for one current pulse was made at 3 points along the
charge and discharge curve, with a state of charge approximately equal to 0.25, 0.5
and 0.75. This was done for all pulse lengths on one cell of each current rate. The
linear portion of the E vs v/f plot was determined by visual inspection and a linear re-
gression performed on this linear portion. The linear regression was performed with
the Python function polyfit from numpy.polynomial.polynomial. Diffu-
sion coefficients were calculated for these current pulses both with equation (2.25)

and by using the slope of the linear fit in equation (2.22).

The simplification from % to AA% is valid when the change in equilibrium voltage

over one GITT step is small enough that % can be considered constant. One way
to check this is to plot the % curve and check how linear it is within the J change
in one pulse. The stoichiometry, §, and the state of charge (SOC) are related by

§ = Zymas * SOC (3.2)

where %4, is the maximum value of x in Li Si obtained during lithiation of the
electrode. For a completely lithiated cell x,,q, is 3.75. The slopes of the E vs §
curve and the E vs SOC curve are related by

dE 1 dE
A5~ Zyar ASOC

The E vs 0 curve and the E vs SOC curve only differ by a constant. The two curves
thus have the same curvature and it does not matter which of the curves are plotted
to check for linearity. The E vs SOC curve was chosen since it is easier to find from
the data available in the step table.

(3.3)
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The % to AA% simplification can also be tested with another method. This method
is similar to the one used when checking the % to 25’% simplification. The diffusion
coefficients are calculated both with and without the simplification and the results
compared. A function of the E vs SOC curve was found by fitting a ninth degree
polynomial to the end of relaxation voltage versus SOC curve. This was done using
the curve_fit function from scipy.optimize. The polynomial was then con-

verted into a symbolic function and differentiated using the python library SymPy,

to give a function for -&~. The value for %% to use in eq. (2.23) could then be
found by evaluating ngC at the average SOC in each GITT pulse and utilizing eq.

(3.3).

Another possible method of finding the E vs SOC curve is to use the parameteri-
zation of the equilibrium potential as a function of SOC formulated by Sethuraman
et al. [44]. Sethuraman et al. gives the potential as a function of SOC as

U= —4762°+9.342" — 1.82* — 7.132° +5.822 — 1.942 +0.62, (0<2<1) (34)

where z is the state of charge. This function could be used to calculate diffusion

coefficients without the % to AAE(;’ simplification with the same approach as in the

previous paragraph.

3.5 Battery Tester Precision

The Arbin battery tester used in this work has a voltage measurement precision of
< 100 ppm. The voltage range is -5 to 5 V. < 100 ppm out of the 10 V voltage
range gives a precision of < 1 mV. The measurement resolution is < 10 pV. The
product specifications of the Arbin battery tester used can be found in Appendix C.
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Results

4.1 Diffusion Coefficients as Function of SOC

Diffusion coefficients from GITT experiments were calculated as described in Sec-
tion 3.4.2. The calculated diffusion coefficients over all pulse lengths for the cell
TF_60_2 (h = 60 nm and current rate C/10) are shown in Figure 4.1.
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% o 10(128)
e 11 (256)
10—17 -
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e 13(1024)
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Capacity normalized to one

Figure 4.1: Plot of diffusion coefficients as a function of normalized capacity for a cell
with h = 60 nm and current rate C/10. The legend show the cycle number first and the

pulse length in parenthesis.

The diffusion coefficients in Figure 4.1 contain much noise, especially for low pulse
lengths. This makes comparison of the results between different pulse lengths diffi-
cult. For easier comparison the data was smoothed according to Section 3.4.5 before
further plotting. For all the GITT cycles the number of data points was increased
to 20000 before a median filter with size 50 was applied to remove outliers followed
by a Gaussian filter with sigma = 300 to smooth the curve. The discharge plots for
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one representative cell of each of the C-rates for both 60 nm and 80 nm thin films
are shown in Figure 4.2. Corresponding plots during charge are shown in Figure
4.3. Equivalent plots for all cells can be found in Appendix D.

These plots show that the diffusion coefficients vary according to the state of charge.
The diffusion coefficient is high at the start of lithiation and drops as the electrode
is lithiated until around 0.3 - 0.4 SOC. The diffusion coefficients then increase until
around 0.6 SOC, before they start to decrease again. This pattern can be seen for
lithiation in all the cells. The D(SOC) curves for delithiation have a slightly different
shape compared to lithiation, but they show a similar trend.

Figures 4.2 and 4.3 also show a variation in diffusion coefficients as a function of
the pulse lengths. The diffusion coefficients start by decreasing as the pulse length
increases, they then reach a turning point and from there on increase with increasing
pulse lengths. This turning point falls at a different pulse length for the different
current rates.

The plots in 4.2 and 4.3 compare the diffusion coefficient curves over different pulse
lengths. Similar plots comparing the curves over different currents can be found in
Appendix E.
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Figure 4.2: Plots of calculated diffusion coefficients versus state of charge during discharge.
a), ¢) and e) are 60 nm thin films. b), d) and f) are 80 nm thin films. One cell with each
current rate is shown, with the current rate increasing downward.
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Figure 4.3: Plots of calculated diffusion coefficients versus state of charge during discharge.
a), ¢) and e) are 60 nm thin films. b), d) and f) are 80 nm thin films. One cell with each
current rate is shown, with the current rate increasing downward.
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4.2 Median of Diffusion Coefficients

Figure 4.2 and 4.3 in Section 4.1 show that the calculated diffusion coefficients
vary with both pulse length and current rates, but the relationship between these
variables is not very clear in those figures. Plots with the median of all the calculated
diffusion coefficients for different pulse lengths from one SOC to another were made
to better compare how the diffusion coefficients change with both the GITT pulse
length and the current rate. These plots have the pulse length on the x-axis and the
median of the diffusion coefficients on the y-axis. The median was chosen above the
mean for these plots to minimize the effect from outliers on the result. A base two
logarithmic axis was chosen for the x-axis, since the pulse times used were different
powers of two. A logarithmic axis was used on the y-axis to better show the variation
in diffusion coefficients over several orders of magnitude. The different current rates
are plotted in different colors, with each cell being a different shade of that color.
Blue shades are C/10, green shades are C/5 and orange shades are C/2.

Because the diffusion coefficients vary substantially with the state of charge, the
median values were calculated within small state of charge windows with a width
of 0.1 SOC. Figure 4.4 display the medians during discharge for both 60 nm and
80 nm thin films in the SOC windows 0.2 - 0.3, 0.45 - 0.55 and 0.7 to 0.8. Corre-
sponding plots during charge at the same SOC windows can be found in Figure 4.5.
Corresponding plots for SOC windows not included in this Section can be found in
Appendix F.
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Figure 4.4: Median values of D within given SOC windows as a function of pulse length
during discharge. The different current rates are plotted in different colors, with the dif-
ferent cells at the same current rate have varying shades of that color, as given by the

legend.
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Figure 4.5: Median values of D within given SOC windows as a function of pulse length
during charge. The different current rates are plotted in different colors, with the different
cells at the same current rate have varying shades of that color, as given by the legend.
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4.3 Checking ¢ \[ \/— Simplification

Plots of the voltage as a function of \/_ Were made for selected pulses, to test
the validity of the simplification < 7 to \[ going form eq. (2.22) to eq. (2.25),
as explained in Section 3.4.6. The linear area of the graph was found by visual
inspection, and a linear function was fitted to this area. Four examples of such
linear fits at different pulse lengths (for the cell TFSi_ 80 2 and at approximately
0.5 SOC) are shown in f Figure 4.8. These linear fits are compared with the values
given by 2 X \/Z’ which are represented by the green lines. The remaining linear fits
at 0.5 SOC for the same cell can be found in Appendix G. The linear fits were only
made for 6 cells, one of each current rate and thin film thickness, due to the time
consuming nature of finding the linear area by visual inspection.

] 0.210 o
0.198 - 1 o
) o
S _ S 0.205 -
2 0.197 - )
3 ] 3
6 4 B
> _ = 0.200 1
0.196 o
A I B S S B R e LA L B B B S S B B S B |
0.0 0.5 1.0 0 1 2 3 4
vt (V3) vt (V3)
(a) 80 nm, discharge, 7 = 2 s (b) 80 nm, discharge, T = 16 s
0.23 0.26
E 0.22 _ E 0.24':
(] ] () T
()] i (@) 1
£ 0.21 1 £ 0.22 1
o 1 o 1
> ] > 1
0.20 |
] 0.20 A
] ... i
] ®eoq
0.19 - | L L DL R AL BN RN BN AL B T T T T
0.0 2.5 5.0 7.5 10.0 0 10 20 30
Vt (V3) Vt (V3)
(c) 80 nm, discharge, T = 128 s (d) 80 nm, discharge, 7 = 1024 s

® Data points

— AE/AVE
mmmm | inear fit

Figure 4.6: Linear fit of the linear area on the E(\/t) curve, compared with AA? Four
different pulse lengths are shown, all with a current rate C/10.
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Figure 4.7: Linear fit of the linear area on the E versus square root of t curve for four
different pulse lengths with current rate C/5.
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Figure 4.8: Linear fit of the linear area on the E versus square root of t curve for four
different pulse lengths with current rate C/2.

Diffusion coefficients were calculated for the selected pulses using the regular GITT
equation (eq. (2.25)) and using the slope of the fitted linear equation for j—\% in eq.
(2.22). The resulting D values were plotted together in Appendix H with the pulse
length along the x axis to compare the two methods. To get a clearer picture of the
error in using the AA—\%, the difference between the diffusion coefficients calculated
from the eq. (2.25) and eq. (2.22) was found. This was done for all three different

current rates (C/10, C/5 and C/2), and the results plotted together in Figure 4.9.
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Figure 4.9: Difference between linear fit and reqular GITT.
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4.4 Checking % to AA—? Simplification

To test the validity of the simplification of % to a polynomial was fitted to the
OCV curve created by plotting all the end of relaxation period voltages against the
normalized capacities. A ninth degree polynomial was chosen to give the best fit.
The polynomial fit was found in Python with the help of the curve_fit function
from scipy.optimize. An example of such a fitted curve is shown in Figure 4.10.

AE
AS

08 7] =m | Experimental
] m— Fit

Voltage (V)
o o
IN o)

o
N

0.00 025 050 0.75 1.00
SOC

Figure 4.10: A ninth degree polynomial function fitted to the end of relaxation period
voltages versus normalized capacity curve. This example if from a cell with 80 nm thin
film and current rate C/10. The plotted cycle had pulse length 128 s and pause length 38/
s.

The estimated coefficients for the polynomial fit were used to make a symbolic
function in python with the help of the python package SymPy [57]. The symbolic
function was then differentiated to find the % curve. The slope of the E versus
0 curve for one particular GITT current pulse was found by evaluating % at the
average SOC in that current pulse. The slope thus estimated was used to calculate
diffusion coefficients with the help of equation (2.23). The current used in the
calculations was the average current in the GITT step. For V,,, the molar volume
of Si (12.06 cm?/mol [58]) was used and, seeing as the electrode is a thin film, the
surface area of the electrode was calculated as S = 7r?, where r is the electrode
radius (r = 0.75 cm). The diffusion coefficients calculated from eq. (2.23) were then
plotted together with the diffusion coefficients calculated from the simplified GITT
equation, eq. (2.25). The results of this for the four pulse lengths 2, 16, 128 and

1024 s for the cell TFSi_80_ 2 are shown in Figure 4.11.

The difference between the median of the diffusion coefficients calculated with eq.
(2.23) and eq. (2.25) were plotted, see Figure 4.12. This was done at different SOC
windows as the diffusion coefficients vary with SOC. Plots showing the median D
values from both methods together were also made, these can be seen in Appendix
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Figure 4.11: Comparison of diffusion coefficients calculated from curve fit GITT (‘fi—?) and
reqular GITT (AEs). These plots are from a cell with an 80 nm thin film and a current

rate of C/10.
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Figure 4.12: Difference between the median D wvalues calculated from regular GITT (eq.
(2.25)) and GITT using a curve fit for the determination of % (eq. (2.23))
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4.4.1 Using the Parameterization

Another way to calculate diffusion coefficients through eq. (2.23) is to use the
parameterization of the equilibrium potential as a function of SOC formulated by
Sethuraman et. al. [44] (see Section 3.4.6). Figure 4.13 illustrates how this pa-
rameterization differs from the polynomial fitted to the end of relaxation voltage
curves.

08 T == | Experimental
] — Fit

= Pgrameterization

Voltage (V)
o o
IN fo)

o
N

0.00 025 050 0.75 1.00
SOC

Figure 4.13: The parameterization given by Sethuraman et al. [44] compared with a ninth
degree polynomial function fitted to the end of relaxation period voltages versus normalized
capacity curve.

The value for % is then found by estimating the derivative of the parameterization
at the average SOC in each current pulse. All other variables used were the same as
in Section 4.4. Plots corresponding to the ones in Figure 4.11 were made using the
parameterization, and are given in Figure 4.14. Again the medians for each pulse
length in chosen SOC windows were calculated, and the difference between the
medians found from the regular GITT and the GITT using the parameterization
was calculated. These results can be found in Figure 4.15.
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Figure 4.14: Comparison of diffusion coefficients calculated from parameterization GITT
(red dots) and regular GITT (blue dots). These plots are from a cell with an 80 nm thin
film and a current rate of C/10.
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Figure 4.15: Difference between the median D wvalues calculated from reqular GITT and

GITT using the parameterized curve of the equilibrium voltage versus SOC.
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4.5 Linearity of E(J)

Another method to check the validity of assuming fl equal to & 6 is to look at how
linear the F vs ¢ curve is in a 0 window equal to the ¢ change in the cell during
one GITT pulse. The relationship between 6 and SOC is explained in Section 3.4.6.
The E(J) and E(SOC) curves have the same curvature, but differ by a constant.
The curvature of E(J) in one § window is the same as the curvature of E(S0OC)
in the corresponding SOC window. As can be seen in the plot of dSOCQ in Figure

4.16, the curvature changes the most at values close to 0 SOC. The dSOCQ curve
shown is from the end of relaxation time voltages in a cycle with pulse time 128 s
and relaxation time 384 in the cell TFSi_ 80 2. It is therefore enough to look at
the linearity in the first SOC window, as this will be the limiting factor. This was
done for the cell TFSi_80 2, and the result for the last six cycles (cycle 8 to cycle
13) is shown in Figure 4.17. The E versus SOC curve used to check the linearity
was the same E versus SOC curve that was differentiated in Figure 4.16, i.e. cycle
10 from cell TFSi 80 2.

100 1

d?E/dSOC?

0- T T T
0.0 0.5 1.0
SOC

Figure 4.16: Plot of % for a cell with h = 80 nm and current rate C/10, for cycle 10
(pulse time 128 s, pause time 384 s).
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Figure 4.17: Linearity of E as function of SOC for voltage windows corresponding to one
GITT pulse for varying pulse lengths. The red dots are the experimental data points and
the blue line is a linear fit. All the plots are from the cell TFSi 80 2, with a current rate
of C/10.
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Figure 4.18: Linearity of E as function of SOC for voltage windows corresponding to one
GITT pulse for varying pulse lengths. The red dots are the experimental data points and
the blue line is a linear fit. All the plots are from the cell TFSi 80 8, with a current rate

of C/5.
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Figure 4.19: Linearity of E as function of SOC for voltage windows corresponding to one
GITT pulse for varying pulse lengths. The red dots are the experimental data points and
the blue line is a linear fit. All the plots are from the cell TFSi 80 8, with a current rate
of C/2.
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4.6 Experiment With Long Relaxation Time

As explained in Section 3.3.1, a second experiment was performed to test the in-
fluence of a long relaxation period on GITT results. A pulse length of 16 s and a
relaxation period of 5 h were used in this experiment. This was done on two of the
cells, one with a 60 nm thin film (TFSi_60_2, C/10) and one with an 80 nm thin
film (TFSi_80 2, C/10). Three GITT pulses were performed at a SOC of 0.25,
0.5 and 0.75, a 5 h relaxation period before and after. The data from these ex-
periments were used to calculate diffusion coefficients according to equation (2.25).
These calculated diffusion coefficients were then plotted together with the diffusion
coefficients calculated previously, for the GITT cycle having the same pulse length
of 16 s. The results of this are shown in Figure 4.20.
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Figure 4.20: Logarithmic plot of calculated diffusion coefficients for a pulse length of 16 s.

4.7 Slope of Relaxation Curves

In GITT experiments it is desirable to let the cell relax until it gets close to equi-
librium between each current pulse. During the relaxation period after each GITT
pulse the voltage will increase (during discharge) or decrease (during charge), as
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explained in Section 2.5. This voltage increase/decrease happens rather quickly in
the beginning and flattens out as more time passes. It is possible to get an idea
of how close to equilibrium the cells get by looking at how flat the voltage curve
gets near the end of the relaxation period. Relaxation curves for single relaxation
periods of length 24, 192 and 3072 s are shown in Figure 4.21 for the cell TFSi_ 80 2
(thickness 80 nm, C/10).

The experiment made with long relaxation periods was made to see how the relax-
ation voltage curves behave when given a long time to relax. The relaxation time
in this experiment was 5 h or 18000 s. Relaxation curves for these long relaxation
times during both charge and discharge for the same cell as above (TFSi_80_2) are
shown in Figure 4.22.
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Figure 4.21: Voltage development during relaxation periods of different lengths. The x axis
shows the time since the start of testing. All the plots are from a cell with 80 nm thin film
and C/10 current rate, during discharge.
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Figure 4.22: Voltage development during relaxation periods of new experiment with a long
relaxation time of 18000 s. The x axis shows the time since the start of testing. The plots
are from the cell with 80 nm thin film and a current rate of C/10.

4.8 Pulse Length Limits

In doing the simplification from eq. (2.19) to eq. (2.10) an important assumption was
made: the pulse time is much shorter than the diffusion length squared divided by
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the diffusion coefficients. This has to do with an assumption that the concentration
gradient is close to the surface [13]. The value for this % limit was calculated for
different diffusion coefficients in a range corresponding to the values calculated so
far in this work. The calculated values for a diffusion length 60 nm are given in
table 4.1 and the values for 80 nm are given in table 4.2.

Table 4.1: Calculated pulse length limits for varying diffusion coefficients for a diffusion
length of 60 nm.

| D (ecm?/s) | L?/D [ 10 % of L?/D | 1 % of L?/D |

1%1071 0.36 0.036 0.0036
%1071 3.6 0.36 0.036
1%10712 36 3.6 0.36
1%10713 360 36 3.6
1+1071 3600 360 36
1%1071 | 36000 3600 360
1+ 1071% | 360000 36000 3600

Table 4.2: Calculated pulse length limits for varying diffusion coefficients for a diffusion
length of 80 nm.

| D (em?/s) | L?/D |10 % of L?/D [ 1 % of L?/D |

1%10710 0.64 0.064 0.0064
%1071 6.4 0.64 0.064
1% 10712 64 6.4 0.64
%1071 640 64 6.4
1%107 6400 640 64
1+107% | 64000 6400 640
1+ 1071% | 640000 64000 6400

4.9 Derivative of E(SOC)

Areas where an electrode goes through a phase change can be seen as voltage
plateaus in a plot of the voltage as a function of SOC. One such voltage versus
SOC plot can be seen in Figure 4.23. The Figure shows a ninth degree polynomial
fitted to the end of relaxation period voltages during discharge of cycle 10 (7 = 128
s) for the cell TFSi_ 80 2. These voltage plateaus are not always easy to identify
from such a plot, so it is easier to look for peaks in the derivative of the curve. This
method for finding two plateau regions in the E vs SOC curve was also utilized by
Ding et al. [16]. The derivative of the curve in Figure 4.23 is shown in Figure 4.24.
The derivative was found by using the SymPy library for symbolic mathematics. A
symbolic expression was made from the fitted ninth degree polynomial and this was
differentiated using the diff (func, wvar) method in SymPy. The peaks in the
dV/dSOC curve show where the slope of the E vs SOC curve is closest to zero and
where the turning points in the V vs SOC curve are.

The extreme values of the derivative can be found by finding where the second
derivative is equal to zero. Again, the SymPy library was used to differentiate
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the derivative function and solve the equation d*V/dSOC? = 0. The maximum
values were found to be at 0.37 SOC and 0.86 SOC. Evaluating the original E(SOC)
function at these points gave 0.27 V and 0.12 V| respectively.

0.8

0.00 025 0.50 0.75 1.00
SOC

Figure 4.23: Plot of E as function of SOC during discharge of cycle 10 (1 = 128 s) for
the cell TFSi 80 2 (current rate C/10).
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Figure 4.24: The derivative of the E versus SOC curve from figure 4.23. The figure on
the left shows the whole curve, while the figure on the right shows the area from 0.2 - 1
SOC to better show how the curve behaves in this area.
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Chapter 5

Discussion

5.1 Median of Diffusion Coefficients

Looking at Figure 4.4 and 4.5 it can be seen that the median of the diffusion co-
efficients decreased as the pulse time increased until they reached a turning point
and then the medians started to increase as the pulse time increased. This turning
point happened at different times for the different current rates. The cells with the
highest current rate, C/2, reached their turning point first, followed by the cells with
current rate C/5 and lastly C/10.

If the pulse length criteria 7 << L2/D was the only criteria important to the accuracy
of GITT calculations, the median of the diffusion coefficients would be expected to
stabilize at low pulse lengths where this criteria is fulfilled. Taking Figure 4.4 ¢)
as an example, the calculated diffusion coefficients were for the most part in the
area of 10716 cm?/s - 107! cm?/s. Assuming that 1% of L2/D counts as much less
than L?/D, Table 4.1 suggests a pulse length limit of 36 - 3600 s. In Figure 4.4 c)
the diffusion coeflicients gathered around a pulse length of 8 - 16 s, but instead of
staying stable below this value they diverged again. A similar pattern was seen for
the other plots in Figure 4.4; the diffusion coefficients for different currents met at
some point when the pulse length decreased, but at the lowest pulse lengths they
diverged again. This suggests that other effects in addition to the pulse length play
a role in determining the accuracy of GITT calculations.

Another point is that the current rate is not included in the pulse length criteria,
and should therefore not have a large influence on the result if that was the only
criteria influencing the outcome. In Figure 4.4 it is clear that the current rate used
influenced the calculated diffusion coefficients. This supports the idea that the pulse
length criteria cannot be the only relevant criteria when deciding GI'TT parameters.

When deriving eq. 2.24, Weppner and Huggins [12] made two simplifications based
on assumptions of a constant slope if the current rate is low enough and pulse time
is short enough, as explained in Section 2.5. These simplifications could also be
influential to the accuracy of GITT calculations when using the simplified equation
(2.25). The simplified equation (2.25) is easier to than utilize than eq. (2.21)). For
eq. (2.25) all that is needed is the voltage at specific points in the GITT curve,
while eq. (2.21) requires estimation of the slope of both E versus v/t and E versus
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0. Being able to make these simplifications is thus desirable, and it is worth looking
at the pulse length and current rate limitations this sets. In the next section these
simplifications are discussed further.

5.2 Simplifications for GITT Equation

5.2.1 E(v/t) is Linear Within the Pulse Length

For short pulse times it is expected that the j—\% curve within one current pulse is

approximately constant, i.e., that the E(y/t) curve is linear [12]. Looking at the
plots of E(v/7) in Figure 4.8 and in Appendix G there was a linear area after some
threshold time of around 4 - 10 s. This linear area lasted until around 40 - 80 s.
After that, the line started curving significantly. Verma et al. [14] also observed a
linear trend line in the E vs v/t curve after some threshold time. They suggested that
this linear trend line could be due to the existence of a concentration overpotential,
while the initial nonlinear voltage rise is associated with ohmic and charge transfer
overpotential. To compute the j—% values needed in equation (2.21), Verma et al.

[14] used the slope of this linear area.

Due to the small nonlinear section at the start of each GITT pulse, the curve was

not entirely linear for any of the pulse lengths tested. This implies that ;—\% is never
AE,

equal to the 3 N value calculated from the voltage difference over the whole current

pulse. The slope of the linear portion was steeper than a line drawn between the first

and last points in the voltage curve, giving ;—% a higher value than the 25%. Since

j—\% is in the denominator in equation (2.21), a lower value for the voltage change

will result in a higher diffusion coefficient. This means that using 2% instead of the

of % will result in a calculated diffusion coefficient that is too high. This could be
part of the explanation for why the diffusion coefficients in Figure 4.4 increased with
increasing pulse length. Looking at a specific example, the curves in Figure 4.8 and
in Appendix G started to get past the linear area at around the 64 or 128 s pulse
length. In Figure 4.9 the difference for the C/10 current rate started to increase
around the 64 s pulse length, so this fits well.

For short pulse length most of the curve was close to linear, so the error in using
the simplified formula should not be very large. As the pulse times increase, using
the linear approximation produces an increasing amount of error. Figure 4.9 shows
the difference between the diffusion coefficients calculated using the simplified GITT
equation (eq. (2.25)) and the ones calculated using the slope (eq. (2.22)). As seen
in this figure, the difference increased approximately exponentially (since the plots
are on a logarithmic scale) after the first few cycles. In the first couple of cycles this
difference was quite erratic, and in some cases large. The large difference could be
due to the fact that the shortest pulse lengths last shorter than the nonlinear part
in the beginning of the pulse. As the pulse lengths increased, the difference between
the two methods became smaller as an increasing portion of the curve was linear.
Then as the curve passed the point when it stopped being linear, the difference
increased again.

The process of finding the linear area by visual inspection and then making a linear
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fit to this area was a time consuming process, and was therefore only done for three
GITT pulses during discharge and three during charge in each cycle, at a state of
charge of approximately 0.25, 0.5 and 0.75. The differences plotted in Figure 4.9 are
thus calculated from one single GITT step and might not be the best representation
of the calculated GITT value at this state of charge. This is especially the case for
the shortest pulse lengths, where the calculated diffusion coefficients varied a lot, as
seen in Figure 3.8. The use of only one GITT pulse instead of the mean or median
of a larger data set could explain some of the erratic behavior seen in the short
pulse lengths in Figure 4.8. This should not be a large problem for longer pulse
lengths as they had very little noise in the calculated diffusion coefficients, as seen
in Figure 4.1. The best linear fit was also, as previously mentioned, found by visual
inspection, so there is a possibility that the linear fit was not entirely optimized.

It could be expected that the error in using 2&; instead of j—\% should depend mainly
on the length of the GITT pulse. This did not appear to be the case when looking
at Figure 4.9. In the figure, the different current rates diverged in a similar manner
as in figure 4.4, thus indicating that the error in equating 25% with j—% is influenced
also by the current rate. When the current rate is larger, the voltage change over one
current pulse is also larger. The linear portion then started at an earlier time than
at shorter pulse lengths, and also ended at an earlier time. It is possible that the
concentration overpotential becomes the most important factor at an earlier time

with a higher current rate.

5.2.2 E(6) is Linear Within one § Window

The second simplification made when deriving the GITT equation is based on the
assumption that a short pulse time together with a low current rate leads to a small
enough change in equilibrium voltage during each current step, that the slope can
be considered constant. This is another way of saying that the E vs § curve should
be approximately linear over the § window gone through in one pulse. As explained
in Section 3.4.6, the curvature of the E vs ¢ curve over one ¢ window should be equal
to the curvature of the E vs SOC curve over the corresponding SOC window. The
plot of E vs SOC was utilized to check linearity, due to ease of implementation. This
was done for one cell with each current rate with SOC windows corresponding to the
SOC change during one pulse at the different pulse length tested. Looking through
all the SOC windows for each pulse length would be a time consuming activity,
especially for shorter pulse lengths where there are many pulses in one cycle. A
d?E/dSOC? plot was therefore made to check where the curvature is largest. This
was found to be at SOC values close to zero. The linearity of the E vs SOC curve
was thus only checked in the first SOC window of each pulse length, as this would be
the least linear part of the curve. If the first SOC window is approximately linear,
the other SOC windows for the same pulse length should be so as well.

The E vs SOC curve together with a linear fit for the last 6 GITT cycles (pulse
length 32 s to 1024 s) for the cell TFSi_ 80 2 are shown in Figure 4.17. The plots
show that for the lowest current rate (C/10), the E vs SOC curve was approximately
linear up til a pulse length of 256 s. Since these plots are the worst case scenarios,
they suggest that making the simplification from % to 25% should be reasonable

up til a pulse length of at least 256 s at a current rate of C/10. At higher current
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rates the curve stopped being linear at shorter pulse lengths. Figure 4.18 and 4.19
show the E vs SOC curve together with a linear fit for cells with a current rate of
C/5 and C/2 respectively. For a current rate of C/5, the curve stopped being linear
around a pulse length of 128 - 256 s. And for C/2 it happened around 64 - 128 s.

The diffusion coefficients calculated from eq. (2.23) and eq. (2.25) for cell TFSi 80 2
are compared in Figure 4.11. These seem to fit fairly well, but there were differences
between calculated diffusion coefficients from the two methods. Figure 4.12 shows
the difference in median D values from using eq. (2.23) versus using eq. (2.25). The
difference decreased slightly in the beginning and increased again towards the high-
est pulse lengths. Especially for the highest current rates, the difference increased
with increasing pulse length, but the trend line was not as clear for the other current
rates. The diffusion coefficients calculated using the parameterization by Sethura-
man et al. [44] were generally close to the values calculated using the simplified
GITT equation, as seen in Figure 4.14. They did however differ significantly at
some areas, especially at high and low states of charge.

The value of x,,,, used in eq. (3.2) was 3.75, which corresponds to a fully lithiated
silicon electrode. The electrodes in this experiment did not reach full lithiation
before reaching the cut off voltage. The value of x,,,, corresponding to a SOC
of one is therefore slightly lower than 3.75. Substituting the actual value of 4,
gives a slightly higher diffusion coefficient and would shift the diffusion coefficients
from eq. (2.23) in Figure 4.12 upwards. This could explain why some of the values
calculated from eq. (2.23), such as the one where 7 = 2, seem a bit low compared to
the ones calculated from eq. (2.25). The correct value for x,,,, to use for each cycle
could be found by comparing the maximum capacity reach in each cycle with the
capacity of a fully lithiated electrode, 3579 mAh/g. This correction was not done
in the calculations in this work, but is a potential area of improvement.

Another possible source of error is the fit of the ninth degree polynomial used. The
polynomial is a good fit of the E vs SOC curve, as seen in Figure 4.10, but it is
not perfect. At some points in the curve the polynomial had a slightly different
slope than the E vs SOC curve. This introduces a small error in the result, with
the direction depending on which slope is highest at that particular point. The
polynomial seems like a good fit though, so this error was deemed insignificant.

The slopes of the E vs SOC curves in Figures 4.17 - 4.19 look like they would be
fairly similar to the linear curve when evaluated at the middle of the curve, even
when the curve is no longer linear in the whole SOC window. This could mean that
the diffusion coefficients found from eq. (2.23) are more similar to the ones from eq.
(2.25) than it appears they should be based on the linearity seen in Figures 4.17 -
4.19. The curves not being linear means that it is not valid to assume a constant
slope throughout the whole SOC window, even though the simplification gives a
similar result. When using the formula without simplifications, one value for the
slope is used for the whole pulse. In long pulse times, when the E vs SOC is not
linear in the current pulse, the slope will not be the same during the whole current
pulse, in which case this is not a valid approximation. The slope was considered
constant until 7 = 256 s for C/10, 7 = 128 - 256 s for C/5 and 7 = 64 - 128 s for
C/2.
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5.3 Phase Transformations

As mentioned in Section 5.3, a Si anode goes through some phase transformation
processes during charge/discharge. The Si anode studies by Ogata et al. [47] was
based on crystalline Si, while the Si thin films used in this work were amorphous.
Crystalline Si is, however, converted into amorphous Si during the first cycle, so the
two materials should be comparable after the first cycle. In the voltage range used
in the experiment in this work (0.05 V to 1 V) Ogata et al. describe two processes;
a gradual lithiation of a-Si to form Li_,,Si at ~ 300 - 250 mV vs Li/Li+ and a
formation of Li_, ;Si at 100 mV vs Li/Li+ [47]. They also describe a crystallisation
from a-LixSi to c-Li_; ;551 at around 50 mV vs Li/Li+, but this was not expected to
happen in the experiments in this work since the cells stop discharging at this point.
This was confirmed to be the case by the absence of the characteristic delithiation
plateau associated with c-Li_5 --5i at 430 mV vs Li/Li+.

The GITT method does not take phase-transformations into consideration. It relies
on Ficks’s law of diffusion, and does not consider the effect of any interphase bound-
ary movement. This means that only an apparent diffusion coefficient can be found
in the two-phase region [59]. Zhu and Wang [59] looked at GITT used on a LiFePO,
electrode that goes through a phase transformation. They found the apparent dif-
fusion coefficients obtained from GITT to be 2-3 orders of magnitude lower in the
two phase region than in the single phase region and attributed this to the phase
transformation. Furthermore, Zhu and Wang [59] developed a new GITT for phase
transforming electrodes. The diffusion coefficients obtained in the two phase region
with this new method were similar to the diffusion coefficients obtained in the single
phase region with the normal GITT method. Since Zhu and Wang [59] study a
different electrode material than the one in this work, the results are not entirely
comparable. It does however suggest that the presence of a phase change will lead

to a smaller apparent diffusion coefficient in the phase change regions when using
the regular GITT method.

The smaller apparent diffusion coefficient in phase change regions likely explain the
W shape of the D vs SOC curves in Figures 4.2 and 4.3. A similar W shape for the
diffusion coefficients has also been observed in other studies [16, 35]. The two bottom
points in the W shaped curve during discharge seem to fall around 0.3 - 0.35 SOC
and around 0.9 SOC (see Figure 4.2). This fits quite well with the estimated SOC
areas for phase changes in Section 4.9; 0.37 SOC and 0.86 SOC. These SOC values
correspond to voltages of 0.27 V and 0.12 V vs Li/Li+ respectively. The voltage
plateau around 0.27 V matches well with the first discharge process described by
Ogata et al. [47] at 0.300 - 0.250 V vs Li/Li+. The second voltage plateau at
around 0.12 V similarly correspond decently with the discharge process at 0.100 V
vs Li/Li+. These results indicate that the local minimum values seen in Figure 4.2
were related to phase transitions.

Implementation of the phase transformation GITT developed by Zhu and Wang
[59] was not attempted in this work. The new GITT method is substantially more
complicated to implement than the regular GITT method and requires solving a set
of two partial differential equations (PDEs) and one ordinary differential equation
(ODE). Additionally, the method probably needs some adjusting to fit a Si electrode
instead of a LiFePO, electrode.
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5.4 Length of Relaxation Period

GITT theory dictates that the cells should be near equilibrium at the start of each
current pulse. During the relaxation period, the cell voltage will increase (during
discharge) asymptotically towards the equilibrium potential. Figures 4.21 and 4.22
show the voltage evolution with varying relaxation times. They show that for short
relaxation times the curve was still fairly steep when the relaxation ends. As the
relaxation time increases the slope of the curve became smaller; however, it never
got entirely horizontal, even after the longest relaxation times tested (5h). The
curve in Figure 4.22 shows a decreasing voltage at the start, but as time passed the
voltage flattened out and started increasing. A similar voltage development during
relaxation was seen by Sethuraman et al. [44]. They let a cell relax for 48 h and still
observed a changing potential. A very long relaxation period is thus needed for the
cell to reach equilibrium. There are also additional complications from the presence
of side reactions, which lead to self-discharge (self delithiation) of the electrode [44].
Due to the extremely long relaxation times needed to reach close to equilibrium it
is generally not feasible to let the cell relax completely between each GITT pulse.
A compromise has to be made between what is deemed sufficient relaxation for the
cell and the time available for the GITT experiment.

Though it is unlikely that the cell can be allowed time to reach very close to equilib-
rium, the relaxation period should be significantly longer than the pulse period. This
has to do with two assumptions made when deriving GITT. The first assumption
is that the lithium does not have time to diffuse very far into the material during
the current pulse, so that the concentration gradient is close to the surface. This is
related to the 7 « L?/D criteria described previously [13]. The second assumption is
that the cell has a homogeneous composition throughout the electrode (i.e. it is in
equilibrium) at the beginning of each current pulse. For both of these assumptions
to hold true, the relaxation period needs to be significantly longer than the pulse
period. This is not always seen in the literature, e.g. in [19] where the pulse period
and the relaxation period has the same length (10 min).

A too short relaxation period could be partially responsible for the inconsistent
results in GITT cycles with short pulse lengths. The relaxation period in the first
couple of cycles was only a few seconds long, which was too short for the electrode
to get close to equilibrium, despite the short current pulse only constituting a small
perturbation from equilibrium. This is illustrated in Figure 4.21 a), where the
relaxation curve is still steep at the end of the relaxation period. The cell was thus
not close to a homogeneous concentration of Li when the next GITT cycle started.
This could cause some uncertainty in the GITT results and could also be the reason
for the increase in diffusion coefficients seen at shorter pulse lengths.

5.5 Experiment Setup

When planning the main experiment in this thesis, a relaxation period three times
the pulse period was chosen. As explained in the previous Section, the shorter
relaxation periods used were found to be too short for the cell to relax properly. This
relaxation time was chosen as a compromise between letting the cell relax as much
as possible between pulses, and the time available for the experiment. If the same
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relaxation period was to be used for all the different pulse lengths it would need to
be longer than the longest pulse period of 1024 s. Applying such a long relaxation
period to the cycles with short pulse lengths, and therefore many pulses, would
result in an experiment that lasts much longer than the time available. Choosing a
fixed relaxation period that fits with the shorter pulse lengths would result in the
relaxation period being shorter than the pulses for longer pulse lengths, resulting in
insufficient relaxation. A choice was thus made to scale the relaxation time with the
pulse time. This at least satisfies the requirement that the relaxation time is longer
than the pulse time, even though the resulting relaxation times were not found to
be entirely satisfactory for the shortest pulse times.

A possible solution to the choice between a longer relaxation period and a short
enough experiment is what was done in the second experiment. In this experiment
only three GITT pulses were performed at set states of charge, with a long relaxation
time before and after. This allows the use of a longer relaxation time while still
keeping the experiment time sufficiently short. The downside to this approach is
that it only gives the diffusion coefficient at a few chosen points during charge and
discharge. How the diffusion coefficients vary with SOC could therefore not be seen
with such a setup. This method would also result in much less data to analyse, and
it would not be possible to graphs of E vs § as in Figure 4.10.

The pulse lengths chosen were meant to give a wide window of pulse lengths to study.
The diffusion coefficient of lithium in silicon has previously been reported between
107 to 107 cm?/s [16, 60-62]. These values were taken as a basis for which
pulse lengths should be tested. The L?/D limit for different diffusion coefficients are
given in tables 4.1 and 4.2. The limits span over many orders of magnitude, and
it is not practicable to test the whole range in one experiment. Thus a range of
pulse lengths around the middle of this spread was chosen. The pulse lengths were
doubled each iteration to span the necessary range, while maintaining a suitable
resolution at shorter pulse lengths. An additional benefit of the doubling was to
allow equal spacing between data points on a logarithmic scale.

5.6 Experiment With Longer Relaxation Period

When it became clear that even the longest relaxation period of 3072 s was insuffi-
cient to get a flat relaxation curve (see fig. 4.21 ¢)), a new experiment with longer
relaxation time was performed. The diffusion coefficients from this new experiment
differ from the ones done with the same pulse length in the main experiment by
several orders of magnitude, as seen in Figure 4.20. This implies that the length of
the relaxation period has a large impact on GITT results. The longer relaxation
time lets the cell get closer to equilibrium between each GITT step, as dictated by
GITT theory, and it is therefore likely that these new experiment returned more ac-
curate results. These results were also closer to the diffusion coefficients of ~ 10712
previously reported by Ding et al. [16].
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5.7 Volume Change in Silicon

One of the major challenges to commercialization of Si anodes is the large volume
change during lithiation/delithiation, that can be over 300% (see Section 2.3.4). This
large volume change could also cause a problem with the use of the GITT equation to
determine diffusion coefficients. As mentioned in Section 2.5 one of the assumptions
made in the derivation of the GITT equation was that any changes in molar volume
of the electrode as the electrode composition changes during lithiation/delithiation
could be neglected. This is a good assumption for electrodes that experience a small
volume change upon lithiation/delithiation. This is, however, not the case for Si
anodes, which means that the GITT method is not necessarily ideal for use with Si
anodes.

In the normal GITT formula generally used to calculate diffusion coefficients (eq.
(2.24)), both the volume and the electrode surface area are included. When the
electrode is a thin film, the volume and the surface cancel each other out and the
thickness of the thin film, h, is left, as seen in eq. (2.25). When calculating the
diffusion coefficients in this thesis, h was assumed to be constant and equal to the
initial thin film thickness throughout the whole lithiation and delithiation. During
lithiation, the electrode volume increases, resulting in a larger actual value for h. As
seen in eq. (2.25), using a larger value for h will result in a higher diffusion coefficient.
When the thin film thickness increases with increasing amount of Li in the anode,
continued use of the smaller initial thickness could lead to an underestimation of the
diffusion coefficient at higher degrees of lithiation. It could therefore be interesting
to investigate the possibility of doing GITT calculations with A changing as the
electrode becomes more lithiated, but that was not done in this work.

Another effect related to the volume change is that it typically introduces internal
stress in the material, which may fracture the electrode. Cracks in the material as
a result of volume change can also influence the apparent diffusion coefficient as the
cracks can create an easy pathway for fast lithium diffusion [35]. The films in this
work were, however, deemed sufficiently thin to be dimensionally stabilized in the
course of the 10 cycles used for this GITT analysis. This has been confirmed in
previous long term cycling experiments using equivalent films [63].

5.8 Choices Made when Plotting the Data

5.8.1 Smoothing

When smoothing the D versus SOC plots in Figures 4.2 and 4.3, a Gaussian filter
with sigma 300 was used, with 20 000 data points between 0 and 1 SOC. The same
amount of smoothing was used on all the curves to ease comparison. It was, however,
difficult to decide on an amount of smoothing that was ideal for all the pulse lengths.
A compromise had to bee made between smoothing away all the minor fluctuations
and keeping the shape of the curve as best as possible. It was challenging to keep as
much of the nuance as possible, especially at the beginning of the cycle where the
curve is steep.
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5.8.2 Removal of outliers

When creating the diffusion coefficient as function of SOC plot in Figures 4.2, 4.3
and in Appendix D a median filter was applied to the data to remove any outliers
before the data was smoothed further with a Gaussian filter. Simply removing the
outliers in this manner is not always appropriate. In this case the outliers all seemed
to come from problems with the data set, e.g. in the form of missing data points (see
Section 3.4.4). In the cycles with shorter pulse lengths, where each current pulse
may have only 2 - 4 data points, missing one data point at the end or the beginning
of a pulse or relaxation period made a significant difference in the calculated AFE
values, which further had a large influence on the calculated diffusion coefficient.
In cycles with a longer pulse and relaxation period, the voltage change was larger,
so one missing data point did not make a big difference. This explains why these
outliers were primarily present in the first few cycles. The AFE values calculated from
these pulses with missing data points were incorrect since some of the information
was missing and thus the diffusion coefficients calculated were false values. Since the
outliers were related to a problem with the data acquisition and gave false diffusion
coefficients, removing them was deemed the best option. If the outliers were kept
in the data set when doing smoothing they would influence the resulting curve.

Another method for removing the outliers was also tested. That method was to
remove all data points where the pulse step or the previous/following relaxation step
was significantly shorter than it should have been. It was not immediately clear how
much shorter the outlier steps should be in order to remove only the outliers that
were skewing the data the most, but not remove an unnecessary amount of data.
Because of this, this method was discarded and replaced with the application of a
median filter, as described above.

5.9 Noise for Short Pulse Lengths

The cycles with short pulse lengths had a high amount of noise in the calculated
diffusion coefficients, as seen in Figure 3.8. The voltage change during one GITT
pulse and relaxation period was only a few mV for the shortest pulse lengths and
lowest current rate. This is illustrated in Figure 5.1, where a voltage change around
1 mV was seen during both the pulse and pause. The measurement precision of
Arbin is < 1 mV. When the change in voltage for each pulse or relaxation period
is only a few mV, an uncertainty of < 1 mV is a significant amount. A slightly too
high or too low start or end voltage can influence the GITT calculations notably
when the margins are already so small. As the pulse lengths increase the voltage
change during one pulse/relaxation is larger, so the uncertainty makes less impact.
This is illustrated in Figure 5.2, where the end of relaxation time voltages for a pulse
length of 2 s and 128 s are shown. There was more variation in the voltages for the
shortest pulse length.
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Voltage (V)

Figure 5.1: Illustration of voltage change during one 2 s pulse and one 6 s relaxation
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Figure 5.2: Illustration of variation in end of relazation voltages for a pulse length of 2 s
and a pulse length of 128 s, with a current rate of C/10.

The plots in Figure 4.11 imply that much of the noise comes from the calculation of
AF,. In these plots the diffusion coefficients calculated using Cfi—? had much less noise
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than the ones calculated using AFE,. Thus small variations in the end of relaxation
time voltages, possibly due to the measurement precision of Arbin, are likely the
main cause of the noise. Assuming that this noise is largely uncorrelated, however,
the large number of data points produced when using shorter pulse lengths makes
these datasets suitable for smoothing to improve the signal to noise ratio.

5.10 IR Drop

Looking at plots of one GITT pulse or relaxation period it seems that the largely
instantaneous IR drop happened before the first data point was saved. This can be
seen in Figure 5.1. It was therefore not necessary to add a step in the code to remove
the IR drop. As long as the acquisition voltage resolution is high enough that the
first data point measured is just after the whole IR drop has happened (meaning
that the acquisition voltage change trigger should be smaller than the IR drop is
expected to be). If this is the case, as it was in the experiments in this thesis, no
effort needs to be taken to remove the IR drop before doing GITT calculations.
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Chapter 6

Conclusion

The main goal of this thesis was to test the influence of experimental parameters
on the results obtained from GITT analysis. This was done to investigate potential
weaknesses with the technique under different circumstances, and to give an idea of
things to think about when choosing GITT parameters. The experiments conducted
showed that both pulse time, relaxation time and current rate affect the diffusion
coefficients determined by the GITT method. The calculated diffusion coefficients
were found to vary by several orders of magnitude depending on the selected pa-
rameters.

Two simplifications made in the derivation of the GITT equation (eq. (2.25) were

checked. The first simplification was the j—% to 25%, which is valid when E(v/%) is

approximately linear within one current pulse. The E(v/t) curve was found to have
a linear area that starts after some threshold value. The start and end of this linear
area depends on the current rate used. For the cells tested in this thesis, the linear
approximation is decent until a pulse length around 64 - 128 s for C/10, 32 - 64 s
for C/5 and 16 - 32 s for C/2. The pulse length should also be at least 4 s, in order
to avoid that the nonlinear area in the beginning of the pulse significantly affects
the result.

The second simplification was the Cfi—? to AA%, which is valid when the E(§) curve
is approximately linear over the range of ¢ values covered during one pulse. The
validity of this simplification is also dependent on both the pulse length and current
rate, as they together determine the range of § values covered during one pulse. In
the experiments in this work, the linear approximation was found to be valid for
pulse lengths up to at least 256 s for C/10, 128 s for C/5 and 64 s for C/2. The
linearity was tested in the most curved part of £(d), so these numbers represent the

worst case scenarios.

The largest variation in calculated diffusion coefficients came from the experiment
with long relaxation time. The calculated diffusion coefficients with a 16 s pulse
were in the range 107!¢ - 107!* when using a 48 s pause length, while the same
pulse length with a 5h pause before and after resulted in diffusion coefficients in the
range 10713 - 107!, Reaching very close to equilibrium takes a very long time, and
it was found that even after 5 hour pause, the cell potential was still in the process
of relaxing. This shows that the cells should be allowed as much relaxation time
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between pulses as is practical for the experiment conducted. The pause should at
least be several times as long as the pulse. The longer relaxation time was only
tested at three points along the SOC curve and only on two cells. Additional testing
of the impact from the relaxation time would be beneficial.

The calculated diffusion coefficients vs SOC curve was found to have a W shape.
This is in accordance with observations in previous studies, e.g. Ding et al. [16].
This W shape is likely related to phase transformation processes in silicon anodes.
Developing a phase transformation GITT for Si anodes, based on the method by
Zhu and Wang [59], could be an interesting further step.

The overall conclusion of this work is that both pulse length, pause length and
current rate influences GITT results. Due to the variations in GITT results, this
method is probably best suited to give an order of magnitude estimation and not
an exact result for the diffusion coefficients. In these experiments, a longer pause
was found to have the larges impact on the result, and a long relaxation period
should therefore be prioritized. The current rate and pulse length was found to
be connected, as expected from the % criterion. At a lower current rate, a longer
pulse length can be used. The pulse times chosen should ideally be short, but not
so short that it introduces too much noise and that the majority of the pulse is
in the nonlinear area of F (\/f) For the cells tested in this thesis, a pulse length
between 8 - 64 s seems the best at a current rate of C/10. Of the two simplifications
investigated ( 42 to £E and j—\% to 25‘{), ;—\% to 2\% was the limiting factor for
valid pulse lengths.
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Chapter 7

Further Work

The main focus of this thesis was to investigate the influence of experimental param-
eters on GITT results, with the parameters tested being the pulse time, relaxation
time and current rate. In addition to this the effects from phase transformations
and volume change is silicon anodes were discussed. Some suggestions for further
work that should be done to examine this more closely include:

Comparing the GITT results to other methods of calculating diffusion coeffi-
cient (i.e. EIS or PITT) or modelling, to validate the accuracy of the results.

Conduct further experiments to test the influence of the relaxation time.

Developing a phase transformation GITT method for silicon anodes, based on
the GITT for Phase-Transformation Electrodes developed by Zhu and Wang
[59].

The effect of volume change in Si on the GITT results should be further
researched. Specifically, the possibility of doing GITT calculations with a
varying thin film thickness, h, should be tested.

The % to AA% simplification should be tested using a maximum value for §
corresponding to the actual amount of lithiation achieved in the experiment,

instead of the fully lithiated state of 6 = 3.75.
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Appendix A

Cell Names

Table A.1: List of all cell names and corresponding current rate and Si thin film thickness.

| Cell name | Current rate (c-rate) | Thin film thickness (nm) |

TFSi_60_1 C/10 60
TFSi_60_2 C/10 60
TFSi_60_3 C/10 60
TFSi_60_4 C/5 60
TFSi_60_5 C/5 60
TFSi_60_6 C/5 60
TFSi_60_7 C/2 60
TFSi_60_8 C/2 60
TFSi_60_9 C/2 60
TFSi_80_1 C/10 80
TFSi_80_2 C/10 80
TFSi_80_3 C/10 80
TFSi_80_4 C/5 80
TFSi_80_5 C/5 80
TFSi_80_6 C/5 80
TFSi_80_7 C/2 80
TFSi_80_8 C/2 80
TFSi_80_9 C/2 80
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Appendix B

Code

import numpy as np

def calc_D(cycle_number, steptable, h, tau=None, remove_outliers=

24

30

False):
# Creating a step table for only one cycle and extracting
possible GITT steps
st = steptable.loc[steptable.cycle == cycle_number]
st = stl[st.type.isin(["charge", "discharge", "ocvrlx_up", "
ocvrlx_down",

"rest"])]

if st.empty:
print ("the given cycle is not found")
return

# Finding the length of each step
if tau is None:
tau = st["step_time_last"] - st["step_time_first"]

st["tau"] = tau

# Checking which steps are GITT pulse steps

t0 = st["type"]

t1 st["type"].shift (periods=-1) # All values are shifted
once upwards

t2 = st["type"].shift (periods=-2) # All values are shifted
twice upwards

# Want every other step to be the same and the one in between
should be ocv/rest step

valid D = (t0==t2) & (tl.str.contains("ocv") | tl.str.contains(
"rest"))

# Calculating diffusion coefficients by GITT formula

st["DEt"] = st["voltage_last"] - st["voltage_first"] # should
remove the IR drop here (maybe calculate it based on the
measured IR time the current?)

st["DEs"] = st["voltage_last"].shift(periods=1) - st["
voltage_last"].shift(periods=-1)

st["D"] = 4/(np.pi*tau) * (h)**2 x (st["DEs"].loc[valid_D] / st
["DEt"].loc[valid_DJ]) *x%*2
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if remove_outliers:
# Finding what the pulse and rest times should be

pulse_tau = round(np.mean(st[’tau’].
loc[st[’type’] == "discharge"]))
rest_tau = round(np.mean(st[’tau’].loc[(st[’type’] == "rest
")
| ( st[’type’].str.contains ("
ocv"))1))
# Removing steps with a too short pulse length
tau_lim_pulse = 2/3*pulse_tau
st[’D’].loc[(st[’tau’] < tau_lim_pulse) \
& (st[’type’] == "discharge")] = float(’nan’)
# Removing steps with too short rest period
tau_lim_rest = 2/3*rest_tau
inds = st.index[(st[’tau’] < tau_lim_rest) & ((st[’type’]
== "ocvrlx_up") | \
(st[’type’] =="rest"))]
for ind in inds.to_numpy ():
if st.shift(-1).loc[ind, ’type’] == st.shift(1).loc[ind
, type’]:
if ind - 1 in st.index:

st.loc[ind - 1, ’D’] = float(’nan’)
if ind + 1 in st.index:
st.loc[ind + 1, ’D’]

float(’nan’)

return st

Listing B.1: Code for calculating diffusion coefficients based on equation (2.24)
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APPENDIX B. CODE

from scipy.ndimage import gaussian_filterld, median_filter
from scipy.interpolate import interpld
import numpy as np

def smooth_y(steptable, selector, int_num=None, size=100, sigma
=100, variable="D", smooth_mode="gaussian"):
"""Takes in a step table with calculated D values and
calculates new smoothed y values using gaussian or median
smoothing and interpolation"""

# Getting out the x and y values to plot from the steptable

steptable_no_nan = steptable[[selector + ’_avr’, ’DEt’, ’DEs’,

’D’]].loc[steptable.type==selector].dropna ()

if int_num is not None:

X = steptable_no_nan[selector + ’_avr’]

x_norm = x/x.max ()

y = steptable_no_nan[variable]

x_int = np.linspace(x_norm.min(), x_norm.max(), int_num)

f = interpld(x_norm, y)
y_int = f(x_int)

else:
X = steptable_no_nan[selector + ’_avr’]
x_int = x/x.max ()
y_int = steptable_no_nan[variable]
if smooth_mode == "gaussian':
return x_int, gaussian_filter1ld(y_int, sigma, mode=’nearest
)
elif smooth_mode == "median":
return x_int, median_filter(y_int, size, mode=’nearest’)
elif smooth_mode == "med_gauss":
y_median = median_filter(y_int, size, mode=’nearest’)
y_gaussian = gaussian_filterld(y_median, sigma, mode=’

nearest’)
return x_int, y_gaussian

Listing B.2: Code for increasing the number of data points in a data set by interpolation

followed by smoothing of the data with a median filter or a Gaussian filter or both.
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Product Specifications

Hardware Specifications

Number of Channels

96 channels

Bipolar Linear Circuitry

Allows cross-zero linearity and no switching time between charge/discharge

Voltage range

(min/max) 5105V
Measurement 24 Bit
Resolution <10uV

Voltage
Measurement <100 bpm
Precision PP
Control Accuracy | < +/-0.02%
Input Impedance 10 G Ohm
Standard Current
Ranges 200mA/10mA/1mA/100uA
Measurement 18 Bit
Resolution 0.0003% (as low as 6nA)
Measurement

Current Precision <100 ppm
Control Accuracy | 0.02% FSR (as low as 0.4uA)
Minimum V at
Maximum Current | 2V @ 200mA
Current rise time ~200uS
Minimum Step
Time Sms

Ti Data Logging .

ime Rate 2,000 points per second, per system

Measurement
Resolution 100us

Maximum continuous power W

per channel

Connection for Batteries

Coin cell holders
Option: various battery holders for coin cells, cylindrical cells, or flat cells

Connection to Computer

TCP/IP (Ethernet)

Ventilation Method

Air cooled with variable speed fans

Computer Specifications

PC with 22” flat-screen monitor is included, preloaded with our MITS 7 testing
software

Quotation Printed: 02/09/17 11:10 AM

Page 2 of 2
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APPENDIX D. PLOTS OF D AS FUNCTION OF SOC, COMPARING PULSE
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Figure E.1: Computed diffusion coefficients as function of SOC for discharge, comparing
currents.
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APPENDIX E. PLOTS OF D AS FUNCTION OF SOC, COMPARING

CURRENTS

(q) 60 nm, T = 512 s, charge
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Figure E.2: Computed diffusion coefficients as function of SOC during charge, comparing
currents.

97



Appendix F

Plots of Median of D at Varying
SOC Windows

This appendix contains plots of the median of D at varying SOC windows. The
legend for all the plots is given in Figure F.1.

cell 1, C/10
® cell2,C/10
® cell 3,C/10

cell 4, C/5
® cell5,C/5
® cell 6, C/5

cell 7, C/2
® cell8, C/2
® cell9, C/2

Figure F.1: Legends for Median of D plots.
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PLOTS OF MEDIAN OF D AT VARYING SOC WINDOWS
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Figure F.2: Median of D for different SOC windows, discharge.
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Figure F.3: Median of D for different SOC windows, charge.
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Appendix G

Linear Fits of E(\/1)

This appendix shows plots of AA—\% compared with the F(+/t) curve. Figure G.1 show
the legends for these plots.

® Data points

m— AE/AVE
mmmm | inear fit

Figure G.1: Legend for plots of linear fit of E(v/t)
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Figure G.2: Linear fit of the linear area on the E versus square root of t curve for four
different pulse lengths, C/10. The blue dots are the experimental data points and the red
line is the linear fit.
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Figure G.3: Linear fit of the linear area on the E versus square root of t curve for four
different pulse lengths, C/5. The blue dots are the experimental data points and the red
line is the linear fit.
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Figure G.4: Linear fit of the linear area on the E versus square root of t curve for four
different pulse lengths, C/2. The blue dots are the experimental data points and the red
line is the linear fit.
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Figure H.1: Diffusion coefficients calculated using the normal GITT equation (eq. (2.25)),
shown as blue dots, together with the diffusion coefficients calculated using eq. (2.22),

shown as orange dots.
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Figure H.2: Diffusion coefficients calculated using the normal GITT equation (eq. (2.25)),
shown as blue dots, together with the diffusion coefficients calculated using eq. (2.22),

shown as orange dots.
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Appendix 1

GITT Using Ocll? vs GITT Using Aﬁg
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Figure I.1: Diffusion coefficients calculated from the normal GITT equation (eq. (2.25),
as blue dots, together with the diffusion coefficients calculated from the curve fit version
(eq. (2.23)), as orange dots. 60 nm thin films.
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Figure 1.2: Diffusion coefficients calculated from the normal GITT equation (eq. (2.25),
as blue dots, together with the diffusion coefficients calculated from the curve fit version
(eq. (2.23)), as orange dots. 80 nm thin films.
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