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Abstract

There are approximately 13 million annual new stroke cases worldwide. Research has
shown that robotics can provide practical and efficient solutions for expediting post-stroke
patient recovery. Assistive robots provide automatic limb training, which saves a great
deal of time and energy. In addition, they facilitate the use of data acquisition devices.
The data is beneficial in terms of quantitative evaluation of the patient progress.

This research focused on the trajectory planning and subject-specific control of an
upper-extremity post-stroke rehabilitation robot. To find the optimal rehabilitation prac-
tice, the manipulation trajectory was designed by an optimization-based planner. A linear
quadratic regulator (LQR) controller was then applied to stabilize the trajectory. The
integrated planner-controller framework was tested in simulation. To validate the simu-
lation results, hardware implementation was conducted, which provided good agreement
with simulation.

One of the challenges of rehabilitation robotics is the choice of the low-level controller.
To find the best candidate for our specific setup, five controllers were evaluated in sim-
ulation for circular trajectory tracking. In particular, we compared the performance of
LQR, sliding mode control (SMC), and nonlinear model predictive control (NMPC) to
conventional proportional integral derivative (PID) and computed-torque PID controllers.
The real-time assessment of the mentioned controllers was done by implementing them
on the physical hardware for point stabilization and circular trajectory tracking scenarios.
Our comparative study confirmed the need for advanced low-level controllers for better
performance. Due to complex online optimization of the NMPC and the incorporated de-
lay in the method of implementation, performance degradation was observed with NMPC
compared to other advanced controllers. The evaluation showed that SMC and LQR were
the two best candidates for the robot.

To remove the need for extensive manual controller tuning, a deep reinforcement learn-
ing (DRL) tuner framework was designed in MATLAB to provide the optimal weights for
the controllers; it permitted the online tuning of the weights, which enabled the subject-
specific controller weight adjustment. This tuner was tested in simulation by adding a
random noise to the input at each iteration, to simulate the subject. Compared to fixed
manually tuned weights, the DRL-tuned controller presented lower position-error.

In addition, an easy to implement high-level force controller algorithm was designed by
incorporating the subject force data. The resulting hybrid position/force controller was
tested with a healthy subject in the loop. The controller was able to provide assist as
needed when the subject increased the position-error.
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Future research might consider model reduction methods for expediting the NMPC
optimization, application of the DRL on other controllers and for optimization parameter
adjustment, testing other high-level controllers like admittance control, and testing the
final controllers with post-stroke patients.
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Chapter 1

Introduction

There are over 13 million annual new cases of stroke incidence worldwide [76], and 33%
of the survivors have reported limited or no use of their upper-limb. Extensive research
has been dedicated to finding practical approaches to aid the recovery of the post-stroke
patients. Interestingly, robotics has been proven to be one of the feasible solutions [68].
This thesis focused on an end-effector-based robot for post-stroke upper-extremity reha-
bilitation.

1.1 Motivation and Goals

This work examined the trajectory planning, comparative control implementation, and
automatic controller tuning of our experimental setup. The rehabilitation practice is one
of the most critical aspects of patient’s improvement; it determines the progress of their
motor recovery. Motivated by this fact, the goal of the first phase of the thesis was to design
a systematic approach for obtaining the optimal practice trajectory. Controller synthesis
was then required to maintain the robot on the desired trajectory. Various options could
be chosen for this purpose. Needless to say, each choice had its own advantages and draw-
backs. The goal of the second phase of the thesis was to evaluate and find the most suitable
controller among five well-known algorithms in the literature. The best controller candi-
dates included weights that required extensive manual tuning, which is a time-consuming
process and does not result in optimal weight settings. This issue motivated the third phase
of the thesis to focus on an automatic framework for judicious tuning of the parameters.
Finally, to incorporate the subject in the control loop, the fourth phase concentrated on
designing an intuitive and easy to implement high-level force controller.
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1.2 Thesis Organization

• Chapter 1 states the thesis motivations and goals. It also presents the project orga-
nization and contributions.

• Chapter 2 provides the background. A detailed review of rehabilitation robotics is
presented and the challenges and control strategies are discussed. A comprehen-
sive section is dedicated to optimization techniques and their positive and negative
aspects. This information is useful when reading Chapters 4 and 5, where the opti-
mization techniques were extensively utilized. Finally, a summary of reinforcement
learning and its progress during recent years is presented. This part helps with the
grasp of the main DRL algorithms, namely Deep Deep Deterministic Policy Gradient
(DDPG) and Twin Delayed Deep Deterministic Policy Gradient (TD3), in Chapter
6.

• Chapter 3 discusses the rehabilitation robot and human arm model. The low-fidelity
robot model was used in Chapters 4 and 5 for model-based controllers. The high-
fidelity model, used for controller testing in the aforementioned chapters, is also
presented. The integrated human-robot interaction model is then provided. This
model is utilized in Chapter 4 for trajectory planning.

• Chapter 4 outlines the trajectory optimization framework. The first section of this
chapter discusses the optimization method and the planner framework. The remain-
ing section outlines the trajectory stabilizer for maintaining the robot on the de-
sired trajectory. Simulation results are presented to evaluate the integrated planner-
controller. Lastly, experimental results are provided to validate the simulation.

• Chapter 5 introduces the comparative study of the controller algorithms on the robot.
The mathematical formulation of five controllers is presented. In addition, two meth-
ods of implementing symbolic-based model predictive control are examined. Later
in this chapter, comparative simulation results are presented. The final section of
the chapter focuses on experimental results of the controllers and providing the best
candidates.

• Chapter 6 discusses the formulation and implementation of the DRL algorithms. In
addition, the application of the tuner on the SMC candidate controller is presented.

• Chapter 7 describes the process for considering the subject in the control loop for
experimental evaluation. The high-level force controller is then presented. The ex-
perimental results for the hybrid position/force controller is provided.

2



• Chapter 8 outlines the conclusion of this research by reviewing the summary of the
work. The limitations and recommended future work are also discussed.

1.3 Thesis Contributions

• Development of a novel optimization-based trajectory planning framework with hy-
brid human-robot cost function for calculating the rehabilitation manipulation prac-
tice.

• Designing a LQR trajectory stabilizer to be integrated with the planner.

• Evaluation of the integrated planner-controller in simulation and real-time experi-
ments.

• Conducting a comparative study for finding the best controller candidates among
five well-known controllers.

• Development of a DRL tuner to be used with model-based controllers.

• Development of an easy to implement high-level force controller.

• Conducting subject-in-the-loop real-time tests by applying the final hybrid posi-
tion/force controller.

3



Chapter 2

Background and Literature Review

2.1 Overview

In this chapter, the literature review for the explored pathways in this thesis is pre-
sented. In addition, the foundation of the ideas, discussed in the subsequent chapters, is
outlined.

2.2 Stroke and Rehabilitation

Stroke is defined as “rapidly developing clinical signs of local (or global) disturbance of
cerebral function, with symptoms lasting 24 hours or longer or leading to death, with no
apparent cause other than of vascular origin” by The World health Organization (WHO)
[105]. As the leading cause of adult disability [112], and one of the prevalent causes of
global death [106], this disease has brought about physiological, psychological, social, and
economical impacts. A great portion of post-stroke patients live with long-term disabil-
ities which hamper the normal routine of their life and even interfere with their casual
daily activities. Given that more than two-thirds of post-stroke patients have upper limb
impairment [104], and considering that most daily activities are associated with utilizing
the upper limb, it is crucial to find methods that can help with the motor recovery of
post-stroke patients. Physiotherapists and chiropractors have been tremendously helpful
in terms of mitigating the negative effects of stroke. Having said that, there are practical
approaches that can increase the productivity of the rehabilitation even further.

4



2.3 Rehabilitation Robotics

Robot-assisted rehabilitation can improve the motor recovery process [51, 111, 136].
Generally speaking, rehabilitation involves employing daily repetitive practices, which are
done by patients and supervised/aided by post-stroke physiotherapists. Robots can show
utility by automating this process, hence saving a considerable time and effort. Moreover,
rehabilitation robots are (or can be) equipped with force/torque sensors, encoders, Elec-
tromyography (EMG), etc. The data can then be utilized to quantitatively analyze the
patient progress. For instance, EMG data could be mapped back to muscle activation
which can then be used to determine the progress of a particular muscle, or a group of
muscles. The positive effect of robot-assisted rehabilitation in the motor recovery of post-
stroke patients has been demonstrated in [15, 142, 68, 51]. It is worthwhile to note that
robot-assisted rehabilitation does not remove the need for physiotherapists, and chiroprac-
tors. The choice of practices which are directly associated with motor recovery, requires
clinical insight and should be selected adaptively. The robot operates as a tool to aid the
performance of the repetitive movements. Similar to other approaches, there are barriers
for the general employment of robotic rehabilitation. These challenges are studied in the
next section.

2.3.1 Rehabilitation Robotics Challenges

Similar to other branches of robotics, rehabilitation robotics possesses important chal-
lenges that need to be addressed for a productive motor recovery [149].

Safety

One of the cardinal factors to consider when designing, controlling, and working with
rehabilitation robots is the safety. As we enter the subbranch of Human-Robot Interaction
(HRI), the robots should be able to perform the given task successfully and at the same
time, minimize the probability of imposing any damage upon patients. On the design side,
this can be achieved by selecting the appropriate materials, adopting the appropriate design
strategy, and choosing the suitable electrical hardware. Low-power motors can ensure that
damage to the subject is almost prohibited even when exerting the maximum input. Also,
using online protective devices, like emergency push buttons, is a necessity, as they enable
emergency shut down of setup whenever unstable robot behavior is observed. There are
strategies on the software side as well that have proven helpful. Restricting the controllers
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to a maximum torque/current can be achieved on the software side by adopting saturation
functions or current limits. Interestingly, the limit on the hardware and motor power calls
for better high-level and low-level controllers that motivates research in this field.

User-Interface

As mentioned before, rehabilitation practices often include repetitive tedious activities
which are not always compelling to stick to. Adding the fact that the majority of post-
stroke patients are elderly, we can conclude that we are in need of mechanisms to make these
practices more engaging and fun for the patients. Developing appropriate user-interfaces
for robots by taking advantage of gamification and Virtual Reality (VR) can be a suitable
mechanism. In addition, Artificial Intelligence (AI) can be integrated in these interfaces
for patient language processing, emotion recognition, etc.

Ethical Aspects

Working with a robotic device that imposes artificial interaction with a subject can have
ethical and social impacts, especially on the elderly population because of their specific
physical and mental levels; the robot intelligence and autonomy can potentially cause
alienation in patients. With this regard, the ethical constraints and possible repercussions
of the HRI should be considered. On top of that, the legal aspects of interaction should be
clarified. It should be noted that the User-Interface and Ethical Aspects topics are beyond
the scope of this thesis and are only mentioned for the sake of completeness; hence, these
topics are not investigated in other chapters.

2.3.2 Control Strategies for Rehabilitation Robotics

There are various categorizations of control strategies for rehabilitation robots in the
literature. Here, the focus is mostly on the ones presented in [89, 100]. Generally, control
strategies are divided into High-Level and Low-Level. High-level control strategies are
“explicitly designed to provoke motor plasticity”. On the other hand, low-level strategies
strive to “control the force, position, impedance, or admittance factors of high-level control
strategies”.
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High-Level Control Strategies

1. Assistive Control Strategies: These approaches help the patient in terms of complet-
ing the repetitive practices, and are divided into Impedance-based, Counterbalanced-
based, EMG-based, and Performance-based Adaptive controllers. Impedance control
which is a force controller strategy, applies a restoring force when the patient devi-
ates from the desired trajectory. Counterbalanced-based methods provide passive, or
active limb weight counterbalance, hence make the exercise easier and more focused
on following the desired trajectory. In this regard, we used a passive upper-limb
weight counterbalance during subject testing in Chapter 7. EMG-based methods
take advantage of patient sEMG signals to determine/trigger the assistance. Finally,
performance-based adaptive controllers use the performance data of the patient, in-
cluding the sum of deviations from the desired trajectory to adapt the assistance
(force, impedance parameters, etc.) or to reset the practice (trajectory, time, admit-
tance parameters, etc.).

2. Challenged-based Control Strategies: These methods include Resistive, Error-Amplified,
and Constraint-Induced. Resistive approach, which is the primary strategy in challenged-
based approaches, adopts an opposite mechanism to assistive strategies and resists
patient motion (instead of accommodating it). Error-amplified methods increase the
deviation error. It has been shown that this approach can lead to faster improve-
ments [109]. Finally, constraint-induced methods limit the use of the non-affected
limb so that the affected-limb does most of the practice without extra help.

3. Haptic Simulation Strategies: As mentioned in the previous section, the User-Interface
is an essential part of robot-assisted rehabilitation. Haptic Simulation methods uti-
lize haptic devices and tactile sensors, along with virtual reality (VR) technology to
create an immersive and realistic environment for post-stroke patients and improve
their engagement.

4. Non-contacting Coaching Strategies: These approaches are different from other cate-
gories in that there is no contact-based HRI. The patient performs a predefined prac-
tice and a system monitors his/her movement. AI-based vision systems are highly
effective in this application. By detecting posture and identifying joint positions, the
deviation from the desired joint trajectory can be calculated and the corrective visual
signal can be provided for the patient to correct the practice.

The aforementioned strategies can be modified and combined for particular applica-
tions.
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Low-Level Control Strategies

Low-level control strategies assist the employment of high-level controllers, and are com-
monly used in general control tasks. These approaches are divided into position, force, or
hybrid position-force controllers. Various categories can be assigned to low-level controllers
like model-free versus model-based, linear versus nonlinear, optimization-based versus non-
optimization-based, etc. In order to address the safety issues, impedance/admittance con-
trollers are also implemented along with the low-level ones. As many of the low-level
strategies take advantage of optimization, it is imperative to know about various optimiza-
tion techniques, their advantages, and drawbacks.

2.4 Optimization Techniques for Solving Optimal Con-

trol Problems

Optimal control problems include solving for some decision variables, such that a per-
formance index is minimized (for cost functions) or maximized (for reward functions).
Depending on the problem formulation, the output of the optimizer may be the unknown
parameters (function optimization), or the input function (functional optimization). In the
case of the former, the problem is usually referred to as “optimal control” and in the case
of the latter, it is referred to as “trajectory optimization” [118]. Generally speaking, opti-
mization methods for optimal control divide into three major categories: indirect, direct,
and dynamic programming. All three methods, or their modified versions, are actively
used in optimal control and sequential decision-making problems. Needless to say, each
approach has its own positive and negative aspects. In what follows, each approach and
its potential application is discussed [118]:

2.4.1 Indirect Methods

In these methods, the problem is “first optimized, then discretized”. Calculus of vari-
ations is utilized to derive the Karush-Kuhn-Tucker (KKT) optimality conditions. The
optimization problem then turns into a mutiple-point boundary value (BV) problem. An-
alytical or (in most cases) numerical recipes are then exploited to solve the resulting BV
problem. The optimal control is turned into solving a system of nonlinear algebraic equa-
tions. Various classes of methods for solving Nonlinear System of Equations and Dif-
ferential Equations and Function Integration have been studied in indirect methods.
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Two main numerical approaches for solving differential equations are Time-Marching
and Collocation methods. Time-marching methods divide into Multiple-Step and Multiple-
Stage categories. In multi-step methods, the solution of the current time-step is acquired
by using the solution of n previous time-steps. Depending on the formulation of steps and
the choice of n, different well-known numerical integration methods are obtained. The
simplest multi-step method is the forward Euler approach; only the previous time-step’s
solution is utilized for finding the current time-step’s solution (n = 1):

x(tk+1) = x(tk) + ∆tkf(xk, tk)

∆tk = tk+1 − tk
(2.1)

In Eq. 2.1, x(tk) and f(xk, tk) are the solution and the derivative of the solution at time
tk, respectively. In multi-stage approaches, the solution interval [t0, tf ] is divided into K
subintervals [τn,τn+1], at which the integral is approximated by a quadrature:

∫ tf

t0

f(x(t), t)dt ≈ ∆t
K∑
n=1

βnf(xn, τn)

x(tf ) ≈ x(t0) + ∆t
K∑
n=1

βnf(xn, τn)

∆t = tf − t0

(2.2)

βn are the problem coefficients and are found by calculating the states x(τi) and
f(x(τi), τi) at each subinterval points. In collocation methods, the interval is again di-
vided into subintervals; however, the states themselves are approximated by piece-wise
polynomials of degree K. The accuracy of the solution depends on the choice of K:

Xapprox(t) =
K∑
n=0

cn(t− t0)n t ∈ [t0, tf ] (2.3)

The resulting coefficients cn are then found. This is done by equating the approximate
states to the states at t0. Also, the derivative of the approximate states should match the
derivative of the states (the right-hand side of the differential equation):

Xapprox(t0) = x(t0)

Ẋapprox(τj) = f(τj)
(2.4)
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As seen later in the chapter, collocation methods have the advantage of solving for all
the unknowns simultaneously. In addition, the dynamics is simulated in parallel since the
states are found at the same time with the coefficients. On the contrary, in time-marching
methods, the inputs and states are found sequentially.

2.4.2 Direct Methods

In direct methods, instead of checking for first-optimality conditions and then solv-
ing the resulting system of nonlinear equations, the controls (control parametrization) or
states/controls (state-control parametrization) are approximated directly. In other words,
the direct methods are “discretize first and then optimize” classes of approaches. Instead
of reaching a system of nonlinear algebraic equations, the discretization leads to a non-
linear optimization problem or a nonlinear program (NLP). Here, we briefly mention the
direct methods for solving optimal control problems and discuss the advantages and disad-
vantages of each method. It is worthwhile to note that the aforementioned methods have
indirect versions as well. These versions are not described since they were not applied in
this thesis.

Direct Single-Shooting Methods

Single-shooting is a control parametrization approach where only the controls are ap-
proximated by functions:

u(t) =
K∑
n=0

cnφn(t) (2.5)

where u(t) is the control function, cn are the unknown parameters, and φn are the known
function approximators. The states and the cost function are found by integrating (simu-
lating) the dynamics forward (model roll-out) using a time-marching approach. An initial
guess for the unknown parameters is used and modified, by evaluating the terminal cost
and the cost function, until the minimum is acquired. While simple and intuitive, simple-
shooting methods suffer from several numerical issues that lead to the ill-conditioning of
the Hamiltonian [118, 132]. One of these issues is that this method is too sensitive to the
initial guess and can go unstable when it is far from the answer. This problem is mitigated
by using a modified version of single-shooting which is called multiple-shooting.
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Direct Multiple-Shooting Methods

In this method, the interval [t0,tf ] is divided into subintervals [τj,τj+1] where the direct
single-shooting algorithm is performed in each of them. Each subinterval has its own
unknown parameters. The continuity condition in Eq. 2.6 enforces that the last state of
each interval is the same as the first state of the next interval.

x(τj−)− x(τj+) = 0 (2.6)

Multiple shooting method alleviates the numerical issues of single-shooting; by de-
creasing the integration interval, the error of initial conditions decreases. Despite this
improvement, there are other fundamental issues with shooting methods that make the
next method, Direct Collocation, favorable in many robotic applications. The following
briefly mentions these issues [132]:

• Since the states are not part of the decision variables, in problems with state con-
straints, each constraint needs to be simulated again, hence making the optimization
slower.

• Using the time-marching approach in single-shooting methods enforces a sequential
solution (finding u and rolling out the dynamics and cost). This inhibits the optimizer
to calculate the dynamics and the decision variables in parallel, hence hindering the
use of parallel computing in large and nonlinear problems.

Direct Collocation

Direct collocation resolves all the aforementioned issues by considering the states in
the decision variables (state-control parametrization). The problem is discretized by ap-
proximating the state and control using appropriate functions. This process is also called
“Transcription”. Various choices can be implemented for the state-control function ap-
proximators and that leads to the multiple existing transcription methods. One of these
methods, namely Trapezoidal Transcription is discussed in Chapter 4, where the direct
collocation was implemented for trajectory planning. The procedure is similar to the col-
location approach for integration in Section 2.4.1. Due to having the states as decision
variables, adding state constraints is more computationally tractable. In addition, states
and inputs are calculated in parallel. Although the size of the problem increases by adding
the states to the decision variables, the resulting nonlinear program is sparse usually and
appropriate sparse solvers, like SNOPT [52], can be exploited for this matter.
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2.4.3 Dynamic Programming

First introduced by Bellman [12], dynamic programming (DP) provides a new perspec-
tive on solving optimization problems and has been in the spotlight for optimal control
problems in the last two decades [124]. As in the other two methods, the aim is to min-
imize a cumulative cost (or maximize a cumulative reward). The major requirement in
DP is that the problem should be represented as a multi-stage optimization problem. The
more concrete mathematical requirement for this process is that it should have the Markov
Property. This property states that: given the state xk and action ak at the kth stage,
the next stage state xk+1 can be calculated independent of the previous history of states
and actions. The process with this property is called a Markov Decision Process (MDP).
Dynamic Programming is a great candidate for sequential decision making fields, including
control, machine learning, shortest path problems (SPP), etc. The core idea of DP which is
called The Principle of Optimality is fairly simple and highly intuitive. This principle
states that the tail portion of the main problem should also be optimal. In other words,
if we split the main N-stage problem into multiple k-stage problems, the solution for all
of those k-stage problems should also be optimal. This notion can be readily followed
by intuition. If the solution of the k-stage problem is not optimal, there exists a better
solution that can replace it. DP assigns a value metric to each state at each stage, Jk(xi),
where k = 0, ..., N − 1 and i = 1, ..., ns with N being the number of stages and ns being
the number of states. Roughly speaking, the value metric of a state at a particular stage
k shows how much cost (or reward) is accumulated starting from that state onward until
the end of the sequence; the value shows how “good” it is to be in a particular state. This
is different from the immediate cost gk(xi, uj) that is received by taking action uj at state
xi.

More elaboration is presented with an example, as the understanding of this concept is
crucial for following the subsequent sections. Suppose we have a robot in a grid (Fig 2.1).
Starting from the initial condition, the goal is to control the robot to the desired point
(green square) with N moves (stages). The robot can employ “up”, “down”, “left”, and
“right” commands. In this example, entering each square has an immediate cost gk(xi).
The “cost to go” for each square, after employing i moves and ending up at that square, is
the summation of all the costs that are accumulated from that square after commanding
N − i moves.
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Figure 2.1: Robot example

The cost to go function, which is a common term in the nomenclature of optimal
control, is substituted with value function in the nomenclature of AI. Value functions are
discussed in the Reinforcement Learning section. The solution of the optimal control is
found implicitly by finding the optimal costs to go J∗k (xi). The solution is divided into
backward and forward passes. The backward pass includes starting from the tail section
backwards to the initial stage; this part is demonstrated below:

The last stage:

J∗N(xi) = gN(xi) for all xi

and for k=0,..., N-1:

J∗k (xi) = min
uj

[gk(xi, uj) + J∗k+1(fi(xi, uj)]

(2.7)

The cost to go in the last stage is similar to the immediate cost since the terminal stage
is reached. For other stages, the optimal cost to go is found by the Bellman update (Eq.
2.7). This equation is solved iteratively until the initial state is reached. Note that the
dynamics (transition) model of the system is required to find the next state cost to go
J∗k+1(fi(xi, uj). DP is able to work with both discrete and continuous dynamics. With
few modifications, it can also handle stochastic problems. As the optimal costs to go are
obtained, the forward pass is initiated to find the optimal inputs.
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Initial Step:

u∗0 = argmin
u0

[g0(x0, u0) + J∗1 (f0(x0, u0)]

Subsequent Steps (k = 1, 2, ..., N − 1):

u∗k = argmin
uk

[gk(xk, uk) + J∗k+1(fk(x
∗
k, uk)]

(2.8)

where u∗k is the optimal input at stage k. The presented algorithm is the Exact Dy-
namic Programming. In subsequent sections, the approximate version of this algorithm is
presented.

2.5 Reinforcement Learning

Reinforcement Learning (RL) is an optimization tool for solving real-world problems.
It is considered as approximate DP ([16]) since it uses Bellman equation and the same DP
formulation at its core. During recent years, researchers have implemented approximations
on the original formulation of DP to make it practical for higher-space problems and
problems related to physical systems, in particular. The schematics of RL is depicted in
Fig. 2.2 [128]. At each iteration, the RL agent interacts with the environment by choosing
an action at, which causes the transition of the environment from its previous state st to its
next state st+1; an immediate reward rt is then obtained. The goal of RL is to modify the
agent so that it produces actions that maximize the cumulative reward. In this section, the
minimization of cost is substituted with maximization of the reward and hence, the term
“value function” is used instead of cost-to-go function. RL is a semi-supervised learning
algorithm. Unlike supervised-learning methods, optimal targets, or labels in the field of
supervised learning, are not available before training. The generated sub-optimal output
during the training process is used instead.

2.5.1 Q-learning

DP algorithm is model-based in the sense that a dynamics model is required to go
from state-dependent J∗k to optimal inputs u∗k. Inspired from DP, a model-free algorithm
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Figure 2.2: RL scheme

called “Q-learning” was introduced [46]. In this algorithm, instead of defining a state-
dependent cost to go, state-action value functions q(s, a) which are dependent on both the
state and the action, are defined. Loosely speaking, q(s, a) determines how good it is to
be in state s and execute action a. Using this method, there is no need for a dynamics
model and state-action pairs are sufficient for training the agent. The Bellman update
in this case is represented as Eq. 2.9, where Qk(xi, aj) is the kth-stage state-action value
function at (xi, aj), and Vk−1(xi+1) is the (k − 1)th-stage state value function at xi+1; αk
determines the effect of Q values of the previous time-step on the current Q value, and
γ determines the discount factor on the Bellman update. Similar to DP, Q-learning is an
iterative algorithm. With this regard, Q values for each state-action pairs can be stored in
a table and get updated according to Eq. 2.9.
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Qk(xi, aj) = (1− αk)Qk−1(xi, aj) + αk[rk + γVk−1(xi+1)]

Vk−1(xi+1) = max
a
Qk−1(xi+1, a)

i = 1..ns ns = number of states

j = 1..na na = number of actions

k = 1..N N = number of stages

(2.9)

The subtle differences between DP and Q-learning has made the latter a strong model-
free algorithm which has been useful for solving problems in a variety of topics. Having
said that, storing Q values in a table is not a practical strategy in more complex problems
with higher state-action spaces. In addition, solving the maximization is more difficult.
These issues called for modifications and approximations to this algorithm, especially for
real-world problems. There are two major perspectives for applying approximations to the
original RL formulation. Value Function Approximation and Policy Approxima-
tion. Since both of these perspectives were applied in the DRL algorithms presented in
Chapter 6, they are briefly introduced in the following section.

2.5.2 Value Function Approximation Methods

In order to make RL a feasible solution for large MDPs, approximations are applied to
it during recent years. One perspective is to approximate the value functions, or Q values,
and then find the actions implicitly. A Parameterized value function approximation is a
method in which the value/Q function is defined as a function of a set of parameters w and
the best w that can describe v(s) or q(s, a), are found by solving an optimization problem:

v̂(s, w) ≈ v(s)

q̂(s, a, w) ≈ q(s, a)
(2.10)

where v̂(s, w) and q̂(s, a, w) are the parameterized approximate state value functions
and state-action value functions, respectively. There are a myriad of function approxi-
mations that can be utilized for this purpose. Linear function approximators (like least
square methods), nonlinear function approximators (like neural networks), decision trees,
and Fourier/wavelet bases just to name a few. Generally speaking, C2-continuous func-
tion approximators are preferred. Due to their mathematical features and their success in
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approximating complex function in recent years, deep neural networks (DNNs) are prefer-
rred mostly in the literature. Value functions can be approximated by finding the optimal
parameters of a neural network. This can be done by structuring the problem as an
optimization. Incremental methods, like Gradient Descent, are usually utilized to solve
the optimization problem. Combining DNN-based value function approximation with Q-
learning has resulted in a phenomenal success in the field of RL. The outcome, which is
called deep Q networks (DQNs), has been able to present human-level performance in Atari
games [98, 99]. After the optimal value function is approximated, the action (policy) can
be obtained by:

a∗ = argmax
w

[q̂(s, a, w)] (2.11)

Another popular method for finding the actions is called “epsilon-greedy” in which a
random number is generated and compared to a predefined parameter ε. If the number
is greater than ε, then Eq. 2.11 is used for finding the action. If not, a random action is
taken, within the bounds of the action space. This approach allows for more exploration
and circumvents getting stuck in local maximums.

2.5.3 Policy Gradient Methods

Another idea for making RL practical for complex problems is to explicitly approximate
the final action (policy), instead of deriving it from the approximated value function with
an ε-greedy approach. Policy-based RL methods have better convergence features. They
are more sample-efficient in high-dimensional state-action spaces, and can learn stochastic
policies, which is necessary in many applications like games. It is also sometimes a good idea
to employ a stochastic policy to improve robustness, for instance, for control applications.
On the other hand, policy-based methods are more prone to convergence to local optimum,
and they often have high variance. The policy πθ(s) is now a function of parameter θ; the
optimal θ is found similar to value function approximation approaches. By defining an
optimization metric J(θ), the parameters are adjusted in the direction that maximizes J
and provides optimal policy. The formulation of an one-step MDP is shown in Eq. 2.12:
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J(θ) = Eπθ [r]

=
∑
s∈S

d(s)
∑
a∈A

πθ(s, a)Rs,a

∆θJ(θ) =
∑
s∈S

d(s)
∑
a∈A

πθ(s, a)∆θlogπθ(s, a)Rs,a

= Eπθ [∆θlogπθ(s, a)r]

(2.12)

J is defined as the expectation of the one-step reward for different policies. d(s) is the
probability distribution of the states in stochastic problems. Rs,a is the received reward
at the state s after taking the action a. In order to find the gradient of J , the “policy
gradient trick” is used:

∆θπθ(s, a) = πθ(s, a)
∆θπθ(s, a)

πθ(s, a)
= ∆θlogπθ(s, a) (2.13)

The gradient of an expectation in Eq. 2.12 is itself an expectation using this simple
mathematical trick; this equation can be expanded to multi-step MDPs (Eq. 2.14). Using
stochastic gradient descent, the parameters are adjusted at each iteration. This way, we can
replace Qπθ(s, a) with rt, which is the immediate reward of that iteration. This approach
leads to an algorithm called REINFORCE [145]. Another approach is to use Value Function
Approximation techniques to approximate Qπθ(s, a). This method is the topic of the next
section.

∆wJ(w) = Eπw [∆wlogπw(s, a)Qπw(s, a)] (2.14)

2.5.4 Actor-Critic Methods

Policy-gradient methods have their own drawbacks, like high-variance gradient approx-
imations. Instead of using the immediate reward, action value functions can be approxi-
mated directly. Actor-critic methods [67] use a Critic to approximate the Qπθ(s, a) and
an Actor to approximate the πθ. In other words, the actor maps states to actions and
the critic updates this mapping to produce actions that increase the Q values. Neural
network function approximators can be utilized for both the actor and the critic. With
neural networks, the critic updates the action-value function parameters w and the actor
updates policy parameters θ. Actor-critic removes the drawbacks of previous methods but
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adds the approximation error due to the application of neural networks. The approximate
policy gradient algorithm is as follows:

Qw(s, a) ≈ Qπθ(s, a)

∇θJ(θ) ≈ Eπθ [∇θlogπθ(s, a)Qw(s, a)]

∆θ = α∇θlogπθ(s, a)Qw(s, a)

(2.15)

There have been many variations of actor-critic algorithms in the literature [17, 53, 110]
The two main DRL algorithms in this thesis, namely DDPG and TD3, also employ an
actor-critic scheme. We discuss the details of these algorithms in Chapter 6.

2.6 Conclusion

In this chapter, we presented the background and literature on rehabilitation robotics,
optimization techniques, and reinforcement learning. The information helps with the grasp
of next chapters where we use some of the aforementioned approaches.
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Chapter 3

Robot and Human Arm Modeling

3.1 Overview

In this chapter, the modeling of the rehabilitation robot and the human arm is discussed.
Developing a good model is of utmost importance in model-based control. The model
should be detailed enough to capture the system’s inherent dynamics, and computationally
tractable to enable fast simulations and real-time experimental implementation. To this
end, both control-oriented and high-fidelity models were developed.

3.2 Rehabilitation Robot

Our rehabilitation robot was developed by Quanser Inc., the Toronto Rehabilitation
Institute (TRI), and the Motion Research Group (MoRG) at University of Waterloo to
expedite upper extremity motor recovery. It is an end-effector-based robot and operates in
the horizontal plane. The patient does the repetitive practices by grabbing the end-effector
and moving it in the desired manipulation direction. The robot helps the patient for this
purpose by providing assistive/resistive forces on the user’s hand.

3.2.1 Hardware and Design

The robot is a 2 degrees of freedom (DOF) fully actuated planar parallelogram mech-
anism and comprises four Aluminum links (Fig. 3.1). It is equipped with two DC motors
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and two optical encoders, which are connected to the actuated joints driving l1 and l2 by
disc-and-timing belt mechanisms. In addition to the original hardware from Quanser, the
robot is equipped with a six axis force/torque sensor (ATI Industrial Automation F/T
Sensor: Nano25) on the end-effector. The specification of the motors, encoders, and the
force sensor is shown in Table 3.1. 

4l  

3l  

2l  
1l  

Figure 3.1: Stroke rehabilitation robot (top view)

Table 3.1: Hardware Specification

Motor Torque Constant KT = 0.115 Nm/Amp
Gear Ratio r=16:307
Motor Rate 115 mN-m

Motor Encoder Resolution 4000 count/revolution
Force Sensor Limit 250 N (Horizontal) , 1000 N (Normal)

Force Sensor Resolution 1/24 N (Horizontal) , 1/48 N (Normal)
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3.2.2 Software

The robot uses QUARC real-time control software, which generates code from Simulink
models and runs them on the Windows target in real-time. The software utilizes a Q8
Quanser Data Acquisition (DAQ) card. The encoder data is read by including a HIL
Read block in the Simulink model. The force sensor data is acquired using a National
Instruments (NI) card, and a HIL Analog Read block. The motor current is calculated
by dividing the controller torque by the torque constant. The HIL Write block is then
utilized for sending the command to the motors. In order to transfer the data between
multiple Simulink models, the QUARC communication API is taken advantage of by in-
corporating Server/Client blocks. Moreover, QUARC stream functions enable the data
transfer between MATLAB scripts and Simulink models. Before deploying the software
on the robot, it is built in Simulink. The generated C code is then sent to the RAM for
implementation in the external mode. Depending on the application, some files can run in
the normal simulation mode. This mode is usually used when there are multiple Simulink
models. The normal simulation models calculate the controller torque and send them to
the primary model in the external mode for robot deployment.

3.2.3 Robot Kinematics

Before delving into the dynamic modeling of the robot, the forward and inverse kine-
matics is presented. Trigonometry was used to derive the kinematic equations. The link
length information, which was required for deriving the kinematics, is represented in Table
3.2.

Table 3.2: Link Lengths

l1 0.100 m
l2 0.310 m
l3 0.310 m
l4 0.375 m

Forward Kinematics

The forward kinematics of the robot transformed the robot joint-space to the end-
effector work-space. Eq. 3.1 represents the forward kinematics of the robot.
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PR =

[
xe
ye

]
θR =

[
θR1

θR2

]
[
xe
ye

]
=

[
l2cos(θR1) + l4cos(θR2)
l2sin(θR1) + l4sin(θR2)

] (3.1)

where PR is the end-effector position in the workspace, and θR is the column matrix
of the driven joint angles. The relation between velocity and acceleration levels in the
jointspace and workspace is found in Eq. 3.2. JR is the robot geometric Jacobian.

ṖR = JRθ̇R

P̈R = J̇Rθ̇R + JRθ̈R

JR =

[
−l2sin(θR1) −l4sin(θR2)
l2cos(θR1) l4cos(θR2)

] (3.2)

Inverse Kimematics

A trigonometric approach was utilized to find the closed-form inverse kinematic solution
of the robot. The corresponding points and vectors are shown in Fig 3.2, from the top
view. Pb is the origin of the base coordinate frame of the robot, and Pe is the end-effector
position with respect to the origin. ~E connects the Pb to Pe. Pm is the position of the
intersection point of link 2 and link 4 with respect to the origin. m1, m2, and m3 are
scalars. Eq. 3.3 is used to find the magnitude of ~E and relate its value to scalars m1, m2.
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Figure 3.2: Stroke rehabilitation robot kinematics

|E| =
√
~E · ~E

m1 +m2 = |E|
(3.3)

Using the Pythagorean theorem in the two right triangles:
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m2
1 +m2

3 = l22
m2

2 +m2
3 = l24

m2
1 −m2

2 = l2 − l24

m1 −m2 =
l22 − l24
|E|

m1 +m2 = |E|

m1 =

l22−l24
|E| + |E|

2

m2 = |E| −
l22−l24
|E| + |E|

2
m3 = l22 −m2

1

n̂x =
~E

|E|
Pm = Pb +m1n̂x +m3(Ẑ × n̂x)

(3.4)

Finally, the robot angles were calculated as follows:

θ1 = tan−1
Pe(2)− Pm(2)

Pe(1)− Pm(1)

θ2 = tan−1
Pm(2)− Pb(2)

Pm(1)− Pb(1)

(3.5)

3.2.4 Robot Dynamics

The high-fidelity robot model was designed by a previous research [47] in MapleSimTM,
which takes advantage of graph-theoretic modeling approaches and symbolic computing to
produce fast simulations. This model is utilized for control algorithm testing in simulation.
The control-oriented model was developed by setting friction and joint stiffness terms to
zero in MapleSim. This model was used in all the model-based controllers. The robot’s
mass, inertia, and center of gravity (CG) locations were required for modeling and is shown
in Table 3.3.
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Table 3.3: Link Mass and Moment of Inertia

link i mass (kg) moment of inertia (kg.m2) CG X CG Y
1 m1=2.578 J1=0.022 x1=-0.005 y1=0
2 m2=3.399 J2=0.061 x2=0.001 y2=0
3 m3=0.062 J3=0.001 x3=0.158 y3=0
4 m4=1.083 J4=0.010 x4=0.274 y4=0.008

High-Fidelity Model

The high-fidelity model of the robot is as follows:

MRθ̈R + CRθ̇R +KR(θR − θR0) = −JTRfRE − fRJ + τR (3.6)

where MR is the inertia matrix, CR is the Coriolis or centrifugal matrix, and KR is
the joint stiffness matrix. fRE and fRJ are end-effector and joint frictions, respectively.
Friction terms were modeled using a continuous-velocity friction model [26]. Finally, τR ∈
R2 is the robot motor torque. The motor current was then obtained by using I = τR/KT

where KT is the DC motor torque constant.

Control-Oriented Model

The control-oriented model of the robot was derived by omitting friction and joint-
stiffness terms in Eq. 3.6. The model is shown in Eqs 3.7-3.10. The parameters in Eq. 3.10
are shown in Table 3.3.

MRθ̈R + CRθ̇R = τR (3.7)

MR(q) =

[
α1 α2c12 + α3s12

α2c12 + α3s12 α4

]
(3.8)

CR(q, q̇) =

[
0 (α2s12 − α3c12)q̇2

(α3c12 − α2s12)q̇1 0

]
(3.9)
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c12 = cos(q1 − q2)
s12 = sin(q1 − q2)

α1 = (x21 + y21)m1 +m3l
2
1 + (x24 + y24)m4 + J1 + J4

α2 = m3l1x3 +m4l2x4

α3 = m3l1y3 −m4l2y4

α4 = (x22 + y22)m2 +m4l
2
2 + (x23 + y23)m3 + J2 + J3

(3.10)

Model Validation

To validate the control-oriented model, a PD controller was applied to this model and
the high-fidelity model for tracking a piecewise constant reference trajectory. Both models
were extracted from MapleSim and exported to MATLAB for controller implementation.
The results in Fig. 3.3 show good agreement between the control-oriented and high-fidelity
models.
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Figure 3.3: Control-oriented model validation. The end-effector X and Y positions in the
workspace are shown.

3.3 Human Arm Model

In the subsequent chapter, the trajectory planning of the integrated human-robot in-
teraction model was examined. To this end, a model of the human arm was required. This
section examines a planar arm model, developed by [49]; this model is a two-dimensional 2
DOF linkage (Fig. 3.4); it includes one degree of freedom for elbow flexion/extension and
one degree of freedom for shoulder rotation. The relation between the human arm joint
and the hand position in the work space is shown below:

ṖA = JAθ̇A

P̈A = J̇Aθ̇A + JAθ̈A
(3.11)

where PA is the hand position, JA is the human arm geometric Jacobian matrix, and
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θA ∈ R2 is the column matrix of human arm elbow and shoulder joint angles. The equation
of motion (EOM) of this mechanism is shown in Eq. 3.12.

MAθ̈A + CAθ̇A = τA(ua) (3.12)

In this equation, MA is the arm inertia matrix, and CA is the arm Coriolis matrix.
τ(ua) ∈ R2 is the arm joint torque. The arm model is muscle-driven and the τ(ua) is a
function of muscle activations ua.

For the muscle dynamics, we used a 2D muscle model developed by [49] which was
derived from a 3D model; 29 muscles of this model were lumped into 6 final muscles,
namely shoulder and elbow mono-articular and bi-articular muscles. The Thelen muscle
model was utilized to represent Hill-type muscle dynamics [134].

3.4 Human-Robot Interaction Model

The human arm interacts with the robot by grabbing the end-effector, and the robot
performs rehabilitation practices in the horizontal plane. A passive revolute joint on the
end-effector was utilized to integrate the two systems by using the interaction force FI
between the robot and the human arm:

MRθ̈R + CRθ̇R +KR(θR − θR0) = −JTRfRE − fRJ + τR − JTRFI (3.13)

MAθ̈A + CAθ̇A = τA(ua) + JTAFI (3.14)

Using a kinematic constraint (Eq. 3.15) to equate the position of the end-effector and
the arm, and by equating the internal interaction force, the final human-robot interaction
model is presented in Eq. 3.16. The robot angles θR and angular velocities θ̇R were con-
sidered as the states and the robot torques τR and human arm muscle activations ua were
considered as the inputs.

PR = PA (3.15)
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Figure 3.4: Human-robot interaction model [49]

τA(uA) + JAJ
−T
R (τR − [MRθ̈R + CRθ̇R+KR(θR − θR0) + fRJ + JTRfRE])−MAθ̈A − CAθ̇A = 0

states: x =


θR1

θR2

θ̇R1

θ̇R1

 ∈ R4

inputs: u =

[
τR
ua

]
∈ R8

(3.16)

3.5 Conclusion

The kinematic and dynamic model of the robot was presented in this chapter. Friction
and joint stiffness terms were removed to derive the control-oriented dynamic model; this
model was validated by applying a PD controller to it and comparing the results with the
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high-fidelity model. We also provided the human arm and the final human-robot interaction
model which was utilized in the next chapter in our planner optimization formulation.
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Chapter 4

Human-Robot Interaction Trajectory
Planning

4.1 Overview

In recent years, the primary focus within the field of rehabilitation robotics has been
hardware design and control [68]. The trajectories, which are the paths followed by the
patient’s upper/lower limb for rehabilitation exercises, are usually chosen heuristically or
manually by general physiotherapy principles [151, 148]. In this chapter, we discuss our
approach to the trajectory planning for the HRI model presented in the previous chapter.
Briefly, an optimization-based framework was used to systematically calculate the opti-
mal manipulator trajectory for upper limb planar practices; this framework will benefit
clinicians as well as rehabilitation robot specialists to set the exercises. Additionally, a tra-
jectory stabilizer was designed to keep the robot on the desired trajectory. The integration
of the planner and stabilizer leads to closed-loop tracking with optimal trajectories.

4.2 Trajectory Planning

Trajectory planning is an essential consideration in HRI research [95, 152]. The goal
is to obtain some desired robot trajectory that is both feasible for the controller and safe
for the human operator. The latter feature becomes even more critical in rehabilitation
robotics due to the sensitive characteristics of the problem and patient involvement; an
inappropriate rehabilitation trajectory exacerbates the patient’s condition and might even
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lead to aggressive robot torques. Previous research on model-based rehabilitation/assistive
robot trajectory generation has either not considered human dynamic/biomechanical mod-
els [152, 119, 141, 125], or has used kinematic level models only [131]. Another line of
research has focused solely on trajectory planning for the upper/lower extremity. Here,
the research aim is to derive mathematical models that sufficiently describe natural human
movements [14]; this approach typically involves consideration of the human skeletal dy-
namics [103]. Papers that have studied trajectory planning by including muscle dynamics
in their human model have utilized only first and second-order approximate muscle models
[14, 13]. The primary focus of the aforementioned research area is on human movements
and hence, the robot is excluded in the models designed and employed for trajectory plan-
ning. Moreover, few studies in this area of literature have taken advantage of optimization
techniques for trajectory planning [95, 141, 125, 64]. For instance, extensive research has
been conducted on trajectory interpolation approaches [41, 107], in which the target points
of the trajectory are set manually by rehabilitation robot specialists and then approxima-
tion functions are defined to interpolate between target points.

4.2.1 Problem Formulation

For the trajectory planning phase, the direct-collocation method was used to address the
ensuing optimal control problem. In this method, the problem, including the cost function,
dynamics (human-robot interaction model presented in Section 3.4), and constraints, are
discretized; the discrete optimization problem is subsequently solved, resulting in trajectory
points. Interpolation approaches are then exploited to come up with the final continuous
trajectories. This is different from using trajectory interpolation as in [41, 107], since the
target points in our approach are the output of the discrete optimization, rather than
manual setting of the robot specialists. The trajectory planning framework runs offline
since no online update is required. Hence, computational issues are less important in
this phase. In order to formulate and solve the optimization, OptimTraj, an open-source
optimization library in MATLAB developed by Kelly [65], was used. This library is capable
of solving C2 continuous (smooth) problems with linear and/or nonlinear cost/constraint
functions. More specifically, problems with continuous dynamics, boundary constraints,
path constraints, integral costs, and boundary costs are under the branch of problems this
library can solve. OptimTraj also supports the provision of analytic gradients, with respect
to the cost function, for improved convergence times, hence warranting the use of symbolic
gradients as produced by Maple R©.

Four optimization methods are available in the OptimTraj library: Trapezoidal Direct
Collocation, Hermite-Simpson Direct Collocation, Runge-Kutta 4th Order Multiple Shoot-
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ing, and Chebyshev-Lobatto Orthogonal Collocation. A GPOPS wrapper is also provided
if the user wishes to take advantage of adaptive mesh refinement; in this approach, vari-
able mesh size and approximate polynomial degree is provided [108, 77]. Once the problem
has been transcribed according to the methods listed prior, OptimTraj calls MATLAB’s
fmincon as the NLP solver; the interior-point method is used within fmincon to solve the
final discretized optimization. In order to evaluate the performance, OptimTraj then re-
ports the total time required for NLP (nlpTime), the optimum value function (ObjVal),
the integral of collocation constraint error at each segment (error), and the maximum of
this error during the entire duration (maxError).
In the current study, the Trapezoid transcription method was chosen for problem dis-
cretization. In this method, the time histories of the states and control inputs (over a
given horizon) are approximated as quadratic splines and linear splines respectively. In
other words, the controls and dynamics are assumed to be linear between grid (colloca-
tion) points. For the discretized version to be a sufficient representation of the continuous
system, the derivative of the continuous and discretized systems must match at each grid
point; this is how the corresponding polynomials are constructed. After the nonlinear
program is solved at the collocation points, spline approximations are used to find the
continuous state-input trajectories. The discrete optimization method is shown below:

min
x0...xN ,u0,...uN

N−1∑
N0

hk
2

(Jk + Jk+1)

hk = tk+1 − tk
(4.1)

subject to:

x[0] = x0

x[N ] = xf
(4.2)

collocation constraints(dynamics):

hk
2

(fk+1 + fk) = xk+1 − xk k = 1...N (4.3)
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inequality constraints:

xmin ≤ xi,k ≤ xmax i = 1...ns k = 1...N − 1

umin ≤ ui,k ≤ umax i = 1...nu k = 1...N − 1
(4.4)

integration:

For tk ≤ t ≤ tk+1 k = 1...N − 1

control (linear spline):

u(t) = uk + (t− tk)β k = 1...N − 1

βk =
−1

hk
(uk − uk+1)

state (quadratic spline):

x(t) = xk + (t− tk)fk + (t− tk)2γk k = 1...N − 1

γk =
−1

2hk
(fk − fk+1)

(4.5)

where J is the cost function, hk is the stage time-step, x is the HRI state, and u is the
HRI input. For the cost function J , robot inputs and input rates along with muscle acti-
vation and arm joint accelerations were selected. Robot inputs were chosen to reduce the
DC motor currents required for torque generation; this effect improves hardware durabil-
ity. Robot input rates are also correlated with trajectory smoothness and patient comfort,
hence their inclusion. The last two terms were adopted from [13], in which the authors
used inverse optimal control to find the cost function minimized by the central nervous
system in upper-arm reaching movements. It was suggested that in this case, minimization
of mechanical energy expenditure and human arm joint acceleration best describes human-
like motor behaviours. Using this hybrid human-robot cost function is a novel approach
in optimization-based rehabilitation robot planners and is an advance in determining the
optimal trajectory. The mathematical representation of the cost function is shown in Eq.
4.6. τR is the robot input torque, and ua is the arm muscle activation. The cost function
itself is quadratic since the squared version of each term is set. However, the nonlinear
dynamic constraint in Eq. 4.3 makes the overall optimization non-convex and an NLP.

Boundary constraints were defined on states and inputs (Eq. 4.4), which represented the
joint-space limits of the robot angles, hardware limits of robot motors, and physiological
limits of human arm musculature (Table 4.1). The final time value was set to 2 seconds;
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this was approximately the required time to finish the trajectory. Moreover, the initial
and final end-effector positions were set such that internal rotation of the shoulder joint
was prohibited; this movement has reportedly been ineffective in patient motor recovery.
These positions were mapped to robot initial and final joint-space states by using inverse
kinematics.

Table 4.1: Optimization Inequality Constraints

Bounds Minimum Maximum
joint angle (θR) -5 rad 5 rad

joint angular velocity (θ̇R) -10 rad/s 10 rad/s
robot torque (τR) -10 N.m 10 N.m

muscle activation (uA) 0 1

J =
N−1∑
k=1

(W1τR
2(tk) +W2 ˙τR

2(tk)) +W3u
2
A(tk) +W4θ̈

2
A(tk))hk (4.6)

Also seen in Eq. 4.6 are the weights associated with each term: W1, W2, W3, and
W4. These are notable as they can be varied as the rehabilitation period progresses. For
example, less weight might need to be provided to muscle activations as the patient’s motor
function improves and practices transition from passive to active rehabilitation. In this
case, the patient is able to apply more muscle activation, and thus the optimization should
put less emphasis on minimizing this value such that the new trajectory is well-suited to
the patient’s current status. The weight adjustment can be done by testing multiple weight
settings and comparing the experimental and simulated muscle activations.

4.2.2 Simulation Results

The offline NLP computational time was 86.122 seconds. The desired end-effector path
is shown in Fig. 4.1. Also, the calculated robot joint trajectories along with the open-loop
inputs are presented in Figs. 4.2 and 4.3. The initial spike in the inputs is necessary to
overcome the robot inertia at the beginning of the trajectory. Note that as angular velocity
increases in the joints, less torque is required from the motor for trajectory-tracking.
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Figure 4.1: End-effector desired path in the workspace.
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Figure 4.2: Robot state trajectories in the jointspace.
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Figure 4.3: Input trajectories. The left plot depicts the robot torques and the right plot
shows the muscle activations.

The collocation error for the robot joint angles was used to estimate how much accuracy
was lost after the discretization; this was done by checking whether the generated solution
satisfied the system dynamics. The error is defined as calculating the difference between
the derivative of our state trajectory after interpolation and the collocation (dynamic)
constraints between the grid points:

ε(t) = ẋ(t)− f(x(t), u(t)) (4.7)

The error estimate for each optimization segment was acquired by integrating the col-
location error at each segment:

ηk =

∫ tk+1

tk

ε(τ)dτ (4.8)

As most interest is in regard to the joint angles, it is important to note that the segment
error is within the acceptable range, which is 2 deg/s. Fig. 4.4 plots the errors for the robot
joint angles.
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Figure 4.4: Trajectory error results. The top row highlights the collocation error between
the real dynamics (dx/dt) and the dynamics (f) at the collocation points used. It depicts
the resulting error due to the discretization. As shown, this error is considerably low which
suggests that the application of the direct-collocation was successful.

4.3 Trajectory Stabilization

Under ideal conditions, the motion planner discussed in Section 4.2 would provide the
desired human/robot state and control trajectories; the former pertaining to the rehabil-
itation practice/exercise kinematics and the latter being the open-loop inputs necessary
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to drive the system’s motors. However, this approach cannot work in a practical (exper-
imental) setting. Concerns such as unmodeled dynamics, disturbances, and sensor noise
would degrade the performance of an open-loop controller. On top of that, there is no
guarantee that the patient applies the same muscle activations as given by the open-loop
values. Consequently, a trajectory stabilizer is required.

The online use of the HRI model for the implementation of the stabilizer on the rapidly-
updated robot dynamics would cause computational issues. Instead, we only considered
the robot model online and neglected the human arm model for the stabilizer; the stabilizer
calculated the robot torques, and the patient contribution was recorded by force sensor
data. We should mention that both using the robot model and the HRI model online
result in sub-optimal trajectories, because the inputs will not be exactly the same as the
simulated planner results.

4.3.1 Linear Quadratic Regulators (LQR)

In the current thesis, an LQR algorithm was utilized as the trajectory stabilizer for
closed-loop control during rehabilitation robot operation. LQR controllers are one of the
most effective existing optimization-based algorithms and have been implemented in many
control fields including robotics [126], autonomous cars [102], and aerospace [78]. Briefly,
this approach uses indirect optimization methods and calculus of variations to solve the
infinite-horizon problem shown in Eq. 4.10, where Q (semi-positive definite) and R (posi-
tive definite) are weight matrices applied to the states and inputs respectively. The same
feedback control solution can be found by using continuous dynamic programming equa-
tion, also known as the Hamilton-Jacobi-Bellman (HJB) equation (Eq. 4.11), with a
quadratic cost function:

J∗(x̃) = x̃TSx̃, S = ST � 0 (4.9)

where x̃ is the state error and S is a positive definite matrix. The application of this
cost in the HJB results in an algebraic Riccati equation (Eq. 4.12) from which the optimal
S can be obtained:

J =

∫ ∞
0

[x̃TQx̃+ uTRu] dt, Q = QT � 0 R = RT � 0 (4.10)

∀x, 0 = min
u

[x̃TQx̃+ uTRu+
∂J∗

∂x
](Ax+Bu)] (4.11)
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0 = SA+ ATS − SBR−1BTS +Q (4.12)

where A and B are linear dynamics matrices. The solution of the Riqatti equation
leads to the feedback control solution:

u = −R−1BTSx = −Kx̃ (4.13)

A caveat of LQR is that it only works for linear system dynamics. Hence, the application
of this algorithm to nonlinear systems requires linearization of the dynamics f(.) about
the desired points as demonstrated in Eq. 4.14.

˙̃x =
∂f

∂x̃
|x∗x̃+

∂f

∂u
|u∗u

∂f

∂x̃
|x∗ = A(t)

∂f

∂u
|u∗ = B(t)

(4.14)

Generally, this linearization is only valid in the vicinity of the desired state and input.
This vicinity is often called the region of attraction, outside of which the LQR will not
perform well. Often times, use of additional controllers is necessary to bring the system to
its region of attraction where the LQR can be activated. Research using Lyapunov-based
methods has estimated the region of attraction for underactuated robotic systems [132].
Planar mechanisms, however, possess the robust characteristic of having an infinite region
of attraction within their workspace [132]. Since the gravity is counterbalanced by the
surface, any point can be chosen for linearization and it will be valid. Our rehabilitation
robot shares this same feature. The dynamics of the robot was thus symbolically linearized
using Maple R©. The resulting time-dependent symbolic linear dynamic matrices A(t), B(t),
C(t), and D(t) were then exported to MATLAB code. This code was structured such that
the desired trajectories could be substituted in the symbolic matrices iteratively to produce
the online matrices. The schematics of the integrated planner and LQR controller can be
found in Fig. 4.5. Recall that the human dynamics was not considered in the linearized
model to improve computation speeds in the controller’s online implementation.
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Figure 4.5: Schematics of integrated planner and controller. The planner runs offline and
provides the desired values that the controller uses to stabilize the trajectory. The resulting
robot torques are then applied to the robot manipulator to advance its state forward in
time.

4.3.2 Simulation Results

The LQR trajectory stabilization results are shown in Fig. 4.6. The controller was able
to successfully stabilize the trajectory at position and velocity levels. Note that due to
excluding human muscle activations within this portion of thesis, the input robot torques
required were higher than the open-loop torques.
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Figure 4.6: LQR control results in simulation. X and Y are end-effector positions. Ẋ and
Ẏ are end-effector velocities. Also, τ1 and τ2 are robot motor torques.

4.4 Experimental Implementation

For the final portion of this chapter, the controller was physically implemented on
the rehabilitation robot hardware. Note that the user was not integrated in the loop for
this section. A secondary LQR was first utilized to move the end-effector to the start
point of the planned trajectory. The controller was then switched to the primary LQR
which handled tracking of the end-effector along the manipulation trajectory. For con-
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troller switching, a mechanism was necessary to turn the secondary LQR off as an 1 cm
position-error threshold was reached. Although this switching can be readily implemented
using MATLAB functions or condition blocks in Simulink, problems were encountered: ac-
tivation of the primary LQR shifts the end-effector away from the start, which reactivates
the secondary LQR. To avoid this process, the system’s behaviour was set such that the
secondary LQR deactivates once the threshold is met, staying deactivated from then on.
To this end, we took advantage of StateFlow blocks in Simulink, which are typically used
in Finite-State machines. The LQR weights are tuned online to acquire the best trajec-
tory tracking and acceptable input values; the weights are reported in Table 4.2. Fig. 4.7
plots the experimental end-effector position and velocity results. Although performance
degradation was observed in the velocity level, the overall tracking was successful, which
confirmed the potential for implementing the stabilizer with a subject.

Table 4.2: LQR Weights

Weights Value
Q Diag(9200,9200, 300, 300)
R Diag(50,50)

4.5 Conclusion

In this chapter, we discussed the importance of having a systematic design approach
in rehabilitation practice. We adopted an optimization-based trajectory planning process
to obtain the optimal manipulation trajectory. An LQR controller was then designed to
stabilize this trajectory. The results of simulation and experimental tests for LQR were
positive showing successful movement of the end-effector along the given path. The subject
is integrated in the loop in the last chapter by utilizing the force sensor data and calculating
the patient torque contribution.
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Figure 4.7: Experimental implementation of the trajectory stabilizer on the robot.
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Chapter 5

Comparative Study of the
Rehabilitation Robot Control
Algorithms

5.1 Overview

One of the challenges of rehabilitation robotics is the choice of the control algorithm
[89]. To the best of our knowledge, there is no published study on the comparison of
multiple control algorithms on a rehabilitation robot. The purpose of this chapter was to
evaluate the capabilities of multiple well-known controllers on our robot. These controllers
were applied in simulation for a trajectory tracking problem. After designing a comparison
criteria, the performance of each controller was assessed. The controllers were then tested
on the robot hardware in real-time. Two of the best candidates were selected to be used
with a human subject in subsequent chapters. Based on our particular investigation,
general guidelines were proposed for selecting a controller for rehabilitation robots and
assistive devices with similar DC actuators.

5.2 Controller Design

In this section, we discuss the features and formulation of the each control algorithm.
Five controllers were proposed and tested on the robot:
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1. Proportional-Integral-Derivative

2. Computed-torque Proportional-Integral-Derivative

3. Linear Quadratic Regulator

4. Sliding Mode Control

5. Nonlinear Model Predictive Control

Since we discussed the formulation of LQR in Chapter 4, we only focus on the other
four controllers in this section.

5.2.1 Proportional-Integral-Derivative (PID) Controllers

PIDs are one of the most common algorithms in industry [10]. These model-free con-
trollers are more computationally tractable than model-based approaches and are robust
in most applications. The final control input is dependent only on the state-error and the
weights, as demonstrated below:

e(t) = θRd(t)− θR(t) (5.1)

u(t) = Kpe(t) +Ki

∫ t

0

e(t) dt+Kd
de(t)

dt
(5.2)

where e(t) is the error between the reference robot joint angle θRd(t) and the measured
robot joint angle θR(t). Kp, Ki, and Kd are the controller weights for finding the input
u(t). Though simple, there are some drawbacks associated with PID formulation:

• PID is completely reactive and does not include any predictive element; sudden
disturbances and/or path change can degrade its performance.

• The weights have direct effect on the inputs; extra care is required to avoid high-input
values in the weight tuning process.

• PID is often associated with high-overshoot results, which calls for extensive weight
adjustment. Tuning approaches like Ziegler Nichols mitigate the direct weight effect
on the input and overshoot problems to some extent [153].
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• PID is usually used in an independent-joint approach, i.e. an independent controller
is set for each robot joint. This method neglects the dynamic coupling of the system;
reducing the state error in one joint may create a negative offset on the other one.
The dynamic coupling problem is exacerbated in high-speed trajectory tracking.

The schematic of PID controller is shown in Fig. 5.1. The encoder angle values are
used at each iteration within the controller.
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Figure 5.1: PID block diagram

5.2.2 Computed-Torque PID Controllers

To some degree, a PID’s performance is improved by utilizing a feedforward term. In
computed-torque PID, a model-based hierarchical controller structure is used; the nonlinear
dynamics of the robot is cancelled by using the inverse dynamics in the inner-loop; the
outer-loop feedback PID term is then utilized to correct for the errors of the resulting linear
system. This approach is an anticipatory controller (instead of a totally reactive one) that
has better performance characteristics. Instead of the coupled nonlinear system, PID is
applied to a decoupled linear system.

The feedforward input term is shown in Eq. 5.3. uModel was obtained by using the inverse
dynamic model of the robot. The feedback PID term formulation in Eq. 5.4 is similar to
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the previous section. The final control input is demonstrated in Eq. 5.5; applying this
input to the nonlinear dynamics of the robot resulted in a linear control problem in the
Eq. 5.6. Note that as the mismatch between the model of the system and the real dynamics
increases, error terms are added to Eq. 5.6. The performance degrades drastically when the
mismatch is high; that is to say, computed-torque PID is only applicable when an accurate
model of the dynamical system is available. The schematic of this controller is depicted in
Fig. 5.2.

uModel(t) = M(θR)θ̈Rd(t) + C(θR, θ̇R)θ̇R(t) (5.3)

uPID(t) = Kpe(t) +Ki

∫ t

0

e(t) dt+Kd
de(t)

dt
(5.4)

u(t) = M(θR)(θ̈Rd(t) + uPID(t)) + C(θR, θ̇R)θ̇R(t)

= uModel(t) +M(θR)uPID(t)
(5.5)

ë(t) = uPID(t) (5.6)
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Figure 5.2: Computed-Torque PID block diagram

5.2.3 Sliding Mode Control (SMC)

SMC is a powerful nonlinear control method [123, 36], which permits the direct con-
sideration of the uncertainty in control design, and therefore provides stronger robustness
characteristics than other feedback control algorithms. The uncertainty is broadly divided
into perturbations and robot plant uncertainty. In the scope of our research, perturba-
tion is imposed by the patient. Moreover, plant uncertainties are caused by inaccurate
model parameters which stem from errors in system parameter identification (SPI). These
include any errors in the mass, length, and moments of inertia properties. Roughly speak-
ing, patient perturbations are higher than the robot plant uncertainty. In general, SMC
can alleviate the negative impact of uncertainties.
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Formulation

The general form of the robot model is shown below, where f(θR, θ̇R, t) is the dynamics
model, and uR(t) is the input part. The disturbance term d(t) is added to the equation for
the sake of completeness.

θ̈R = f(θR, θ̇R, t) + d(t) + uR(t) (5.7)

A sliding surface S was defined as Eq. 5.9. ε(t) in Eq. 5.9 is the error between the
desired joint angles and the measure joint angles, which converges to zero as S = 0 (Eq.
5.10). λ is a tunable weight and determines the speed of convergence.

ε(t) = θRd(t)− θR(t) (5.8)

S =
d

dt
(ε(t) + λ) = 0 (5.9)

ε̇(t) = −λε(t)
ε(t) = e−λ(t−t0)ε(t0)

(5.10)

In order to find the control input, the first derivative of the sliding surface was calcu-
lated. Since the control input appears in the first derivative of the sliding surface, it is said
to have a relative degree of one. The resulting low-frequency input uLF control input was
then found by setting Ṡ = 0:

Ṡ = f(θR, θ̇R, t) + d(t) + u(t)− θ̈Rd(t) + λε̇(t)

uLF (t) = −f(θR, θ̇R, t)− d(t) + θ̈Rd(t)− λε̇(t)
(5.11)

On the other hand, uncertainties exist in the model dynamics and the disturbance
model in Eqs. 5.12 and 5.13:

f(θR, θ̇R, t) = fm(θR, θ̇R, t) + ∆f(θR, θ̇R, t) (5.12)

d(t) = dm(t) + ∆d(t) (5.13)
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where fm(θR, θ̇R, t) is the modeled part of the system dynamics and ∆f(θR, θ̇R, t) is the
uncertainty term associated with system dynamics. Similarly, dm(t) is the modeled part
of the disturbance and ∆d(t) is the uncertainty term of disturbance. A higher frequency
term was added to the control input for robustness. The derivation of this term, which
comes from Lyapunov stability theorem, is discussed in Appendix A:

uHF = −Ksign(S/ψ) (5.14)

where K, and ψ are other tunable weights. It is worthwhile to mention that the
discontinuous uncertainty input term uHF may lead to a phenomenon called chattering,
in which the input switches between positive and negative S values on the sliding surface.
Chattering damages the hardware and should be circumvented. There are multiple methods
to address this negative effect. We replaced the discontinuous term with the continuous
tanh function to solve this issue. Eq. 5.15 describes the final control input. The schematic
of this controller is displayed in Fig. 5.3.

uHF = −Ktanh(S/ψ)

uSMC = uLF + uHF
(5.15)
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Figure 5.3: SMC block diagram

5.2.4 Nonlinear Model Predictive Control (NMPC)

Generally, all the aforementioned controllers lead to acceptable results in many ap-
plications. However, it is not possible to explicitly include constraints in their design.
Constraints are imposed in almost all the control fields; motors should not surpass their
power limit; a robotic arm’s end-effector should stay in its workspace; an autonomous car
should avoid obstacles in its path, and so on. To this end, MPC utilizes online constrained
optimization. The nonlinear version of MPC (NMPC) allowed for the use of nonlinear dy-
namics in the optimization. Interestingly, the unconstrained version of MPC with quadratic
stage-cost and linear model reduces to the LQR formulation.

Formulation

At each timestep, MPC solves a finite-horizon constrained optimal control problem to
find the control inputs on the Prediction Horizon. Then, only the first input is applied
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on the dynamics; the horizon moves forward and the same procedure repeats for the next
timestep. This is known as Receding Horizon procedure, which adds the predictive element
to MPC. Fig. 5.4 displays the general scheme of MPC.

The optimization problem is shown in Eqs. 5.16-5.20. H is the prediction horizon,
`(x(t), u(t), t) is the stage cost, and `T (x(H), H) is the terminal cost. The optimization
included state-input inequality, dynamics, and initial condition constraints. Since obstacles
were not considered in the trajectory, path constraints were not used.

min
X,U

∫ H

0

`(x(t), u(t), t) dt + `T (x(H), H) (5.16)

umin ≤ u(t) ≤ umax for t ∈ [0, H] (5.17)

xmin ≤ x(t) ≤ xmax for t ∈ [0, H] (5.18)

ẋ(t) = f(x(t), u(t), t) for t ∈ [0, H] (5.19)

x(0) = x0 (5.20)

There are multiple numerical recipes for discretizing and solving the infinite-dimensional
optimization problem of Eq. 5.16. A review on this matter was presented in Chapter
2. In this regard, indirect methods have led to Newton/GMRES recipes for solving the
optimization [130]. On the other hand, we made use of direct collocation to obtain the
solution. Similar to Chapter 4, both inputs and states were decision variables.

Applying direct-collocation to the continuous optimization problem led to a nonlinear
program (NLP), which is much harder to solve than Quadratic Programs (QP) or Linear
Programs (LP) that result from linear MPCs [62]. As we see in the subsequent sections,
the complexity of the NLP caused problems in real-time deployments of NMPC. The
discretized NLP is shown below:

min
X,U

H−1∑
k=1

`(x(tk), u(tk), tk)(tk − tk−1) + `T (x(tH), H)

U = [u(0), u(1), ..., u(H − 1)]

X = [x(0), x(1), ..., x(H)]

(5.21)
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umin ≤ u(tk) ≤ umax for k = 1, 2, ..., H − 1 (5.22)

xmin ≤ x(tk) ≤ xmax for k = 1, 2, ..., H (5.23)

x(tk+1) = f(x(tk), u(tk), tk) for k = 1, 2, ..., H − 1 (5.24)

x(t0) = x0 (5.25)
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Figure 5.4: MPC block diagram

For optimal control problems with large state-input space, finding the Lagrangian and
Hessian of the cost function is computationally demanding and this process hinders the
real-time application of NMPC. As a result, solvers like fmincon that utilize numerical
recipes for finding these values will face computational issues in real-time. To mitigate this
problem, research has been conducted on symbolic differentiation for speeding up NMPC
[57, 83, 8]. These methods posit that the symbolic gradients and Hessians can be calculated
offline; the numerical values then replace the symbols during the online computation. This
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idea changes the numerical differentiation problem to a numerical substitution one, and
hence expedites the online optimization. In this thesis, we applied two of these approaches
on the robot dynamics: CasADI-based and Maple-based methods. In what follows, a
comparison of these methods is presented.

CasADI-based NMPC

CasADI is an open-source software framework for nonlinear optimization algorithmic
differentiation [9]. This algorithm takes advantage of forward and reverse modes of algo-
rithmic differentiation of expression graphs to produce gradients and Hessians. CasADI
can be used in Octave/MATLAB, Python, and C++. Also, stand-alone C code can be
generated from all these platforms. CasADI offers multiple NLP solvers; based on our
problem, we used the sequential quadratic programming (SQP). The differentiation was
done offline.

Maple-based Symbolic NMPC

Developed by Maitland et. al [84], this idea suggests using Maple R© for producing
symbolic gradients and Hessians. Maple takes advantage of extensive code optimization
routines and consequently, is a great candidate for symbolic differentiation. Using Maple’s
code generation, the gradients and Hessians were exported to MATLAB, where they were
filled with values at each time-step. Similar to CasADI, the process of symbolic differ-
entiation in Maple was offline and its computation did not affect the online turnaround
time.

The stage and terminal costs are defined below. The square of the tracking error, input,
and input rate were chosen as the cost, to penalize the state error and high robot motor
torques and input jerks.

`(x(tk), u(tk), tk) = (x(tk)− xref (tk))
TQ(x(tk)− xref (tk)) + u(tk)

TR1u(tk)

+ u̇(tk)
TR2u̇(tk)

`T (x(tH), H) = (x(tH)− xref (tH))TQ(x(tH)− xref (tH))

(5.26)

where Q, R1, and R2 are the weights associated with state errors, inputs, and input
rates, respectively. Equality and inequality constraints were added to the stage cost using
Lagrange multipliers and slack variables, respectively. Moreover, log barrier functions were
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utilized to penalize solutions with zero slack variables [146]. The resulting unconstrained
optimization problem, displayed in Eq. 5.27, ensured that the stage cost was minimized
while meeting both the equality and inequality constraints. States, inputs, Lagrange mul-
tipliers, and slack variables were the final decision variables z = [x(tk), u(tk), lm(tk), s(tk)].
The nonlinear equations were obtained by applying Karush-Kuhn-Tucker (KKT) optimal-
ity conditions to Eq. 5.27; these equations were then solved to acquire z∗.

min
X,U

H−1∑
k=1

(`+ `T + `eq + `ineq − µ`barrier) (5.27)

where:

`eq = lm(tk)[ẋ(tk)− f(x(tk−1), u(tk−1, tk))] (5.28)

`ineq = [umin(tk)− u(tk) + sumin(tk)] + [u(tk)− umax(tk) + sumax(tk)]

+ [xmin(tk)− x(tk) + sxmin(tk)] + [x(tk)− xmax(tk) + sxmax(tk)]
(5.29)

`barrier = log(−sumin(tk)) + log(−sumax(tk)) + log(−sxmin(tk)) + log(−sxmax(tk)) (5.30)

Newton’s root-finding method was utilized to solve the final nonlinear equation. This
method is an iterative approach that starts from an initial guess zk and applies updates
until a convergence criteria is met. Loosely speaking, this method is the second-order
version of gradient-descent. The update rule uses the Lagrangian and Hessian of the cost
function (Eq. 5.31). Scalar αk is the update step and was found using a line-search method.
Since Newton’s root-finding method is sensitive to the initial guess, MATLAB’s fmincon
was used only for the first iteration to give an accurate solution, which was then used as
the initial guess for the Newton’s solver. This process was implemented offline to avoid
the computational costs of fmincon in real-time. The scheme of the Maple-based NMPC
is shown in Fig. 5.5.

HL(zk)∆zk = −∆L(zk)

zk+1 = zk + αk∆zk
(5.31)
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Figure 5.5: Maple-based NMPC scheme

Comparison Between Maple-based and CasADI-based NMPC

After implementing both controllers in MATLAB, they were transfered to Simulink for
performance comparison. To this end, we used the MATLAB Systems block for implemen-
tation. Using this option, the loading of symbolic values ran only once, while the main
loop ran at each iteration; this option was useful for efficient implementation of symbolic
NMPCs. In both controllers, some of the functions were not compatible with QUARC’s
code-generation. As a result, QUARC’s communication API was utilized. The controllers
were placed in the first Simulink file which ran in normal simulation mode; the second
Simulink file, which included the robot dynamics, ran in the external mode. The states
and inputs were transferred between these two files via a TCP/IP communication proto-
col. Before we implemented the NMPC controllers on the experimental setup, we evaluated
them in simulation. The model sampling time was set to 2 ms (500 Hz frequency), sim-
ilar to the hardware sampling rate. This way, we could test the real-time practicality of
the controllers in simulation. It is worthwhile to mention that due to the rapid update
frequency of the robot, online computational time was our primary challenge in NMPC
implementation. Timer functions were used to check the turnaround time for each control
iteration. The results are shown in Fig. 5.6. The CasADI turnaround time was higher
than Maple-based NMPC. In fact, CasADI’s computation time was even higher than the
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model sampling time and hence, it could not be applied in real-time. Overall, the Maple-
based NMPC provided a lower turnaround time, which made it more suitable for physical
implementation. Having said that, we can see from Fig. 5.6 that its computation time was
just slightly lower than model sampling-time. The rule of thumb in control is that the
frequency of the controller should be 5-10 times higher than the frequency of the model.
As a result, future research should focus on speeding up the optimization or the solver. For
instance, [85] has examined model reduction methods within MPC. Notably, the iteration
time only included the solver, not the other sections of the code. Specifically, the QUARC
communication API added a considerable delay to each iteration.

To sum up, despite the improvements in the turnaround time by taking advantage of
algorithmic and symbolic differentiation, due to implementation limitations and the delay
in communication API, NMPCs were not able to provide fast enough solutions. As seen in
subsequent sections, this problem hurt their performance compared to other controllers.
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Figure 5.6: Comparison between the iteration turnaround time of CASADI and Maple
NMPC

5.3 Simulation Results

All the aforementioned controllers were applied to the robot in simulation (MATLAB
2019b). A circular desired trajectory was set for assessment. The 2 ms sampling time,
same as the hardware sampling time, was set. The control-oriented robot model was
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selected for all the model-based controllers and the robot motor torque was applied to the
high-fidelity model to evaluate the performance. A prediction horizon of H = 10 was set
for both NMPCs. The root mean square error (RMSE) was calculated to evaluate the
position/velocity performance of the controllers (Eq. 5.32). ẑi and zi are the desired and
observed variables (position/velocity), respectively; n is the number of data points. The
results are shown in Table 5.1. The tracking errors were close in simulation. Velocity
performance degradation was observed in NMPCs due to the high sampling time.

RMSE =

√∑n
i=1(ẑi − zi)2

n
(5.32)

Table 5.1: RMSE Simulation

Controller ex(m) ey(m) eẋ(m/s) eẏ(m/s)
PID 0.027 0.054 0.085 0.102

Comp PID 0.030 0.061 0.074 0.092
LQR 0.030 0.060 0.096 0.106
SMC 0.042 0.081 0.053 0.081

CasADI-based NMPC 0.049 0.086 0.049 0.065
Maple-based NMPC 0.026 0.046 0.102 0.136

The end-effector position and velocities are shown in Fig. 5.7. Also, the inputs are
depicted in Fig. 5.8. LQR displayed the fastest tracking response. In addition, PID had
the highest input. In fact, PID exceeded the torque limit in the beginning of simulation.
As discussed in Chapter 4, the spike in the inputs is for overcoming the robot inertia
and is an important factor for evaluating the controller performance; it shows how much
acceleration the controller induces in robot joints. High acceleration results in more jerk
on the end-effector and less patient comfort at the beginning of rehabilitation. It may even
lead to damage to the upper-arm in extreme cases.

It was again validated that the Maple-based NMPC presents a faster response than the
CasADI-based NMPC. Having said that, it was observed that despite abiding by imposed
input constraints, Maple-based NMPC required a high torque for maintaining the robot
on the trajectory. Upon further investigation, it was found that increasing the sampling
time to 10 ms greatly improved the performance of both NMPCs. The results for the new
NMPCs are shown in Fig 5.9.
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Figure 5.7: End-Effector position/velocity simulation comparison (2 ms sampling time)
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Figure 5.8: Robot torques simulation comparison (2 ms sampling time)
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Figure 5.9: NMPC implementations with increased sampling time (10 ms sampling time)

5.4 Experimental Results

To further investigate the performance of the controllers on real hardware, all of them,
except for CasADI-based NMPC, were implemented on the experimental setup. The goal
of this section was to do a comparative study on the advantages and disadvantages of
each controller and to make generalizations on the best controllers to use on rehabilitation
robots. This study can potentially help the rehabilitation robotics community to choose
the suitable controller for their application. To review, we were limited to use Simulink
to connect to QUARC interface. In contrast to utilizing ROS or stand-alone C code, this
approach is not common in real-time control, and is slower than other methods. Also, note
that the subject was not considered in the comparative study and the pure robot control
was examined. Having said that, the comparison criteria included both the control and
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rehabilitation aspects.

5.4.1 Comparison Criteria and Implementation

Two control scenarios were considered for comparison, namely Point Stabilization
and Tracking. In the former, the robot should reach a certain point in the workspace and
the controller stabilized the end-effector about the point. This scenario is very common
in point-to-point reaching movements in rehabilitation, when the focus is only on the final
point. For point stabilization, we considered the end-effector velocity, the norm of robot
input vector, the norm of robot input rate vector, and the overall controller speed as the
comparison criteria. The end-effector velocity and input rate norm are correlated to the
end-effector jerk and patient comfort. Due to the high use frequency of rehabilitation
robots, the norm of the input vector was chosen to improve DC motor durability. In other
words, the same performance with lower input was preferred.

5.4.2 Tuning Process

In order to have a fair comparison, it is imperative to apply a generalized tuning process
for all methods. However, this process is highly time-consuming and requires extensive
research. In fact, to the best of the author’s knowledge, none of the comparative control
studies in the literature have used this strategy [69, 79, 120, 61, 32, 33]. Therefore, we
adopted another strategy to make the comparison valid. Knowing that all of the controllers
were capable of producing near-perfect tracking, the position weights were adjusted to reach
just below 1% position error. All the other weights were tuned manually as long as the
former error bound was valid. By this approach, position error was set highly similar
for all the controllers and the primary focus was set on other criteria for comparison.
Notably, due to this tuning strategy, the resulting controllers were highly aggressive and
were not suitable for rehabilitation purposes. These set of weights were only useful for the
comparison study and another set should be selected when working with patients. The
tuning was conducted online on the point stabilization; the same weights were then utilized
for tracking. The weights for all the controllers are presented in Appendix B.

5.4.3 Point Stabilization Results

The final point of the robot is displayed in Fig. 5.10. A 3 Ampere saturation block was
put on the final current to circumvent the motors overload. Distance from the final point
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|d|, input norms |u|2 (Eq. 5.33), and input rate norms |u̇|2 (Eq. 5.34) were selected as the
quantitative metrics for comparison.

|u|2 =

√√√√ 2∑
j=1

n∑
i=1

u2i,j (5.33)

|u̇|2 =

√√√√ 2∑
j=1

n−1∑
i=1

(
ui+1,j − ui,j

∆t
)2 (5.34)

The results are shown in Table 5.2 and Figs. 5.11, 5.12. The tuning process made the
final distance from the target relatively low for all the controllers. Maple-based NMPC
had the least input norm and LQR had the least input rate norm. NMPC and SMC
were associated with the least end-effector velocities in X and Y directions, respectively.
The inputs for PID were much higher than the input limit and are hence shown in a
separate figure (Fig. 5.13); the damage to the DC motors was avoided by using the current
saturation block. We tried to constrain the PID torques to the input limits [−10, 10] N.m
by dividing all the weights by a constant value (Fig. 5.14). The results were not satisfactory
and the controller could not reach the desired point in the assigned 5 second time limit
(Fig. 5.15).

PID and computed-torque PID provided the fastest responses. Upon further investi-
gation, it was found that these controllers reached the maximum current; they presented
a pseudo bang-bang control behavior which is associated with minimum time solutions.
Their fast response is explained with this effect. Considering the fact that response speed
was our last metric and considering the high input requirements of these controllers, they
were not considered as the best candidates.

Maple-based NMPC presented the same computational deficiency in real-time imple-
mentation. The NMPC delay in reaching the desired point is evident in Fig. 5.11.
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Figure 5.10: Robot schematics for point stabilization

Table 5.2: Control Point Results

Controller |d|(cm) |u|2 (N.m) |u̇|2 (N.m
s

)
PID 0.650 360.873 0.120

Comp PID 0.590 76.834 0.007
LQR 0.640 50.756 0.004
SMC 0.370 42.494 0.012

NMPC 1.430 35.841 0.015
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Figure 5.11: Point stabilization results
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Figure 5.12: Point stabilization torque/current results

69



0 1 2 3 4 5

Time (s)

-150

-100

-50

0

50

100

R
ob

ot
 P

ID
 T

or
qu

es
 (

N
.m

)

1

2

Figure 5.13: PID point inputs
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Figure 5.14: PID low inputs
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Figure 5.15: PID end-effector positions with lower inputs

5.4.4 Tracking Results

The same circular trajectory as the simulation was defined for physical testing (Fig.
5.16). The norm of position (|ed|2) and velocity (|ev|2) errors along with input and input
rate norms are presented in Table 5.3. SMC and LQR had the least input and input
rate norms, respectively. The tracking results are shown in Figs. 5.17-5.20. PID, LQR,
and SMC had the best position tracking performance; Note that the fact that computed-
torque PID had a lower position error than the advanced controllers is because of its faster
response at the beginning, when the error values are very high. It is evident from Figs.
5.17, 5.18 that this controller does not outperform other algorithms in tracking. Overall,
SMC and LQR represented the best position/velocity tracking performance.

The high turnaround time of NMPC stymied the successful tracking in position and
velocity levels, hence stressing the need for expediting the optimizer to be used in rapidly-
updated systems. The torque/current results are depicted in Fig. 5.21. Again, the PID
torques were much higher than the limit and therefore, was not shown. In addition, it was
observed that computed-torque PID exceeded the torque limits, as well.
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Figure 5.16: Robot schematics for tracking

Table 5.3: Control Tracking Results

Controller ed(m) ev(m/s) |u|2 (N.m) |u̇|2 (N.m
s

)
PID 3.510 19.104 514.062 0.169

Comp PID 3.688 16.019 124.945 0.008
LQR 4.295 12.855 75.424 0.006
SMC 4.825 10.048 56.484 0.013

NMPC 5.395 13.606 65.269 0.009
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Figure 5.17: End-effector X position result for tracking

 

 

  

Figure 5.18: End-effector Y position result for tracking
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Figure 5.19: End-effector X velocity result for tracking

 

 

  

Figure 5.20: End-effector Y velocity result for tracking
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Figure 5.21: Robot torques and current results for tracking

5.5 Conclusion

In this chapter, we tested five controllers on the robot. The simulation results showed
that the CasADI-based NMPC solver was not fast enough for real-time application. Hence,
we focused on comparing the other controllers in real-time. The resulting high inputs and
high input rates of PID, and computed-torque PID justified the use of more advanced
controllers. Despite the improvement in the turnaround of Maple-based NMPC by utilizing
symbolic gradients, the need for further expediting the optimization was observed. All in
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all, it was concluded that SMC and LQR were the best candidates for our rehabilitation
robot. It is hypothesised that the success of the SMC is due to its capability to handle
nonlinear systems and the success of LQR is because of its good performance on planar
mechanisms.

Our comparative study showed that for desirable rehabilitation performance, advanced
controllers are necessary. SMC, as a nonlinear controller, provided promising results. We
suggest this controller for highly nonlinear assistive robots but with further study on the
chattering when experiencing high disturbances, as in patient forces. The successful per-
formance of LQR made it a potential candidate for rehabilitation robots as well; having
said that, it should be noted that the planar mechanism of our robot contributed to the
performance of LQR. It is hypothesized that performance degradation is observed if LQR
is applied on non-planar robots like exoskeletons. For these systems, we suggest either
SMC or NMPC but with extra care on the computational time. It is worthwhile to review
that part of the problem with the high turnaround time of NMPC was the limitation with
implementation. The QUARC communication API introduced an extra delay to each it-
eration which further made the controller slower. This problem is not observed on other
robots which enable ROS implementation or stand-alone C code generation. It should be
noted that findings in this chapter cannot be generalized to all rehabilitation robots and
assistive devices. For instance, robots with pneumatic and hydraulic actuators present very
different characteristics compared to robots with electrical actuators. Having said that,
this comparative study can be useful for DC-actuated robots with similar complexity of
dynamics as our setup.

76



Chapter 6

Deep Reinforcement Learning Tuning
of the Model-based Controllers

6.1 Overview

In the previous chapter, we tested multiple controllers on the robot; all of these con-
trollers have a firm theoretical foundation. For instance, much progress has been made
on their convergence [19, 45]. On the other hand, not much theoretical insight have been
gathered about deep learning or DRL controllers. Hence, except for special applications
like end-to-end control from pixels to torques [98], the well-known controllers are proba-
bly the first choice. Nevertheless, extensive manual tuning is required for each controller.
DRL help promote a generalized strategy to tune the weights of a controller; this method
is not limited to controllers. Any problem that can be formulated as a sequential decision
making is a valid application for this framework. For instance, DRL can be used to tune
the weights of a parameter identification optimization. RL and DRL have been utilized
before for tuning the weights of a controller. However, these methods have either used a
discrete set of weights [60, 137], or have focused on a specific high-level controller [144]. In
contrast, the tuner presented in this chapter is able to choose from the infinite continuous
space. Moreover, this method is applicable to all low-level and high-level controllers. In
what follows, the DRL algorithms that have been utilized are explained. A review on
reinforcement learning and actor-critic method was presented in Section 2.5.
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6.2 Deep Deterministic Policy Gradient (DDPG)

DDPG is an actor-critic DRL method [75]. The actor uses its policy to map the
states to the actions, and the critic updates the actor’s policies to produce actions that
maximize the cumulative reward. The schematics of actor-critic are shown in Fig. 6.1,
where S is the state, A is the action, and Q(S,A) is the state-action value function. Unlike
Asynchronous Advantage Actor Critic (A3C) methods [97], DDPG produces the action
instead of its probability. The algorithm makes use of the deterministic policy gradient
(DPG) algorithm [122] to update the actor.

 

  

Critic Actor 

Figure 6.1: Actor-Critic schematics

The following explains the characteristics of DDPG algorithm:

1. Off-policy: instead of using recent data to update the policy, DDPG records the
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data in a buffer, to be used later for the policy update. The latest update to the
policy always comes from the previously recorded data.

2. Model-free: the algorithm does not require any transition model of the environment
to find the optimal policy. It only needs the (state, action, next-state, reward) tuples.
A model can be utilized if it is available to produce the tuples. For instance, the
openAI API has coded the dynamics of most of its environments [23]. However, it
is not necessary to have the model. Often times, when the model is not available or
it is rather difficult and time-consuming to derive it, an approximate representation
of the model is used to generate the tuples. This includes, but is not limited to,
Fourier-Wavelet Bases, Decision Trees, Least Square Approximations, and Neural
Networks. Unlike model-based controllers like LQR or MPC, we are not bound to
represent the physical transition model of the system. Any approximation of it, as
long as it produces accurate enough tuples, can be utilized.

3. Continuous-Space: one of the main advantages of DDPG is that it can handle
continuous state-action space problems. As a result, it is a valid candidate for dealing
with physical system problems, namely robotic applications. In our application,
there is no need to discretize the weight parameter space. Having access to infinite-
dimensional parameter spaces enables better tuning strategies.

Contrary to Deep Q Networks (DQN), DDPG can handle continuous-state spaces.
Nevertheless, multiple ideas were inspired from DQN in the derivation of DDPG:

• Replay Buffer: the acquired samples from the environment are highly correlated
physical states and are not independent and identically distributed (non iid). Train-
ing the agent with these samples leads to divergence [98]. To alleviate this issue, a
replay buffer is defined, in which the samples are recorded. When the buffer reaches a
certain size, a random batch of samples are collected to train the agent. This process
continues until the end of the training epochs. The random sampling from the buffer
removes the non iid sample problem.

• Target Network: as mentioned in Chapter 2, RL is a semi-supervised algorithm; i.e.
the targets are generated during training. In DDPG, a one-step Temporal Difference
(TD) approach is used to calculate the target value for the critic, which requires next
state-action value function Q(s

′
, a
′
). However, using the critic to produce Q(s

′
, a
′
)

results in a self-updating critic. Needless to say, this also leads to divergent behaviors
[98]. The solution is to use another network, called Target Critic, for producing
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the Q(s
′
, a
′
). It is shown in [75] that by using a Target Action network to generate

the a
′

in Q(s
′
, a
′
), more accurate results are achieved. Overall, the DDPG algorithm

includes four neural networks: Critic, Actor, Target Critic, and Target Actor. A
soft policy update is used for changing the target network’s weights. By defining
a soft-update parameter τ � 1, a linear combination of the original networks and
target network weights will substitute the target network weights at each iteration

(Eq. 6.1). θQ, θµ
′
, θQ

′
, θµ

′
are critic, actor, target-critic, and target-actor network

weights, respectively.

θQ
′

← τθQ + (1− τ)θQ
′

θµ
′

← τθµ + (1− τ)θµ
′ (6.1)

• Exploration: approximations added to the Bellman equation remove the guarantee
for finding the global optimum. In fact, It is highly probable that the optimizer is
stuck in a local optimum. When training the agent, DQN adds a Gaussian noise to the
output to explore new areas of the search space other than the ones that the optimizer
suggests. This is called Exploration vs Exploitation Dilemma in RL literature
and is a hot topic in its community [113, 43]. DDPG utilizes Ornstein–Uhlenbeck
(OU), a correlated noise originally developed for explaining the Brownian motion of
particles in Physics [18].

DDPG is summarized in Algorithm 1.
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Algorithm 1 DDPG

Randomly initialize critic network Q(s, a|θQ) and actor µ(s|θµ) with weights θQ and θµ

Initialize target network Q
′

and µ
′

with weights θQ
′ ←θQ, θµ

′
←θµ

Initialize replay buffer R
for episode=1, M do

Initialize a random process N for action exploration
Receive initial state si
while Termination Condition not Met do
Select action at = µ(st|θµ) +Nt according to the current policy and OU noise
Execute action at and observe reward rt, new state st+1, and done flag done
Store transition (st, at, rt, st+1, done) in replay buffer R
Sample a random mini-batch of B transitions (st, at, rt, st+1, done) from R

Set yi = ri + γQ(si+1, µ
′
(si+1|θµ

′
)|θQ′)

Update critic by minimizing the loss: L = 1
N

∑
i(yi −Q(si, ai|θQ))2

Update the actor policy using the sampled policy gradient:
∇θµJ ≈ 1

N

∑
i∇aQ(si, µ(si)|θQ)∇θµµ(si|θµ)

Update the target networks:

θQ
′
← τθQ + (1− τ)θQ

′

θµ
′
← τθµ + (1− τ)θµ

′

end while
end for

6.2.1 Problems of DDPG

Function approximations in RL lead to errors and sub-optimal policies. These errors
exist in both value-based methods (like Q-learning) and actor-critic methods. In [44], the
problems of DDPG are mentioned as follows:

• Overestimation Bias: it is shown that the value function estimates Q in DDPG are
higher than the actual values. This fact introduces error in the critic’s output and
thus leads to overall error in the actor’s values.

• Variance: DDPG is reportedly known to lead to high-variance estimates [44, 29],
which is one of the causes of the aforementioned overestimation bias. In addition,
high variance produces noisy gradients for the policy update and reduces learning
speed [127].
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6.2.2 Twin-Delayed Deep Deterministic Policy Gradient (TD3)

A modified version of DDPG called “Twin-Delayed Deep Deterministic Policy Gradi-
ents” (TD3) was introduced in [44]. This algorithm alleviates the above issues by applying
the following changes:

1. Double Critic: to reduce the overestimation, two critic and target critic networks are
used. The target is then calculated by taking the minimum between the Q values:
y = r+γmini=1,2Qθ

′
i
, where y is the target for the critic network, r is the immediate

reward, and 0 < γ < 1 is the discount factor hyperparameter. All the aforementioned
networks are updated separately similar to the formulation presented in Algorithm
1.

2. Delayed Actor: it is shown that high-error in the Q estimates from the critic will
exacerbate the errors in the actor, which then affect the efficiency of the critic. The
accumulation of error from both networks lead to high final errors. By updating the
critic with higher frequency than the actor, the latter is updated with more accurate
feedback from the former, hence reducing the overall error. To this end, we delayed
the actor by updating it every two iterations.

3. Target Policy Smoothing Regularization: target Q values are susceptible to function
approximation errors. This problem causes a part of the variance observed in DDPG.
The smoothing regularization adds an extra noise to the target action πφ′ (s

′
). The

target formulation then changes as follows, where ε is the newly introduced noise:

y = r + γ min
i=1,2

Qθ
′
i
(s
′
, πφ′ (s

′
) + ε) (6.2)

TD3 has outperformed many of the state of the art RL algorithms on multiple OpenAI
environments; the results in the original paper [44] has shown that this algorithm provides
a higher cumulative reward on all of the environments except for InvertedPendulum-v1
and InvertedDoublePendulum-v1. Even in these environments, TD3’s reward is very close
to the best candidate.

6.3 Implementation

Generally, DRL algorithms are applied in Python due to its extensive deep learning
libraries like Tensorflow or Pytorch. However, since our controllers were written in MAT-
LAB, writing the tuner in Python would be problematic. There are not any reliable
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approaches to connect Simulink and Python for online data transfer. On top of that, we
predicted that the delay that would result from the Simulink/Python connection would
stymie the online implementation of the tuner on the hardware. Consequently, the tuner
is coded in MATLAB 2019b. Due to its current limitations to only DDPG, we did not
use the MATLAB’s reinforcement learning toolbox. In addition, MATLAB’s deep learning
toolboxes could not handle the policy gradient updates. Hence, the DRL program was
written from scratch as MATLAB script. Mini-batch learning was used to train the agent;
that is, a mini-batch of data was randomly extracted from the replay buffer and used for
training at each iteration. Instead of using loops in the mini-batch training implementa-
tion, we took advantage of vectorization which greatly expedited the training. The details
of networks and hyperparameters are presented in Appendix C.

6.3.1 Algorithm Validation

To validate the TD3 implementation, the algorithm was used as a controller on a
pendulum swing-up problem. The same reward function as the OpenAI Pendulum-v0
environment was set. The angle is shown in Fig. 6.2. The TD3 controller was able to swing-
up the pendulum in the assigned time. The switching between −180 and 180 degrees is
due to the fact that the absolute value of the target is used in the OpenAI reward function.
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Figure 6.2: The TD3-controlled pendulum
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6.3.2 Tuner Structure

The tuner was implemented on the SMC to adjust the K, λ, and ψ weights. For the
reward function, the following formulation was considered:

r = −|d(t)| − 0.1|v(t)| − |u̇(t)|
|d(t)| = |p(t)− pd(t)|
|v(t)| = |ṗ(t)− ṗd(t)|

|u̇(t)| = |u(t)− u(t− 1)|
∆t

(6.3)

where |d(t)| is the iteration position error, |v(t)| is the iteration velocity error, and u̇(t)
is the iteration input rate. For the tuning strategy, we considered two general options:

1. Whole-episode strategy: in this method, the tuner sets the weights in the beginning of
the iteration (Fig. 6.3). The weights are fixed through the whole episode. The tuner
then adjusts them based on the cumulative reward of the whole-episode. This results
in an offline tuner. The final weights are set only once, at the beginning. Although
this approach is a valid tuning strategy and is used in the literature [60, 55], the
resulting controller will not be subject-specific. Hence, we adopted the next strategy.

 

Figure 6.3: The whole-episode tuning strategy

2. Iteration-based strategy: in contrast to the previous approach, this approach adjusts
the weights at each iteration (Fig. 6.4). This results in a subject-specific controller
that changes the weights based on patient conditions. The tuner reacts to the increase
in position/velocity error by increasing the corresponding weight. It is worthwhile
to mention that the same strategy can be applied in the force level. Instead of
calculating the end-effector position from encoder values, it is possible to record the

84



patient force and compare it to the healthy subject force. This method requires data
collection with a post-stroke and a healthy subject before training. Hence, the former
approach was adopted due to its ease of implementation.

 

Figure 6.4: The iteration-based tuning strategy

The schematic of the final controller-tuner is shown below:

 

Figure 6.5: The controller-tuner scheme
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6.4 Simulation Results

The iteration-based strategy was applied on the SMC method for following a circular
trajectory. To simulate the patient in the testing stage, a random disturbance was added
to the input at each iteration. The manually-tuned SMC weights in Section 5.4 were set
as the initial values in training. The adaptive weights in the testing stage are shown in
Fig. 6.6. The tuner produced approximately constant weight values. It is hypothesized
that since SMC considers disturbance rejection in its formulation, constant weights were
enough for handling the added disturbance at each iteration.
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Figure 6.6: The SMC adaptive weights

To evaluate the adaptive weight adjustment, the results were compared with a fixed-
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weight SMC, where the training initial values were assigned as the fixed parameters. The
end-effector position with fixed and adaptive weights are shown in Fig. 6.7. The simulation
results demonstrated that fixed weights led to high position errors when high disturbance
was imposed upon the robot; this can be similar to the effect of the subject in hardware
testing. We tested the tuner with the same reward function on LQR; the results were
unsatisfactory and hence, are not presented.
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Figure 6.7: The SMC position comparison between fixed vs adaptive weights

6.5 Conclusion

In this chapter, we implemented the TD3 DRL algorithm to adaptively tune the SMC
controller in simulation. An iteration-based strategy was adopted where the weights were
adjusted at each iteration. There was no limitations in weight selection as TD3 can handle
the infinite-dimensional continuous space. The simulation results showed considerably
lower position errors compared to manually-tuned fixed weights. The tuner did not present
successful weight adjustment when applied to LQR.
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Chapter 7

Subject in the Loop Experimental
Implementation

7.1 Overview

Subjects play a cardinal role in rehabilitation robot control. Unless considered in the
control scheme, subjects might experience aggressive controller behavior as they resist the
robot torque. Moreover, subject consideration enables the online monitoring of subject
data and adaptively modifying the control strategy, based on patient progress. One may
approach this issue by integrating the upper-extremity model with the robot model and
considering the new integrated HRI model in the control design [50]. When coupled with
muscle-models (as discussed in Chapter 2), this strategy can benefit the clinicians by
monitoring the progress of the patient in the muscle-level and target specific muscle groups;
this data can be utilized to design better controllers. Nevertheless, this strategy puts
more burden on the model-based controllers, especially the ones with online optimization,
because the final control-oriented HRI model is much more complicated than its robot
model counterpart. Since our robot is equipped with a force/torque sensor, the patient force
was directly measured and incorporated in controller design. The muscle-level information
can later be obtained offline, from the force data, with forward static optimization that
solves for muscle redundancy. Due to COVID 19 situation, we were not able to incorporate
post-stroke patients in our experiments. Hence, we tested our controllers with healthy
subjects. Generally speaking, not much can be done for directly controlling the subject
behavior, i.e. the subject is not solving the inverse kinematics problem; this means that
despite the advanced control strategies, the subject may show unpredicted and undesired
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behavior. One line of research in this regard has focused on deep learning methods for
patient pose detection [92]. A non-contacting coaching strategy can then be added to the
main control strategy to alert the patient if they are not maintaining the right pose while
doing the rehabilitation practices.

7.2 Experimental Considerations

The tests were performed on a healthy male subject (age: 25 years old, weight: 85 kg,
height: 171 cm). The following procedures were applied to best simulate the condition of
a post-stroke patient. The healthy subject was asked to use their non-dominant arm and
relax their hand to avoid full muscle contraction. A strap was utilized to counterbalance
the arm’s gravity force. The subject was asked to keep their shoulder as still as possible
to circumvent any undesired movements when doing the practice.

7.3 Implicit Force Control

We applied an intuitive force control approach on the robot. The controller calculated
the required torque ucontroller for reaching the desired trajectory, at each sample-time. The
patient force Fsubject was then mapped to robot torque usubject via the geometric Jacobian.
The difference of these values urobot was then applied to the robot. The mathematical
formulation of implicit force control is shown in Eqs. 7.1 and 7.2. The schematic of this
controller is shown in Fig. 7.1.

usubject = JT (θR)Fsubject (7.1)

urobot = ucontroller − usubject (7.2)

Note that the force sensor outputs the data in its local X ′Y ′Z ′ frame. As a result,
vector transformation was applied to acquire the global XY Z components (Fig. 7.2):

{F} = [R(θR1)]{F}
′

R(θR1) =

[
cos(θR1) −sin(θR1)
sin(θR1) cos(θR1)

]
(7.3)
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7.4 Experimental Results

We implemented the final hybrid position/force controller on the experimental setup
for tracking a circular trajectory. The data was recorded for a 40 second test. SMC
and LQR position controllers were selected and implemented with the healthy user in
the loop. The results are depicted in Figs. 7.3 and 7.4. SMC (with 5,813 m position
error two norm) showed a better tracking performance than LQR (with 6.549 m position
error two norm). As shown, the horizontal subject force Fsubject was transformed to their
torque contribution usubject (Subject torque). As the subject exerts force in the direction
that reduces the tracking error, the robot exerts less torque urobot (Final torque) than the
calculated torque by the controller ucontroller (Controller torque). In contrast, the robot
exerts more torque as the subject increases the error. This simple strategy results in an
assist-as-needed rehabilitation. Moreover, a gain matrix can be applied to the subject
torque to emulate assistive/resistive control strategies.

The hybrid position/force controller was applied with LQR for tracking the system-
atically designed trajectory by the planner in Chapter 4. In contrast to Section 4.3, this
implementation is not just the robot control; the subject is also considered in the loop.
Fig. 7.5 plots the position, force, and torque results. Again, an assist-as-needed strategy
is presented. Note that the robot torques were not completely the same as the open-loop
torques in Section 4.2.2, but both the closed and open loop robot torques had the same
order of values. Also, there was no guarantee that the subject muscle activations during
the test were the same as the open-loop values in Section 4.2.2. Nevertheless, it is expected
that they show similar muscle contraction patterns since the human arm terms in the cost
function of the planner optimizer (Eq. 4.6) were chosen based on a study on human natural
reaching movements [13]. Due to these facts, the designed trajectory is not fully optimal
but is close to the optimal trajectory.
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Figure 7.3: SMC subject in the loop results for the circular trajectory. The top left plot
shows the end-effector position P and the desired value Pd. The top right plot depicts the
subject force in the global XY coordinates. The bottom plots show the subject usubject,
controller ucontroller, and final torques urobot.
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Figure 7.4: LQR subject in the loop results for the circular trajectory. The top left plot
shows the end-effector position P and the desired value Pd. The top right plot depicts the
subject force in the global XY coordinates. The bottom plots show the subject usubject,
controller ucontroller, and final torques urobot.
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Figure 7.5: LQR subject in the loop testing for tracking the planner trajectory. The top
left plot shows the end-effector position P and the desired value Pd. The top right plot
depicts the subject force in the global XY coordinates. The bottom plots show the subject
usubject, controller ucontroller, and final torques urobot.

7.5 Conclusion

In this chapter, we presented the experimental results for the hybrid position/force
controller. The procedure was discussed for emulating a post-stroke patient in the experi-
ments, as we were confined to testing healthy subjects. The hybrid position/force control
scheme allowed for an intuitive high-level assist-as-needed framework.
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Chapter 8

Conclusion and Future Work

8.1 Thesis Summary

This thesis investigated the modeling, planning, model-based control, and subject-
specific control tuning of a post-stroke upper extremity robot. The following presents the
summary of this project:

• The high-fidelity robot model was utilized in controller testing in simulation; this
model was extracted from the MapleSim model of the robot and exported to MAT-
LAB. The low-fidelity version was developed by removing friction and joint stiffness
terms and was used as the control-oriented model in our model-based controllers.
A PD controller was applied to both models for control-oriented model validation.
The results showed good agreement between the high-fidelity and control-oriented
models.

• A novel optimization-based trajectory planner was designed for defining the optimal
rehabilitation practice. The previously developed HRI model in MapleSim was used
within this framework; the muscle dynamics in this model helped promote clinically
plausible trajectories. Direct-collocation optimization was selected due to its capa-
bility for predicting the optimal states. The cost function included both the robot
terms and human arm terms. The weights for each term can be adjusted as the
rehabilitation period progresses; less weight might be needed for the human arm
terms as improvement is observed in patient motor function. An LQR controller
was integrated with the planner to stabilize the trajectory. Simulation and real-time
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hardware implementation of the proposed approach showed successful tracking in
position and velocity.

• A comparative robot control study was conducted where five controllers were evalu-
ated in simulation and experiments. The tuning procedure was designed to remove
the bias that could potentially be caused by different position tracking performances.
Two scenarios of point-stabilization and circular trajectory tracking were chosen for
comparison. The results demonstrated that the use of more advanced controllers
than PID and computed-torque PID was justified as these two controllers showed
higher inputs, input rates, and end-effector velocities than the other three controllers;
potentially, these effects can reduce the hardware reliability, and patient comfort.
Compared to their numerical counterparts, symbolic NMPCs represented faster re-
sponses. However, despite their excellent performance in simulation with increased
sample-time (10 ms), they were still not fast enough for hardware testing with 2 ms
sample-time; this was caused by the delay in communication protocols and the online
optimization high turnaround time. Based on the proposed criteria, it was found that
SMC and LQR were the best two candidates, the former due to its application to
nonlinear systems and the latter due to its suitability for planar mechanisms.

• A DRL-based tuner framework was designed for automatic controller weight tuning.
The algorithm implementation was validated by using the DRL as a controller on a
pendulum swing-up problem. The tuner was implemented with the SMC controller
for subject-specific controller tuning. The weights were adjusted at each iteration.
To provide the patient’s force in simulation, a random input was added to the con-
troller. The application of the tuner on LQR was not satisfactory. In contrast to
previous research on discrete DRL tuners, our framework was able to search the
infinite-dimensional continuous space and was not limited to the discrete space. This
advantage increased the accuracy of the tuning process.

• To integrate the subject in the control loop, an implicit high level force control al-
gorithm was employed. The resulting hybrid position/force controller was tested
with SMC and LQR. Due to COVID 19, testing post-stroke patients was not possi-
ble. Several considerations were adopted to simulate post-stroke conditions by the
healthy subject; these included using the non-dominant hand and avoiding full mus-
cle contraction. The hybrid controller was used for tracking a circular trajectory and
the designed trajectory by the planner.
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8.2 Recommendations and Future Work

The following topics are recommended for future research:

• The trajectory planner in Chapter 4 was offline, and the initial and final points
were chosen before the online testing. Future research can focus on expediting the
optimization. The study would enable the application of the planner in real-time
and setting multiple initial and final points during patient testing. To this end, ideas
from [86] can be adopted and applied to direct-collocation. Clinicians and specialists
would benefit from this research by being able to set multiple initial-final points
online while working with patients in experiments.

• The NMPC implementations on our setup with rapidly-updating dynamics suffered
from the high iteration turnaround time. A major part of the computational inef-
ficiency was due to the delay in the communication protocol; code generation tech-
niques can be investigated for obtaining direct stand-alone C code to remove the
need for the communication protocol. Also, the online optimizer needs to be faster.
In future research, POD model reduction ideas from [83] can be examined to re-
duce the size of the NMPC, and make the optimization fast enough for real-time
implementation.

• The final hybrid position/force controller can be applied to any assistive device
equipped with force sensors. This work can be extended to exoskeletons and other
rehabilitation robots in the future.

• A drawback of the high-level implicit force control is the desired trajectory enforce-
ment; that is, as the subject deviates from the desired trajectory, a corrective torque
is applied to reduce the error. The resulting behavior can lead to excessive torques
in high position-error scenarios. On the other hand, the relation between position
accuracy and the rehabilitation effect is not clear enough. Future work can investi-
gate this relation and design safer high-level controllers. For instance, it might be
beneficial to reset the trajectory itself based on patient performance. Using high-level
scenarios like admittance control enables the adaptive adjustment of the rehabilita-
tion practice.

• Due the time frame of the thesis, the comparative study in Chapter 5 was done
by manual online tuning of the controllers. In the future, the DRL tuner can be
debugged and applied to all of the controllers. Having a generalized tuning approach
with the same reward function could remove any bias in tuning and facilitate the
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best controller comparison structure. This structure is applicable to any autonomous
dynamical system. The results can be utilized to test our current findings in Chapter
5.

• Tuner structure is not also limited to controllers. Future work could research the
feasibility of this method on optimization problems. For instance, the weights of all
optimizations in OptimTraj or GPOPS II can be potentially adjusted by DRL.

• Due to COVID 19 conditions, we were confined to test our controllers on healthy
subjects. Testing procedures were utilized to simulate a post-stroke patient but
having an actual one would be beneficial in terms of evaluating the practicality of
our approaches. Hopefully, when this period ends, we can test our controllers with
post-stroke subjects.
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Appendix A

Stability Proof of Sliding Mode
Control

As mentioned in Section 5.2.3, we defined a sliding surface with one relative degree:

S = ε̇+ λε (A.1)

Considering the general system dynamics with model and disturbance uncertainties:

ẍ = fm(x, t) + dm(t) + ∆f(x, t) + ∆d(t) + u (A.2)

The derivative of the sliding surface is as follows:

Ṡ = fm(x, t) + dm(t) + ∆f(x, t) + ∆d(t) + u− ẍd + λε̇ (A.3)

The u is then used to cancel out the known terms:

u = −fm(x, t)− dm(t) + ẍd − λε̇+ ν (A.4)

The term ν encompasses all the uncertain terms. Using the defined u, the derivative of
the sliding surface is shown below:

Ṡ = ∆f(x, t) + ∆d(t) + ν (A.5)
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Considering upper bounds on the uncertain terms:

|∆f(x, t)| ≤ α(x, t) > 0

|∆d(t)| ≤ β(t) > 0
(A.6)

We select a Lyapunov function as below. The candidate is positive for all S:

V =
S2

2
(A.7)

Now, we should assure that the derivative of the Lyapunov function is negative definite
to confirm that the Ṡ is asymptotically stable:

V̇ = SṠ (A.8)

Hence, we need to calculated ν such that V̇ = SṠ < 0:

SṠ = S(∆f(x, t) + ∆d(t) + ν) ≤ S(α + β)sign(S) + Sν (A.9)

The application of the sign(s) function is because we have defined our bounds on the
absolute value of the ∆f(x, t) and ∆d(t). Then we can set ν as:

ν = −(ζ + α + β)sign(S)

ζ > 0
(A.10)

Defining ν as above results in a negative definite Lyapunov function:

SṠ = −ζSSign(S) < 0 (A.11)

By defining a new weight K = ζ + α + β and considering the boundary layer ψ, we
reach the same formulation as in Section 5.2.3.
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Appendix B

Controller Parameters

In this section, we present the controller parameters used in Chapter 5. Table B.1 shows
the parameters of the simulation results presented in Section 5.3, and Table B.2 depicts
the parameters for experimental implementations in Section 5.4.

Table B.1: Controller Parameters in Simulation

Controller Parameters
PID kp = 15

kd = 7
ki = 0

Comp PID kp = 5
kd = 3
ki = 0

LQR Q = Diag(1000, 1000, 100, 100)
R = Diag(200, 200)

SMC K = [1, 1]T

λ = 5
ψ = 2

CasADI-based NMPC Q = Diag(5000, 5000, 50, 50)
R = Diag(2.5, 2.5)

Maple-based NMPC Q = Diag(250000, 250000, 500, 500)
R1 = Diag(20, 20)
R2 = Diag(0, 0)
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Table B.2: Controller Parameters in Hardware Implementation

Controller Parameters
PID kp = 15

kd = 1.5
ki = 2

Comp PID kp = 60
kd = 10
ki = 5

LQR Q = Diag(12000, 12000, 300, 300)
R = Diag(50, 50)

SMC K = [4.5, 4.5]T

λ = 14
ψ = 2.5

Maple-based NMPC Q = Diag(33000, 33000, 3300, 3300)
R1 = Diag(50, 50)
R2 = Diag(20, 20)
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Appendix C

TD3 Networks and Hyperparameters
Information

In this section, we are presenting the TD3 tuner information. The neural network layers
and hidden nodes are shown in Table C.1. The DRL configuration is depicted in the Table
C.2.

Table C.1: Neural Network Parameters

Parameter Value
Number of hidden layers 2

Hidden layer 1 nodes 400
Hidden layer 2 nodes 300

Table C.2: TD3 Hyperparameters

Parameter Value
Actor learning rate 10e-5
Critic learning rate 10e-4

τ 0.005
γ 0.99
λ 0.01

Mini-batch size 100
Target noise 0.1
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