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Abstract. Research of biomaterials in loading conditions has become a significant field 

in the material science nowadays. In order to provide better understanding of the 

loading effects on material structures, complex material models are usually chosen, 

depending on their applicability to the material under consideration. In order to 

provide as accurate as possible the material behavior modeling of the human cervical 

spine ligaments, the procedure for calibration of two material models has been 

evaluated. The calibration of material models was based on the genetic algorithm 

procedure in order to make possible optimization of material parameters identification 

for the chosen models. The influence of genetic algorithm operators upon the results in 

evaluated procedure has been tested and discussed here and the simulated behavior of 

the material has been compared to the experimentally recorded stress stretch 

relationship of the material under consideration. Since various influential factors 

contribute to the genetic algorithm performance in calibration of complex material 

models and identification of material parameters, additional possible improvements 

have been suggested for further research. 

Key Words: Material Model, Behavior Modeling, Biomaterial, Genetic Algorithm, 

Inverse Analysis 

1. INTRODUCTION 

Research and modeling of the biomaterials behavior have both secured their place in a 

broader field of material science research. In order to accurately model the behavior of 

any such material, an adequate constitutive material model must be implemented, 

regardless of whether using the known one or the one adapted for the investigated 

material or, in some cases, a developed new material model. The common feature in the 
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biomaterials behavior modeling lies in the calibration of an adequate material model 

through its validation. The validation process here is based on the material behavior 

simulation and its comparison to the material behavior acquired from the experimental 

procedures where test samples are loaded, usually with constant strain rate, while stresses 

are recorded until the sample separation in two parts. The data sets recorded through 

these experiments serve as a basis for acquiring the knowledge of the tissue properties. 

The basic material models used for modeling of soft tissues were the ones originally 

developed for rubber-like materials displaying hyperelastic behavior, such as Mooney’s 

model from 1940 [1] and improved version of the same model (Mooney-Rivlin’s material 

model) from 1948 [2]. With the development of materials research as well as the other 

fields where similar models are usually used, the number of available models has grown 

[3–6]. Some of the hyperelastic material models are relatively simple, while most of them 

consist of complex expressions and, consequently, a large number of unknowns, which 

are material parameters. The identification of these models’ parameters requires the use 

of a numerical procedure which is expected to result in an accurate set of parameters 

while capturing the nonlinearity of the material behavior during loading process. One of 

the methods that is widely used relies on the principle of evolutionary algorithms, such as 

the genetic algorithm, whose usefulness in multidimensional search problems has been 

confirmed [7] as well as in the cases where the objective function is “discontinuous, non-

differentiable, stochastic, or highly nonlinear” [8]. 

While the beginning of genetic algorithms applications in search of variables domain 

dates back to 1975 [9] (changed edition 1992) and in some form to an older date, a wider 

use in the field of optimization was seen in the 1990’s, with the development of computer 

technology and software. Some of the early works in 1900’s were general parameter 

optimization[10] and application to computation [11], dynamic parameter encoding [12], 

physical motion analysis [13], identification of cloth animation models [14] and overview 

of possible uses in optimization and statistics [15], identifying parameters for dynamic 

simulation [16]. More recent use includes topology optimization [17], solving IVBV 

problems [18] and optimization of perforated elastic plate properties [19]. In addition to 

the genetic algorithm, many other evolutionary methods have found their applications in 

medicine and healthcare. This has provided quicker and easier diagnostics and improved 

the healthcare systems [20]. Examples for the use of the genetic algorithms in tissue 

mechanics and/or parameter determination include: breast tissues [21, 22], anterior 

cruciate ligament [23], mass-spring models for soft tissues [24], QLV theory [7, 23], 

ventricular myocardium [25], liver [26], porcine coronary media and adventitia [27], 

sheep tendons [28] and human placenta [29]. 

In this paper the influence of the genetic algorithm operators on the results inassesed 

procedure have been tested and discussed. Also, the simulated behavior of material has been 

compared to the experimentally recorded stress stretch relationship of the material under 

consideration, which is the material behavior modeling of the human cervical spine ligaments. 

2. MECHANICAL PRINCIPLES 

In order to model and simulate the behavior of soft tissues, a material model suitable 

for modeling its hyperelastic behaviour must be implemented.  
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Experimental observations of biological material, in presented case, the ligaments of the 

human cervical spine were conducted. It was found that the maximum load capacity of the 

material is in the direction of their fibers [30]. Ligaments are composed of collagen fibers 

organized uniformly in one direction and integrated together by intercellular material. 

Consequently, resulting mechanical behavior of ligaments depends on the behavior of 

individual ligaments' constituents as well as on their correlation and relative position. 

Mathematical modeling of biological materials, especially with the presumption of 

modeling the said ligament material, is based upon the knowledge of the basic 

mechanical properties of materials. It is also necessary to know the type of 

interdependence of the stresses and strains. These characteristics can be determined by 

the experimental procedures that include subjecting samples to tensile loading until their 

fracture. Cca. eighty experiments were performed and Fig. 1 shows the load – elongation 

curve of the anterior longitudinal ligament (sampled at the cervical spine, level C4–C5, 

from the human donor, age 73) which was loaded in tension until fracture. 

 

Fig. 1 Experimentally determined load – elongation curve of the anterior longitudinal 

ligament 

Governing equations for calculating stress in hyperelastic material models are based 

on the strain energy density function, which contains the relationship between stress and 

strain through the materials life in loading conditions. Strain energy density function can 

be defined as a linking function between the strain energy density and deformation 

gradient. As stated in [2] and [31], it is possible to express strain energy density function 

using three strain invariants (I1, I2 and I3). It should be noted that not all invariants are 

used in every material model. For example, the simplest version of the Neo-Hookean 

material model uses only the first invariant and the Mooney-Rivlin material model uses 

only the second invariant [32], while the Ogden model uses stretches instead of invariants 

[33]. General expression of a strain energy density function for an isotropic hyperelastic 

material model is [34, 35]: 

 1 2 3 1 2 3( , , ) ( , , )W W I I I W      (1) 

where W represents strain energy density function, I1, I2 and I3 represent invariants of the 
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Cauchy-Green deformation tensors and λ1, λ2 and λ3 represent principal stretches. 

Invariants are related to the principal stretches via the following expressions: 

 

2 2 2

1 1 2 3

2 2 2 2 2 2

2 1 2 2 3 3 1

2 2 2

3 1 2 3

I

I

I

  

     

  

  

  



 (2) 

The relationship between stress and stretch is derived from the aforementioned strain 

density function. For this particular case, a complex material model was implemented in 

the material behavior analysis. The complexity here refers to more than one expression 

for a relationship between stress and stretch, based on a current value of stretch. 

In the presented analysis, only the first two parts of the curve (toe region and linear 

region) were modeled. Two complex material models were implemented, the first one (3) 

from [36] and the second one (4) which slightly differs. The stress-strain relationships in 

each of them are as follows: 
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Values c1 to c6 represent unknown variables - material parameters which have to be 

identified by the numerical procedures in order to calibrate material model, σ is stress 

value, λ represents the current stretch value and λ* represents the stretch value on the 

transition point between toe and linear regions (marked as A in Fig. 1).  
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3. PARAMETER DETERMINATION 

The material model calibration consists of determining the material parameters values, 

which in the cases of the models consisting of a larger number of parameters means 

determination of the parameter sets as ensemble. The number of parameters in the parameter 

set also correlates to the number of the phenomena under consideration that occur within the 

material structure and, therefore, higher complexity in models often offers requirements 

fulfillment. As the number and meaning of material parameters differ from one model to 

another, a short overview is given in this section. From Eqs. (3) and (4), it can be seen that the 

number of material parameters differs depending on the used material model. Parameters c1-c5 

represent material parameters, while value c6 actually is not a common material parameter but 

a value that can be expressed in correlation to the other parameters. The expression for value 

c6 in the case of material model from (3) is the following [36]: 

  4 * 1

6 3 51
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 
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On the other hand, when model (4) is used, the expression is:  
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There is also another value that will be treated as a parameter in the genetic algorithm 

procedure, but which is not a material parameter in a more narrow sense. That value is λ*, 

which, as aforementioned, represents stretch value in transition point between toe region 

and linear region, as can be seen in Fig. 1. 

4. INVERSE PROBLEM 

Inverse problem can be described as an assumption of an unknown parameter set and 

a reconstruction of the object’s mechanical properties using the known data [13]. In it, the 

response is observed and the system parameters are calibrated to reach that response [18]. 

For the identification of the values of the parameters, inverse analysis was used. Inverse 

analysis itself consists of three parts: system characterization, forward modeling and 

inverse or backward modeling. The first part consists of the definition of model 

parameters and was done in the previous section for both of the material models. 

Forward modeling deals with foreseeing the system behavior in correlation with the 

test results and is based on the mechanical principles of the tested material. The third part 

is founded upon the test results, which are used to calibrate the material model 

parameters as accurately as possible.  

5. MATERIAL PARAMETERS 

In order to carry out the “inverse modeling” part of the inverse analysis, an 

appropriate objective function should be set. The basis for the definition of the objective 

function is the following expression [37]:  

  i;a    (7) 
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where   is the mapping function that connects experimental and theoretical stress-

stretch relationship through the loading process, in the presented case for the first two 

characteristic regions of the materials life, with the material parameters, where ai 

represents the material parameters set. Parameters set ai for models (3) and (4), 

respectively, is:  

 3 4 5, , ,ia c c c      (8) 

 1 3 4 5, , , ,ia c c c c       (9) 

6. OBJECTIVE FUNCTION 

The choice of objective function in inverse modeling influences both the accuracy of 

the results and the velocity for acquiring them. Since evolutionary method, genetic 

algorithm is chosen to combine with the inverse modeling in this particular problem, even 

simple objective functions are expected to be efficient and to reach global minima in any 

given material behavior. Two different objective functions, which represent fitness 

functions in the genetic algorithm procedure, were tested here. 

The first one is a simple least squares method [13]:  
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where tilde (···) refers to the experimental data and n is number of recorded stress – 

stretch points in data set. 

The second function is an upgraded least squares method with additional influence of 

weighting factor, and is based on the one proposed in [37, 38]:  
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7. OPERATORS IN GENETIC ALGORITHM 

In order to obtain the optimal parameter sets for previously described material 

models, a numerical procedure should be applied. In this case, an evolutionary genetic 

algorithm is chosen  because of its advantageous characteristics, such as applicability in 

nonlinear systems with a large number of unknowns, robustness considering the choice of 

objective function, ability to take into account a large number of data, ability to spread 

the possible results domain in order to avoid local minima and fast convergence to the 

results. Genetic algorithm can be defined as a heuristic search method with the main 

purpose of optimization of the described system [39], based on the principles of natural 

evolution. Thus the genetic operators in numerical procedure are inspired by the natural 

evolution principles, such as selection, reproduction, mutation and crossover [11, 19, 23, 

39]. Together with the definition of its main properties, such as population initialization, 
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definition of results domains, convergence rule and generations progress rule it is a 

powerful tool for the calibration of material models of nonlinear systems, which are 

based on experimental data gained from the materials response to the probing signal.  

Search space ν and a function g [39] are defined on domain R:  

 :g R  (12) 

The problem is described by the following expression [21, 39]:  

 i iarg min  or arg maxa g a g
    

   (13) 

In this particular case, the goal is set in acquiring the minimal value of objective 

functions given in Eqs. (10) and (11). Search space (or population domain) as well as the 

definition of genetic operators is also determined in an endeavour to build an appropriate 

numerical model for the given problem. 

7.1 Population Initialization 

The first step in the definition of genetic algorithm should be the creation of the initial 

population. It is suggested that one or more individuals should be selected heuristically, 

instead of doing it all stochastically [23]. 

The domains for each of the parameters defined through the mechanical principles are 

chosen as follows:  

 
1 3 4 50;100 ;  0;2 ;  0;8 ;  0;100 ;  2;3c c c c       (14) 

It should be noted that these are the initial domains for the initial population. The values 

of the final solution can be outside of these domains because of the influence of the genetic 

operators. Another variable is the size of the population (n). Larger population will have 

more solutions included, but would slow down the process of computing, so the user should 

find the optimal value. Madjidi et al. used both n=100 and n=200 individuals, with both 

populations producing good results [23]. In [7], only the population of n=100 was used. 

Martínez-Martínez et al. used populations of n=50, n=100, n=150 and n=200 [26]. 

7.2 Ranking, Selection and Elitism 

In order to proceed with the selection process, individuals are ranked based on a 

fitness value. Those with the better rank should have better chances of further selection.  

The process of selection in genetic algorithm can be done by various schemes [40]. K-

tournament selection is here seen as an extension of the “normal” tournament selection 

from two to K contestants (in other words, “normal” tournament selection can be seen as 

2-tournament selection) [41]. This selection randomly picks K number of individuals, all 

of whom are chosen with the same probability, and the best one is selected for the mating 

pool (the next generation). The tournaments last until there are as many individuals in the 

next generation as there were in the previous one. For the presented case of genetic 

algorithm in material parameter identification problem, K value of four (4) was chosen, 

based on the previous research in similar problems [37]. 

Although not a genetic operator in a classical meaning of the word, there is also 

concept of elitism (also called a population overlap). The concept secures that the best 
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individuals survive into the next generation. There is one variable, elite population ratio 

that is set by the user [39]. The number of individuals that will be replaced is: 

 
RN N E N    (15) 

where NR is the number of individuals to be replaced, N is the total number of individuals 

(population size) and E is the elite population ratio. 

7.3 Crossover 

There are also various crossover mechanisms. During the implementation of genetic 

algorithm for the given problem, intermediate crossover has been used because it is 

characterized by the children created with the influence of the parents’ weighted average. 

The application of this kind of crossover is widely used in such cases, but with various 

crossover ratios. Louchet et al. suggested a crossover ratio of 0.3, which is a very low 

value considering other sources [14]. In this case, several values were tested, but all of 

them closer to the value of 0.8, as suggested in [10] and [24] or 0.9, suggested in [19]. 

Only Martínez-Martínez et al. tested many values (from 0 to 1, with steps of 0.1 and 

finally set on 0.9), with the best one depending on the each case observed and varying 

greatly [26]. The new generation’s values are calculated here as follows [37]: 

 
1 2 10.9 _ _ (1.1 _ 0.9 _ )Child Parent K Ratio K Parent K Parent K       (16) 

where Child represents the new generation values, Parent_K1 and Parent_K2 are the first 

and second parent’s values. Ratio_K is crossover ratio. 

One of the possible scenarios is that both parents appear as equal, considering they are 

randomly selected from the same pool. Since this scenario reduces the variety of genetic 

material, mutation can be additionally implemented on these individuals and then 

combined through the crossover procedure. In this particular case, the mutation ratio is 

set at 25% (0.25). Mutation procedure here is the following, based on [37], but adapted 

for this particular case while the domains are given in expression (14):  

 

1 1

1

_ _ _ _

_ 0.25

_ 0; ( _ )

Parent K Parent K Ratio M Change M

Ratio M Domain

Change M Random length Parent K

  

 



 (17) 

where Ratio_M is mutation ratio and Change_M is the size of change. 

7.4 Mutation 

The last genetic operator to be defined is a mutation. Its importance is significant in 

the cases where the convergence to unwanted local minima is probable [7]. The most 

influential variable in the mutation process is mutation ratio. Madjidi et al. suggested a 

mutation ratio of 0.01 [23], Louchet et al. suggested 0.2 [14] and Wright suggested 

between 0.005 and 0.3 [10], depending on the algorithm. Bianchi and Solenthaler also 

suggested adaptive mutation, but with a different mutation ratio function [24]. In order to 

achieve faster convergence to global minima, the adaptive mutation is applied to the 

given problem [37]. It means that the mutation possibility becomes lower with each new 

generation:  



 Calibration of Material Models for Human Cervical Spine Ligament Behaviour Using a Genetic... 9 

 

_ _ _ _

_
_ 1

_

_ 0; ( _ )

Change M Parent M Ratio M Change M

Current generation
Ratio M
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  
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where Parent_M is the parent whose values would be mutated while Current_generation 

and Last_generation are the ordinal number of current generation and the last generation 

(or the number of total generations). 

8. STOPPING CRITERIA AND ADAPTATION OF GENETIC ALGORITHM 

As the computing environment for the development of genetic algorithm procedure 

for the material parameters identification is MATLAB (version R2017b), default 

stopping criteria has been used here, including number of generations, time limit, fitness 

limit, stall generations and stall time limit. In practice, most of the times, the stopping 

criteria is the number of generations, as the genetic algorithm is mostly effective and able 

to achieve relatively good results in an early stage of reproduction process. Slightly less 

often, fitness limit was reached just before the last generations, which results in the best 

solution. Sometimes, though, the run was terminated by “stall generations” criteria, i.e. 

the results would not converge and the final result is mostly not good in that case, which 

can be overcome by the fine tuning of genetic operators and genetic algorithm properties 

described above for the particular case.  

Some procedures developed in the published researches use only number of iterations 

(generations) and threshold value [21, 38]. There are more complex stopping criteria 

developed, such as those described in [42] or [43], but those were not implemented in this 

case and present a possible subject for further research. 

Some of the previously mentioned elements of genetic algorithm have variables 

(crossover ratio, elite population ratio, population size, domains of the parameters and 

number of generations) that can be set by the user based on previous experiences. During 

the adaptation of this genetic algorithm, various combinations of those variables were 

used and fine tuning of their values was deployed in order to acquire an optimal 

procedure which will result in convergence to the accurate outcomes.  

As can be expected, some of the developed genetic operators and genetic algorithm 

properties influence the results more than the others. The only really significant 

improvement here was accomplished with the increase of the initial population size and 

even then only to some upper threshold. Increase above that threshold did not increase 

the quality of the final results by much. Elite ratio also showed slight influence in the way 

that ratios of 0.1 and 0.15 mostly showed better results than the ratio of 0.05. 

Representative results of fitness function values are given in Tables 1 and 2, where 

Table 1 represents the increase in population size and Table 2 the influence of the elite 

ratio. Other operators and variables showed even less influence than the elite ratio and are 

not shown in tables. However, higher values of crossover ratios (0.7-0.9) showed more 

consistent results than the lower ones. Number of generations did not have big influence, 

as the problems solved here are relatively simple in terms of optimization. 
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Table 1 Comparison of the results obtained using different population sizes for material 

model (3) and objective function (10) 

Population 100 300 500 1000 1500 2500 

Results 

(Fitness values) 

1355.88 1516.84 1405.21 1366.44 1358.36 1319.39 
1583.09 1611.93 1430.92 1353.01 1319.80 1323.84 
2612.97 1368.23 1322.01 1326.68 1346.62 1329.84 
2886.96 1349.44 1328.99 1333.65 1353.89 1318.32 
1452.07 1531.86 1422.72 1358.97 1348.87 1334.68 
2875.70 1443.55 1467.38 1337.50 1443.37 1319.53 
3324.66 1404.70 1341.01 1341.34 1325.27 1323.69 
1623.73 2595.61 1324.94 1764.23 1462.29 1322.86 
2324.78 1333.25 1322.74 1384.54 1350.09 1320.29 
1400.56 1383.87 1350.86 1349.65 1318.26 1319.08 

Average 2144.04 1553.93 1371.68 1391.60 1362.68 1323.15 
Median 1974.26 1424.13 1345.94 1351.33 1349.48 1321.58 
The best result 1355.88 1333.25 1322.01 1326.68 1318.26 1318.32 
The worst result 3324.66 2595.61 1467.38 1764.23 1462.29 1334.68 

Table 2 Comparison of the results obtained using different population sizes for material 

model (4) and objective function (11) 

Population 500 1000 

Elite ratio 0.05 0.1 0.15 0.05 0.1 0.15 

Results 

(Fitness values) 

1385.29 1326.55 1405.21 1346.61 1374.62 1366.44 

1696.33 1352.92 1430.92 1319.72 1352.06 1353.01 
1440.30 1403.69 1322.01 1730.98 1322.93 1326.68 
1397.48 1997.37 1328.99 1336.99 1331.02 1333.65 
1357.30 1368.02 1422.72 1335.89 1318.18 1358.97 
1651.64 1360.86 1467.38 1370.84 1335.30 1337.50 
1327.00 1333.33 1341.01 1382.76 1336.31 1341.37 
1359.75 1541.09 1324.94 1352.01 1344.73 1764.23 
1675.67 1324.30 1322.74 1364.64 1388.52 1384.54 
1630.75 1894.56 1350.86 1523.31 1349.95 1349.65 

Average 1492.15 1490.27 1371.68 1406.38 1345.36 1391.60 
Median 1418.89 1364.44 1345.94 1358.33 1340.52 1351.33 
The best result 1327.00 1324.30 1322.01 1319.72 1318.18 1326.68 
The worst result 1696.33 1997.37 1467.38 1730.98 1388.52 1764.23 
 

Population 1500 2500 

Elite ratio 0.05 0.1 0.15 0.05 0.1 0.15 

Results 

(Fitness 

Values) 

1327.36 1339.31 1358.36 1358.25 1332.85 1319.39 

1320.30 1320.11 1319.80 1318.42 1323.44 1323.84 
1399.55 1381.25 1346.62 1331.24 1319.46 1329.84 
1320.11 1328.91 1353.89 1346.60 1325.42 1318.32 
1475.95 1326.52 1348.87 1320.28 1355.59 1334.68 
1321.64 1322.58 1443.37 1328.33 1366.07 1319.53 
1424.25 1325.45 1325.27 1320.50 1321.98 1323.69 
1366.10 1345.80 1462.29 1333.57 1333.51 1322.86 
1370.43 1411.75 1350.09 1358.28 1321.64 1320.29 
1330.50 1327.87 1318.26 1362.46 1319.14 1319.08 

Average 1365.62 1342.96 1362.68 1337.79 1331.91 1323.15 
Median 1348.30 1328.39 1349.48 1332.41 1324.43 1321.58 
The best result 1320.11 1320.11 1318.26 1318.42 1319.14 1318.32 
The worst result 1475.95 1411.75 1462.29 1362.46 1366.07 1334.68 
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9. DISCUSSION AND PARAMETERS IDENTIFICATION 

After the set-up of the numerical procedure is done, and the adaptation of genetic 

algorithm finished, the comparison of results for the two previously described material 

models and two given objective functions follows. It should be noted that it is impossible 

to numerically compare the results obtained using different objective functions and 

graphical comparison is used instead. Two material models for the same objective 

function are easily compared using both numerical value and graphical representation. 

In order to provide comparison of the chosen material models and selected objective 

functions, to validate the model for the observed material behavior and thus provide the 

meaningful discussion on the matter, the experimental data set, as mentioned in Chapter 

2, has been used. As stated before, for this calibration, only „toe“ and „linear“ regions 

were taken into account (stretch values from 1 to 4 as shown in Fig. 1). 

The first comparison is the one using the objective function from expression (10). 

Graphical representation is shown in Fig. 2a. It can be seen that both material models 

offer a good representation of experimental values for low stretch values and higher 

stretch values. However, it is also visible that the material model (3) significantly 

outperforms material model (4) for stretch values between cca 2 and 3. The difference in 

the two material models in this section is also clear when observing the numerical value 

of fitness. The best fitness value obtained using the material model (3) is 1318.18, while 

it was impossible to achieve the value better than 3900.21 with the one from (4). In other 

words, the first material model has almost three times better fitness value than the second, 

as the smaller value is better. A very similar conclusion can be made by observing the 

graphical comparison (Fig. 2b) between the two models using the objective function (11). 

In this case, the difference is even more pronounced than in the previous one, as the 

material model (4) shows a large deviation from the experimental results even for the low 

stretch values. This time the ratio in fitness values is even for four times in favor of the 

material model (3). The best value achieved using it was 15.4658 and the best value 

achieved using the other model was 60.2334. 

 

Fig. 2(a) Stress-stretch chart for objective function (10); (b) and objective function (11) 
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Finally, the comparison between the two objective functions can be made. As stated 

before, it can be done only by visually comparing the results obtained using both 

objective functions (Fig. 2a and 2b). It was already stated that the results for objective 

function (11) were less accurate than those for the function (10). When comparing the 

two functions for material model (3), which was proved to be better for both functions, it 

can be seen that the results are pretty close to the experimental values for low and mid-

range stretches. However, function (10) significantly outmatches the other one for higher 

values of stretches. The main reason for this is the fact that the function (11) divides the 

difference of squares with the experimental value, thus favoring the lower stress (or 

stretch) values. The best results achieved for parameters are given in the Table 3.  

Table 3 Genetic algorithm and material model parameters for the best case 

Genetic algorithm data Material parameters 

Population 1000 c3 1.1592 

Elite ratio 0.1 c4 1.6962 

Crossover ratio (χ) 0.8 c5 46.5241 

Material model (3) c6 -107.034 

Objective function (10) λ* 2.8647 

Fitness value 1318.18  

10. FURTHER RESEARCH AND IMPROVEMENTS 

While the genetic algorithm was proven to be an effective tool for optimizing 

identification of material parameters in highly nonlinear systems, there are various 

improvements suggested by other authors that could be a subject for further research and 

implementation and which can additionally improve process of material model 

calibration. The follow-up in further research could be according to Harb et al. who 

suggested the use of the combination of a genetic algorithm and exact analytical 

optimization in order to make it shorter and more effective [38]. In [24], it is predicted 

that further evaluation of adaptive mutation is a key to faster convergence. 

Some works suggested other methods could be used instead of genetic algorithms. 

Han et al. mentioned simulated annealing as a possible alternative [22]. In [26], three 

methods were compared: an iterative local optimization, scatter search and genetic 

algorithm. Genetic algorithm showed the best result for 50% of cases, scatter search for 

30% and iterative local optimization for 20%. In [13], simulated annealing and genetic 

algorithm were utilized and the genetic algorithm was proven to be more versatile for that 

use. The Marquardt-Levenberg nonlinear least squares method was used by Pandit et al. 

and the results they have obtained show that there is no significant difference between 

that method and the genetic algorithm [27]. 

In this paper, adaptive mutation rate was used. However, certain works, [8] and [23], 

also suggest the use of adaptive crossover rate. 

According to Eiben et al, there are some cases in which multi-parent recombination 

should be considered, although they admitted it was a subject for further investigation 

[44]. Almost 20 years later, Akbari and Ziarati proposed MLEO (Multilevel Evolutionary 

Optimization algorithm) that features recombination on individual and group level and, 

although it showed positive results, they also admit future research is needed [45]. Also, 
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there are many different selection schemes mentioned in [40]. It is reasonable to consider 

that some of them might outperform current 4-tournament selection.  

11. CONCLUSION 

Evolutionary procedure, in this research genetic algorithm, has been used for material 

parameter identification in modeling material behavior of soft tissues. In order to provide 

inverse modeling and thus apply presented method for the material models calibration 

and consequently validation of the chosen parameters set, detailed theoretical basis has 

been given in the paper. 

According to the numerous research studies worldwide, which follow a global trend 

in similar problems, the application of genetic algorithms or similar evolutionary 

procedures is proven to be generally accepted because of their advantageous properties in 

acquiring fast and reliable solutions in a very short time. Therefore, it has been applied to 

calibrate two well-known non-linear material models used for modeling of soft tissues 

behavior.  

Since genetic algorithm efficacy depends on its operators and also on its properties, 

their detailed representation has been given here in order to describe the fine-tuning for 

the given problem and to make possible its repeatability for possible additional material 

models or for the simulation of differently structured soft tissues behavior.  

For both material models tested, the developed algorithm produced good results with 

a relatively small calculation time while running on an average one-year-old personal 

computer. Additionally, while comparing the results obtained using both material models, 

they showed that the application of the proposed method can improve the decision-

making in the process of selection of the material model which should be applied in 

material behavior modeling. 

As far as the algorithm itself is concerned, the genetic operators and properties were 

developed and initially tested. The biggest influence of them on the quality of the results 

has been shown to be a population size, the property which has been chosen for the 

detailed testing and fine-tuning of algorithm efficacy. The analysis showed that only the 

increase up to some population size (around 1000) showed significant influence, which 

turned out as a threshold for the quality increase. Although other genetic operators and 

properties have been taken into account here, their detailed influence has not been 

investigated, but rather built based on the previous experience. Their influence on the 

results are also expected, but not in the same intensity as the influence on the population 

size shown here.  

Some of the possible further improvements were also presented, some of them based 

on the detailed analyses of the influence of the remaining genetic operators and 

properties, but all of them dealing with the improvement on the genetic algorithm. They 

take into account operators (use of adaptive crossover, multi-parent recombination and 

use of selection other than the K-tournament selection). All considered, most of the 

improvements suggested in the literature would be further researched and, if at all 

possible, tested and implemented in future genetic algorithms. Also, more complicated 

material models would be tested once the effectiveness of the algorithm has been proven. 
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