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Indications of microscopic solvability from counting arguments
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Recent analytica1 results for the shape of viscous fingers in a Hele-Shaw ce11 have established
that the steady-state equations with nonzero surface tension are overdetermined and hence do not
admit Sager solutions with arbitrary Snger widths. %e develop a simple counting argument for
the asymptotic region (the tails of the Snger), based on the symmetry of the system for zero sur-

face tension, which indicates in a simple way how this overcompleteness arises. Similarities and
difFerences with counting arguments for breather solutions in soliton theory and for dendritic nee-

dle solutions are also briefly discussed.

In the last few years, substantial progress has been
made in resolving the long-standing issue of the "selec-
tion" of the finger width in Hele-Shaw cells. In the clas-
sical work of Salfman and Taylor, ' the effects of the
surface tension o' at the interface were neglected, and a
continuous family of steady-state finger solutions was
found. A perturbation analysis for small values of the
capillary constant indicated that this continuous family
of solutions continued to exist for nonzero 0.. Experi-
ments, however, found a unique Snger width for fixed
values of the experimental parameters. '

Recent analysis by several groups has shown that
this discrepancy arises because the surface tension acts
as a singular perturbation; with cr nonzero there can ex-
ist only a discrete set of steady-state solutions. These
findings are thus in agreement with the "microscopic
solvability" scenario, which had first been suggested on
the basis of studies of simple local models. '

The most useful qualitative test that indicates for a
particular problem whether or not singular perturbations
are important has turned out to be a "counting argu-
ment. " For example, in the geometrical model (GM),
the fact that there are in general no steady-state finger
solutions for arbitrarily small surface tension can be seen
quite easily from a simple argument based on counting
the number of convergent and divergent modes near the
fixed point describing the properties of the Snger solu-
tions in the tails. This counting argument not only al-
lowed a simple intuitive understanding of how seemingly
small terms involving the surface tension could have
large and singular el'ects, but also was a crucial step in
the rigorous mathematical analysis of the GM.

A second example of the power of a counting argu-
ment in cases ~here singular perturbations can arise is
provided by recent results for breather solutions in the

model, i.e., solutions that are locahzed in space and
periodic in time. A simple counting argument ' in-
volving the number of conditions that the Fourier modes
a„(x ), with 0 &n ( oo, nillst obey ill the asylllptotic re-

gions x ~+ 00 shows that in general no nontrivial
breathers should be found, even though numerical evi-
dence seemed to indicate the existence of breathers. Re-
cently the nonexistence of breathers was confirmed by a
rigorous mathematical analysis of the P equation for
small-amplitude breathers. '

It is natural to ask whether a similar counting argu-
ment in the tails of viscous fingers using the properties
of the full nonlocal equations can give an indication of
the fact that here also the surface tension is a singular
perturbation. This is the issue we wish to address in this
paper. Our analysis also highlights some of the
di8'erences between the tail region of needle crystals and
those of viscous Angers and has some bearing on an as-
pect of the solvability method that has not received
much attention. However, we are not able to clarify the
relation between the counting argument in the tails and
the general structure of the Mullins-Sekerka instability,
which in most approaches is fundamentally connected
with solvability.

At first sight, it may seem surprising that the analyti-
cal structure of the local models and the viscous Snger-
ing problem are so close, since the pressure field govern-
ing the quid Now in viscous 6ngering obeys the Laplace
equation'2 and is therefore long ranged. As a result, the
dynamics of the interface at one point depends on the
shape everywhere else, whereas in the local models ' the
dynamics only depends on local quantities like the cur-
vature and its derivatives. Mathematically, the connec-
tion is demonstrated most clearly in the recent work by
Bensimon et al., ' who show that when the dynamical
equation for small short-wavelength perturbations obey-
ing the Laplace equation is analytically continued into
the complex plane, the resulting equation is reminiscent
of the one defining the GM. Physically, the reason why
viscous 5ngering is in a sense rather "local" is that when
the compressibility of the Quid is taken into account, the
appropriate di%xsion length is many orders of magnitude
larger than the cell width. ' Thus, the walls are always
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"close" and as a result the most important asymptotic
properties of the finger shape can be determined on the
basis of an analysis in the tail region only.

To see this, let the Hele-Shaw cell occupy the region
—1&x &1 of the x-z plane. In dimensionless coordi-
nates, the shape of a steady-state viscous finger moving
with velocity V in the z direction is then determined by
the Laplace equation for the prcssure field p and the ap-
propriate boundary conditions, '

V' p=0,
(lb)

t cot[t(1 A)]=—cr ., (4)

This result was first derived by McLean and Saffman.
The derivation given here follows that of Kessler et al. '

Equation (4) explicitly shows that the exponent t is com-
pletely determined by an analysis of the "outer expan-
sion" for the "tail" region of the viscous fingers. More-
over, by extending this analysis to higher order with the
assumption

x =A+a &e "+a2 "+a3e "+
the cocfBcients a2„a3, . . . , etc., can be determined '
uniquely in terms of a &,

' thus, to each "mode" e" there
corresponds one unique solution of the outer expansion.
(The fact that a, is undetermined has no significance,
since it corresponds to the translational freedom of the
finger in the z direction. )

Note that, since the cotangent is periodic, Eq. (4) has
an infinite number of solutions with t positive as mell as
negative —in fact, in the limit o ~0, the solutions be-
come symmetric, t =+(—,'n+nm )/(1 —A, ), n =0, 1,2, . . . .
This latter symmetry expresses the fact that Eqs. (1) for
o =0 are invariant under a reversal of the Row direction,
so that the Saffman-Taylor solutions describe retreating
as well as advancing fingers. To see this, note that if
p(x, z) is the pressure field associated with an advancing
Sahan-Taylor o =0 6nger solution, then the pressure

(lc)

where a is the dimensionless surface tension, n the nor-
mal to the interface, x the interface curvature, 8 the an-
gle n makes with the z axis, and p, the pressure at the
interface. Anticipating exponential convergence of the
finger width to its hmiting value A. as z~ —ao, we write
for the right interface in the moving frame with the tip
at z=O

x =A, + ae "+
With this ansatz, the pressure field in the gap between
the cell walls and the interface will also have an e"
dependence, and the solution that satisfies the Laplace
equation and the boundary condition Bp/Bx

~ „,=0 at
the right cell wall is

p= —Ae "cos[t(l —x)] .

Upon linearization of Eqs. (lb) and (lc), we then get
A =a, /sin[t(1 —A, )] and

field P =—p solves the equations V~p =0, p, =0,
n Vp; = cos8, which describe a retreating Saffman-

Taylor finger of exactly the same shape with velocity
V= —V. [In dimensional form, the velocity V appears
on the right side of Eq. (lc).] It is convenient also to set
z ~—z, so that both fingers move in the positive z direc-
tion, with the tails of the original advancing finger found
as z~ —ao and those of the "retreating*' finger found as
z ~+ ao. Clearly only positive t modes in (2) are accept-
able for the advancing finger as z~ —oo, while negative
exponents t ~0 are required for the "retreating" finger
as z~oo. The invariance of the Sa8'man-Taylor equa-
tions under a change in Bow direction than implies the
mode symmetry t= —t. (For the same reason, rising
bubbles are symmetric' for cr =0. )

Since there is an infinite number of mades t„satisfying
Eq. (4), the proper counting is not completely obvious.
However, there is a pairing of convergent and divergent
mades in the limit o ~0, and the only natural trunca-
tion that preserves this symmetry is to take the same
number of convergent and divergent modes even with o
nonzero but small.

Once this is agreed to, however, it is clear that the
finger problem is in general ouerdeterrnined. If there are
N convergent and X divergent modes at each end of the
6nger, then there are N conditions at, say, thc right-
hand side of the finger (x &0) that must be satisfied so
that no divergent (for z~ —oo) modes are present.
However, there efFectively are only N —1 free parameters
available from the coefficients of the N convergent
modes on the left-hand side (x &0) which could be ad-
justed to bring this about; one degree of freedom de-
scribes only a trivial overall translation of the finger in
the z direction, as is easily seen from (2), and this cannot
help eliminate any of the divergent modes at x gO.
Since we are therefore lacking one parameter, we in gen-
eral do not expect to find a smooth finger solution satis-
fying the physical boundary conditions at the sidewalls
for arbitrary finger width lt..

Since the problem appears to be overdetermined by
one condition, this picture is close to that emerging from
the local models. s' Moreover, it is consistent with the
finding ' that there are solutions for particular values
of A,, as well as with the idea underlying the numerical
approaches' ' that one also obtains a well-posed prob-
lem with a unique solution for arbitrary I, upon relaxing
one condition (usually, one relaxes the condition
dz/dx =0 at x =0). However, since the above counting
argument does not distinguish between o'=0 and o&0,
it also implies that one would never in general expect the
existence of a continuous family of solutions. Thus, in
this picture the continuous family of Saffman-Taylor
solutions must arise because of some accident, probably
caused by the additional symmetry present at 0.=0. In
this case the "modes" can couple since a third-order
term of a mode with t =a./[2(1 —A, )] is of the same or-
der as a linear mode with t =3m /[2(1 —A, )]. If this idea
is correct, the viscous fingering problem resembles to
some extent the breather problem' since in that case a
counting argument would also lead one to believe that
the existence of breather solutions is virtually impossible;
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nevertheless, the sine4J oxdon equation does admit
bl'cathcl solutloIls . Tllls 18 dlscllsscd 111 Iiiorc detail 1I1

the Appendix.
It is interesting to compare the above counting argu-

ment for viscous fingers to what has been found for den-
dritic growth. To the best of our knowledge, there has
been no direct analysis of modes in the tails of needle
crystals analogous to (4). Indeed, dendritic needles do
not approach the asymptotic Ivantsov shape exponen-
tially fast; rather, there are terms involving powers of
x and terms with fractional exponents in two dimen-
sions in the absence of interface kinetics. ' Further-
more, the buildup of latent heat released at earlier times
in the boundary layer in front of the growing interface
gives the needle crystal problem an additional temporal
nonlocahty ' that makes a complete analysis more
dlfflcult to calTy Gilt.

However, in contrast to the Saffman-Taylor finger
satisfying the Laplace equation, the equations for the
Ivantsov needles are not invariant to a reversal of the
growth dlfcctlofl. That ls, tllc steady-state dllllsloI1
equation VBT /Bz +D V T =0 for the temperature field

changes under the transformation V~ —V, T~ —T, so
that growing needles difFer from melting ones. In fact,
there are no steady-state melting-needle solutions at all.
As a result, there is no symmetry that dictates a
straightforward counting argument such as the one we
made for the Sahan-Taylor Snger. Indeed, a physical
interpretation of the strong asymmetry in the tail re-
gion suggests that most modes are convergent on ap-
proaching the tail region of the needle crystal.

Two of us argued that this behavior could give rise to
a continuous family of steady-state needle solutions. On
the other hand, needle crystals may be diff'erent from
viscous fingers in that behavior in the tail region could
be of little physical relevance for the possible existence
of steady-state solutions, particularly at small Peclet
numbers. Until there has been a proper matching of
the "outer expansion" results appropriate for the tails
of needle crystal to the "inner region" near the tip, ' this
p01nt remains unrcsolvcd.

It is unfortunate that there does not seem to be, at
present, a more direct way to establish whether the
steady-state solutions of interface problems governed by
integral equations are in fact overdetermined for nonzero
surface tension, because the uniqueness of solutions after
dropping a suSrient number of boundary conditions is
an essential part of the "asymptotic beyond all orders"
method of Kruskal and Segur as applied to the geometri-
cal model and the breather problem of P theory. '

The 6rst step in this approach ' is to drop a bound-

ary condition in order to obtain a well-posed problem
with a unique solution, which reduces to the smooth
steady-state shape of a 5ngcr or the breather, ' if such
solut1ons cx1st. To convince oncsclf of thc uniqueness of
thc modi5ed problem, a type of counting argument 18

performed for the asymptotic behavior in the tails of the
solutions.

In the second step of the analysis, the (a}symmetry of
the solution is investigated at a special point at which
the asymptotic series converges trivially (thc tip for nee-

dies, x =0 for breathers). The exponentially small but
singular term that shows the asymmetry of solutions at
this special point (and hence which shows that no global-
ly valid symmetric solutions exist) can be obtained from
an analysis near a singularity in the complex plane.
Since we know that the solution is unique, we can con-
clude that physically valid solutions of the original prob-
lem exist only in those special cases where the asym-
metry happens to vanish.

Most workers' ' have proceeded in much the
same way for the needle crystal problem, and imphcitly
assumed that solutions are uniquely dc6ned after drop-
ping a boundary condition, usually the requirement that
dz/dx is zero at the tip. As stressed before, however,
we do not have a counting argument to help us decide
whether or not this is hkely to be the case. The unique-
ness assumption is important since the modified problem
obtained by relaxing a boundary condition might on
physical grounds generally be expected to have a solu-
tion. Indeed, Hong and Langer have already suggested
that the generalized problem for the Hele-Shaw cell
could describe the fingers with a bubble at the tip ob-
served by Couder et al. ' and by Maxworthy, i' and
one could similarly envision some grain-boundary-like
defect to permit a finite cusp at the tip during crystal
growth. Thus the fact that the analytic methods gen-
erally find the prefactor (I in the analysis of Kruskal
and Segur of the GM) of the singular term nonzero is
not necessarily surprising, since relaxing the boundary
condition has introduced additional freedom. Unless
uniqueness can be established, one cannot rule out the
existence of other (smooth} solutions.

One should also keep in mind that if the problem is
overdetermined by more than one condition (as happens,
e.g., for the breathers —see the Appendix), the solution
that numerically appears to be found upon relaxing one
boundary condition will probably not be a true solution
after all. However, most approaches that have been in-
troduced so far for interfacial problems are consistent
with the idea that these are generally overdetermined by
just one condition.

Thus, in contrast to the situation for viscous fingering,
we believe the uniqueness of solutions for dendritic
growth remains an important open question. A resolu-
tion of this issue is also needed to assess the reliability of
the numerical methods, ' ' ' which use Newton's
method to obtain the interface shape after dropp1ng a
boundary condition at the tip. If multiple solutions
could exist, then only the one with the largest numerical
basin of attraction would usually be found by this pro-
cedure. If, on the other hand, these problems are over-
determined by more than one condition, the present nu-
merical methods mould also fail.

Clearly, 'solvability'" is, a priori, likely to apply in
cases similar to viscous Sngering and the breather prob-
lem, where a counting argument makes the existence of
a continuous family of solutions appear extremely im-
probablc. Intuitively, mc expect this situation to occur
generally in situations where, as a result of a special
symmetry (hke the aforementioned symmetry of the
modes for o =0 in viscous fingering), there are as many
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"convergent" as "divergent" modes in the tails. The
Ivantsov needle solutions certainly have an additional
special feature because of the absence of an intrinsic

length scale, but, to our knowledge, this simplification is
not related to any symmetric pairing or coupling of con-

vergent aod divergent modes in the tails. The develop-

ment of a generalized counting argument appropriate for
partial di8'erential equations or integro-diN'erential equa-
tions is needed to resolve this subtle, but important, is-

sue.
The counting argument developed here applies

specifically to the asymptotic (tail) region of finger solu-

tions. In the recent approach of Bensimon et al. , ' an

effective mode analysis is done in the tip region; in their
formulation, solvability arises from the general structure
of the Mullins-Sekerka instability. ' The relation be-

tween these two pictures is not completely clear to us; it
is possible that even if the counting argument in the tails

predicts a family of solutions, solvability could still be

dynamically relevant.
A related question that we feel needs to be studied in

more detail in systems for which solvability is known to
hold is what determines the time scale on which the
e8'ect of the absence of a true steady-state solution make
itself felt. ' Even for viscous fingering, where there
seems to be no doubt of the relevance of solvability
selection for most experiments, this question has become
of interest because of recent computer simulations that
give 6ngers with widths less than —,'. Moreover, approxi-

mate "breathers" in P theory decay only very slowly'

[energy -{lnt) '] and are found in numerical simula-

tions. They could therefore still be physically relevant
in certain circumstances. '

APPENDIX: COUNTING ARGUMENTS
FOR BREA'rHKR SQI UTIONS

Consider nonlinear partial differential equations of the
form

BQ BQ
Bt Bx

=g{u), g(0)=0, g'{0)&0. (Al)

With the specific choice g ( u ) =sinu, this equation be-

comes the sine-Gordon equation. This equation admits
so-called breather solutions Solutions which are local-
ized in space (i.e., u decaying exponentially for x ~+~ )

and periodic in time. For other functions g ( u ), no exact
breather solutions are known, but apparently vaHd solu-

tions are found in a small-amplitude expansion. Howev-

er, a type of counting argument' ' " indicates that the
breather problem is in fact overdetermined, so that no

periodic breathers should in general exist. This was

proven recently by Segur and Kruskal' for small-

amplitude breathers in P theory [g(u)= —2u+3u
—u ]. Here, we reformulate the counting argument in a
way more closely related to the one discussed above for

%e are grateful to H. Segur for many illuminating dis-
cussions. One of us (M.G.) acknowledges support of the
National Science Foundation (NSF) through Grant No.
0 MR-83-12958.

(A2)

For localized breathers, the a„—+0 for x ~k ao. Since it
is known that breathers with co& &2 cannot exist, we
consider for concreteness the regime 1 & co & &2 (the ar-
gument for smaller frequencies is essentially the same}.
In that case, the asymptotic behavior of the a„, accord-
ing to the linear part of (A2), is of the form for
X ~—00,

Q 0 x+2+ + 0 —x+2+e e

ex(2 —~ ) + g ] —x(2 —co )+e (A3a)

g n eix(n co —2) + g n e
—ix(n co —2)2 2 I /2 2 2 I /2

+ e

and for x ~ oo,

gp x+2+gO —x~2Qp= +e 7

g1 x(2 —co ) +g1 —x(2 —co )
a1 —— +e

gn eix(n u —2) +gn —ix(n co —2)
N +

Since the solution of a second-order differential equation
contains two integration constants, we can view the
coefFicients A z as the parameters that specify the solu-

tion. The coeScients 8+ then are determined by in-

tegrating the equations up from large negative x to large
positive x.

If we look for /oca/ized breather solutions, the
coeScients A and A' have to be zero. Moreover,
(A3a} shows that a// A+ and A" for n &2 have to be

zero, and hence the solution that is localized on the left

(x —+ —ao ) can be specified completely by the coefficients

A+ and A+. [These correspond to three parameters,
since A+ is real (ao=ao ) while A+ can be complex;
however, a change in amplitude and phase in A + only

corresponds to a translation in space and time of the
solution. ]

%hen the equations are integrated up to large x, there
is no a priori reason to expect the coeScients 8" to van-

ish. However, for the solution to be localized on the
right (x~oo), the coefficients 8+,8+ and a// 8~,
n &2, have to be zero. This requirement therefore leads
to an in6nite number of conditions, whereas the solution
which is localized on the left has only a few free parame-
ters ( A +, A +, and co). Clearly, this counting argument
shows that the breather problem is "in6nitely overdeter-
mined" and therefore that the existence of breathers for
arbitrary function g ( u ) is extremely unlikely; the infinite
number of conditions will at least highly constrain the
functions g(u ) that can give rise to breathers.

As discussed in the main text, in the "asymptotics
beyond all orders" approach it is important to drop
some boundary conditions so that a well-posed problem
is obtained with a unique solution. ' Segur and

(A3b)

viscous 6ngering.
If a real periodic breather solution u(x, t), with fre-

quency ~ exists, ii can be expanded in a Fourier series,

ii(x, &)=g„a„(x)exp(incest), with a „(x)=a„'(x). The
functions a„(x ) then satisfy the differential equations'

(3 +n co —2)Q„=—3 g 0 0„+g Gku Q„
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Kruskal' do this by studying the left-localized solutions
obtained by choosing A + such that a power series expan-
sion in e = (2—ro ) gives a symmetric solution
[a„(&) =a„(—x )], and by speclfylng one addttlonal con-
dition. They then proceed to show that the derivatives
B„a„~„oof this uniquely defined solution contain ex-
ponentially small terms in e, which proves the absence of
genuine breather solutions. '

Finally, we point out that, while the existence of a
continuous family of Salman-Taylor Anger solutions is
di%cult to understand from the point of view of the
counting argument, their existence may be related to an
additional symmetry. Breather solutions do indeed arise
in the sine-Gordon equation because this equation is in-
tegrable and allows an infinite number of conservation
laws, ' ' besides conservation of momentum and energy.
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