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Abstract. We present a precise determination of the apparent Cioni et al. [[2000a) prepared the DENIS Catalogue towards
magnitude of the tip of the red giant branch (TRGB) in the the Magellanic Clouds (DCMC), as part of the Deep Near In-
(0.8 um), J (1.25 pm), andK s (2.15 pm) bands from the lumi- frared Southern Sky Survey performed with the 1m ESO tele-
nosity function of a sample of data extracted from the DENI&ope (Epchtein et al._1997). The catalogue contains about
catalogue towards the Magellanic Clouds (Cioni et al. 20004)300 000 and300 000 sources toward the LMC and the SMC,
From theJ and K¢ magnitudes we derive bolometric magnirespectively;70% of them are real members of the Clouds and
tudesmy,,;. We present a new algorithm for the determinatioconsist mainly of red giant branch (RGB) stars and asymptotic
of the TRGB magnitude, which we describe in detail and tegiant branch (AGB) stars, ar8®% are galactic foreground ob-
extensively using Monte—Carlo simulations. We note that afgcts. This is a very large and homogeneous statistical sample
method that searches for a peak in the first derivative (ushat allows a highly accurate determination of the TRGB magni-
by most authors) or the second derivative (used by us) of thuele at the corresponding wavelengths. Among other things, this
observed luminosity function does not yield an unbiased esfields an important new determination of the distance modulus
mate for the actual magnitude of the TRGB discontinuity. Waf the LMC. This distance modulus is one of the main stepping
stress the importance of correcting for this bias, which is nstones in the cosmological distance ladder, yet has remained
generally done. We combine the results of our algorithm wigomewhat uncertain and controversial (e.g., Mould ét al.2000).
theoretical predictions to derive the distance modulus of the Sect. 2 describes howthe datawere selected fromthe DCMC
Magellanic Clouds. We obtaim — M = 18.554+0.04 (formal) catalogue to avoid crowding effects, and how we have cal-
+0.08 (systematic) for the Large Magellanic Cloud (LMC), andulated bolometric corrections. Sect. 3 discusses the luminos-
m — M = 18.99 4+ 0.03 (formal) +0.08 (systematic) for the ity function (LF) and the subtraction of the foreground com-
Small Magellanic Cloud (SMC). These are among the mgsbnent. Sect. 4 discusses the TRGB determination and gives
accurate determinations of these quantities currently availaldemparisons with previous measurements. Sect. 5 discusses the
which is a direct consequence of the large size of our sample amgblications for the distances to the Magellanic Clouds. Con-
the insensitivity of near infrared observations to dust extinctioduding remarks are given in Sect. 6. The Appendix provides

a detailed description of the new method that we have used to
Key words: methods: statistical — stars: evolution — galaxiesjuantify the TRGB magnitude, as well as a discussion of the
Magellanic Clouds — galaxies: distances and redshifts formal and systematic errors in the analysis.

2. The sample

2.1. The data
In the evolution of stars the position of the tip of the red gia i
branch (TRGB) marks the starting point of helium burning irlJl"nlhe DCMC covers a surface area t1.87 x 16 square de

. s 2 ‘grees centered ofw, §) = (5"27™20%,—69°00'00") toward
the core. It is one of the strongest characteristics of the life t%]fg LMC and14.7 x 10 square degrees centered @n 5) —

stars seenintheoretical models, together with the main seque 9&)9m 405 —73°00/00") toward the SMC (J2000 coordinates)

LUJQBZZE?J'Q;’ dﬂ;iéggsizrﬂt 61:2?stz\?e?:\?/clrggggsggqtnﬂ:Inep. xtracted all the sources detected simultaneously in the three
y andag IS photometric wave band$:(0.8 um), J (1.25 yum) and

to estimate the distance of resolved galaxies (e.g., Lee etﬁ.eg.‘ (2.15 um). We excluded sources that were detected in alll

1993). The TRGB magnitude depends only very weakly on 3ee wave bands but at different times (this can happen because

and metallicity, and yields comparable precision as classi : .
. — . . NIS strips overlap). The selection of sources that are present
distance indicators such as Cepheids and RR—Lyra variables, ; .
ini all three wave bands strongly reduces possible crowding ef-

Send offprint requests tercioni@strw.leidenuniv.nl fects that affect mostly theband. We removed sources affected,

1. Introduction




602 M.-R.L. Cioni et al.: The tip of the red giant branch and distance of the Magellanic Clouds

even slightly, by image defects (null image flag) and sources [ ,, '~ ' " ] RN I

with bright neighbours or bad pixels, sources that were origi-** [ . SMC B i
nally blended, or sources with at least one saturated pixel (nul} ,f ~ ° "¢ 1% e ]
extraction flag). This increases the level of confidence on the | 1 s a 1
resulting sample. The main final sample for the present analySis= - 4 <4t % 1
contains33 117 sources toward the SMC ard8 234 sources ’ ﬁ 1 o1 L % 1
toward the LMC. This constitutes abolL% of all the sources "' | ; g ]
listed for each Cloud in the DCMC. o a“‘ R ofes ceaeett ]
To estimate the contribution of the foreground component 10 15 8 10 12 14 16
we also considered the data in offset fields outside the spatial
limits of the DCM, covering the same range in right ascension T g 05
and from a maximum of = —57° to a minimum of§ = —87° 2f o = Ed 1
(the full declination range of a DENIS strip). These datawere | . suc ] PTE e I
reduced together and the same selection criteria, on the basis | 1 03[ £
of the detection wave bands and the flags, were applied as:to, | §5 F } 1
the data constituting the DCMC. The total sample (DCMC plus | ; ] 02 } E
extension in declination) contai¥® 162 and184 129 sources  os |- = o1 % % % } { I ]
in the RA ranges for the SMC and the LMC, respectively. r iy ] E 1
The distribution of the formal photometric errors in each ° MM ] e R BRI S
. . . . . 8 10 12 14 16 10 12 14 16 18
wave band is shown in Figl 1. At the brighter magnitudes (those K, m,,
of interest for the TRGB determination), the random errors i:r}g. la—d.Distribution of the photometric errora.l band,b J band,

the sample are not dominated by the formal photometric %r}(s band,d ms.;. Black dots are for sources toward the LMC and

rors_, b‘_‘t_by rand_om errors_ln the_ photometric Zero_pom_ts f8|rnpty dots are for sources toward the SMC. Error bars show the dis-
the individual strips. The dispersionss() of these zero-point persion in the photometric errors 5 mag bins.

variations aré).07 mag in thel band,0.13 mag in theJ band

and0.16 mag in theK g band. Note that the formal error with

which the TRGB magnitude can be determined is not limited to

the size of these zero-point variations, but instead can be quitgs, we simply use a blackbody fit on thHg — K ) colour;

small (the formal error is proportional ttyv/N, whereN is  such sources are mostly RGB or early AGB (E-AGB) stars in

the number of stars in the sample). our sample. Sources with larger valueg éf- Ks) are mostly
Thel, J andKs magnitudes in the present paper are all ithermally pulsing AGB (TP—AGB) stars, some of which are

the photometric system associated with the DENIS passbangsing mass and are surrounded by a circumstellar envelope.

These magnitudes are notidentical to the classical Colisind  For them we used the results of individual modelling of galactic

CTIO J andK magnitudes, although they are close (differencegrbon (C) stars by Groenewegen etlal. (1999), combined with

are< 0.1 magnitudes). The final transformation equations fgf series of models of increasing dust opacity where the central

the passbands will not be available until the survey is completegar has a spectral type/5 and the dust grains are composed

but a preliminary analysis is presented by Faigtial. (2000). of silicates (Groenewegen, private communication).

Note that our determinations of the distance modulifor the LMC  |n both cases, blackbody fit and spectral models, our method

and the SMC (Sect. 5) are based on bolometric magnitudes f#emferm,,, is different from what is usually performed in the

rived from the data, which are fU"y corrected for the SpeCiﬁQEerature_ We do not make any a‘[tempt to transform a magni-

Am,,

"
L L

of the DENIS passbands. tude, i.e. an integrated flux over the passband, into a flux den-
sity at a reference wavelength, in order to suppress one step
2 2. Bolometric correction which already makes an assumption on the spectral distribution

of the source. We only use the integrated flux measured over

We have calculated the apparent bolometric magnitudg,{ the.J and K 3 DENIS passbands. Theoretical spectral distribu-
for all the sources selected according to the criteria describediihs, i.e. blackbodies with temperatures ranging fridgmn00
Sect. 2.1, and with/ — Ks) > 0.4. We have chosen to use onlyto 300 K and the models from Groenewegen and collaborators,
the J and Ks bands to deriven,,, (see below). Sources withyere multiplied with the DENIS passbands (which includes a
(J — Ks) < 0.4 do not influence the position of the TRGBmean atmosphere at la Silla observatory) to derive the percent-
(see Fig.b below), and have too low a percentage of flux dye of the total flux which is measured in each DENIS passband
the near-infrared (NIR) to give a reliable measuregf; with a5 a function of the DENIS colours. Then, for each selected
these criteria. We used two different bolometric correctionscMC sourcesn,,,; is calculated by interpolating in the theo-
depending onthe/ — K) colour. For sources witf/ —Ks) < retical grids the percentage of flux measured in.fhend K s
bands from the observed — Ks) colour. We have used here

! These data are not part of the DCMC catalogue but are availaBie same zero point as in Montegriffo et al. (1998). More details
on request from the first author. are provided in Loup et al. (2000).
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We have compared our results with the bolometric correc- In our analysis of the TRGB magnitude we have propagated
tions BC'i inferred by Montegriffo et al. As can be seen in theithe random and systematic errorsmay,; separately. However,
Fig. 3, their bolometric correction is valid only for sources witlfior illustrative purposes we show in Fig. 1d the combined error.
0.2 < (J—Kg) < 0.7, withatypical spread around the fit@fi The surprising shape of the error orbol as a function ofny,;
magnitude. For sources witht < (J — Kg) < 0.5 our black- should not be taken as real. It is an artifact coming from the fact
body fit agrees with their bolometric corrections to within the ethat a systematic model error was included in the figure only
rors. On the other hand, for some sources With- Kg) > 0.5, for TP-AGB stars. The great majority of the brightest stars are
they underestimate;,; by 0.5 to 2 magnitudes compared toTP-AGB stars for which we use AGB models. Going towards
our calculations. This is not surprising and can be inferred &hinter stars, thé.J — Kg) colour decreases and we mostly
ready from their Fig. 3; it does not indicate a shortcoming in ouse blackbody fits, for which we have not included a system-
approach. We also compared our results with what one obtaatiie model error in the figure. The error am,,; thus seems to
by making blackbody fits using both theé { J) and ¢/ — Ks) decrease around the TRGB.
colours. For sources with.4 < (J — Kg) < 1.25 it does
not produce any systematic effect; there is merely a spreadbof  pust extinction
typically 0.1 magnitude between both calculations, consistent o . . )
with the formal errors. Inclusion of theband would produce a The contribution of the internal reddening for the Magellanic
systematic effect for bluer sources than those selected here $Igtds is on average onlig(B — V') = 0.06 while the fore-
those are not relevant for the TRGB determination. We theref@tgound reddening can be very highin the outskirts of the Clouds.
decided to use only thé and K s band data in our calculationsVve have not atten_1pted to correct our sample for extinction on
of muper, to minimize the effects of the interstellar reddening Star by star basis. Instead we correct all data for one overall
which are much more pronounced in théand than in/ and  €xtinction. We adopts(5 — V) = 0.15 £ 0.05 as the average
Ks. of known measurements (Westerlund 1997) for both Clouds.

There are both random and systematic errors in our estimaf€l9pting the extinction law by Glass (1999) for the DENIS
of muy,. The random errors come from two sources, nameghisSs bandsdy :A_I 1Ayt Agg =1:0.592:0.256:0.089] and
from the observational uncertainties in the obseahd Ky ftv = 3.1 we obtaind; = 0.27, A; = 0.11 andAg, = 0.04.
band magnitudes, and from the corresponding uncertaintie§Hr @PProach to correct for dust extinction is a simple approxi-
the (J — K) color. We have calculated the resulting randofmation to whatis in reality a very complicated issue (g.g., Zarit-
errors in themy,o estimates through propagation of these e;_ky_ 19_99). We discuss the effect of uncertainties in t_he_ dust
rors. There are also two sources of systematic error inthe _extmctlon on our results in Sects. 4.4 ano_l 5. Whll_e this is an
estimates. The first one derives from uncertainties in the dust BRPortant issue in thé band, the bolometric magnitudes that
tinction correction. Our treatment of dust extinction is discuss¥¢® Use to determine the distance modulus are impacted only at
in Sect. 2.3; Appendix A.3.4 discusses how the uncertaintiesiyery low level.
this correction introduce a small systematic error on the TRGB
magnitude determination. The second source of systematic er-

ror comes from the difference between the real spectral energy! N® luminosity function

distribution of the star and the one we assume to estimagle  The luminosity function (LF) of a stellar population is a power-
For blackbody fits, we did not make any attempt to estimate thi tool to probe evolutionary events and their time scales. Major
error because we lack information for that purpose (we wowdfharacteristics of a stellar population are associated to bumps,
need spectra and/or UBVRIJHKL photometry on a sample gfscontinuities and slope variations in the differential star counts
stars). For the AGB star models from Groenewegen and CO”%—a function of magnitude_ However, for a proper interpreta-
orators, we can estimate part of this error. THe- Ks) colour  tion of observed luminosity functions several important issues
does not provide enough information to fully constrain the sehould be taken into account. These include the completeness of
of model parameters, i.e/ — Ks) does not give a unique solu-the sample of data, the foreground contamination with respect
tion, especially when the chemical type of the star is unknowta. the analyzed population, the photometric accuracy and the
With the models available in this work, we have estimated thigze of the sampling bins. The total number of objects involved
systematic model error to be 5% on the interpolated percenta@igys an important role to make the statistics significant.
of flux. This is of course a lower limit as there can be some |n most previous studies of the luminosity functions of stel-
objects whose spectral energy distribution differs from all thgr populations in clusters or galaxies, in either the optical or the
ones produced in the models. On the other hand, for most SiQIR, limited statistics have been the main problem. The DENIS
near the TRGB the blackbody fit is the relevant model, and f@Cioni et al [ 2000a) and 2MASS (Nikolaev & Weinbérg 2000)
these the systematic errors could be smaller. In the end we hgimples provide the first truly large statistical sample in the NIR
included in our final error budget a systematic erroe®£05 of the Magellanic Cloud system. This wavelength domain is the
mag in ounny,, estimates due to uncertainties in the underlyingost suitable to study late evolutionary stages such as the RGB
spectral model, but it should be noted that this estimate is Rgid the AGB. In the present paper we restrict the discussion of
very rigorous. the luminosity function mostly to the TRGB; a more general
discussion is given elsewhere (Cioni et al. 2000b).
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tion of the major characteristics of the LF. The maximum cor-
responds to giants that lie on the upper part of the RGB. The
decrease at fainter magnitudes is due to the selections applied
to the data and to the decrease in sensitivity of the observa-
tions (Cioni et al.2000a). Features like the horizontal branch or
the red clump are too faint to be detected by DENIS. Towards
brighter magnitudes we encounter a strong kink in the profile,
which we associate with the position of the TRGB discontinu-
ok, | ] o | | ity. Brightward of the kink follows a bump of objects which we
oo w0 e o0 0 o discuss below. At very bright magnitudes the LF has a weak tail
declination declination which is composed of stars of luminosity type | and Il (Frogel
Fig. 2. Distribution of the sources in the sample versus declinatid% Blanco 1983), but the L'_: at these bng_ht magnitudes could
using bins of0.1 degrees, for the SMC (left) and the LMC (right). € influenced by small residuals due to inaccurate foreground
subtraction.
To explain the bump brightward of the TRGB discontinuity
we cross—identified (Loup_2000) the DCMC sources with the
sources in some of the Blanco fields in the LMC (Blanco et al.

For the removal of foreground contamination we considerd@80). Inthg K, J— Ks) diagram there are two regions popu-
two offset fields around each cloud. The range of right aléted only by oxygenrich AGB stars (O-rich) and by carbonrich
cension (RA) is the same for both the cloud and the offsefB stars (C—rich), respectively. O-rich stars are concentrated
fields; it is the same of the DCMC catalogue (Sect. 2.1). F8foundKs = 11.5 and have a constant colof — K) = 1.2,
the LMC the north field has-58° > § > —60° and the south and C—rich stars are concentrated aro(he- K's) = 1.7 and
field has—80° > § > —86°; for the SMC the north field has aroundk’s = 10.5 (see Fig.bb). These TP—AGB stars cause the
—60° > § > —66° and the south field has80° > § > —8g°. bump visible in the LF. This bump should not be confused with
The LMC region itself was limited to the declination rangéhe AGB bump caused by E-AGB stars (Gallart 1998).[Eig. 4
—62° > § > —76°, and the SMC region te.69° > § > —77°. shows an enlargement of Figk. 3¢ and 3k (continuous line). The
Fig.[2 shows the distribution versus declination of the sourcesdashed line refers to O-rich AGB stars and the dotted line to
the sample, using bins 6f1 degrees. The foreground contribuC—Tich AGB stars selected in th&’s, J — Ks) diagram. In the
tion clearly decreases toward more negative declinations, dué@§e of the SMC we selected regions with slightly bluer color
the difference in Galactic latitude. The difference in number band fainter magnitude to match the two groups of AGB stars
tween the foreground contribution around the LMC and arouidithe (Ks, J — Ks) diagram, cf. Fid.bd. Figl4 also plots the
the SMC is consistent with the fact that the LMC is observéd™ (thick line) that results when we cross—identify our sample
closer to the galactic plane than the SMC is. The structureWith the spectroscopically confirmed carbon stars by Rebeirot et
the LMC is clearly wider than the one of the SMC and thig!- (1983) in the SMC. We founti51 sources out 0f 707 and
may contribute to create the strong declination trend around @ attribute the missing cross—identifications to the selection
LMC. criteria that we applied to the DCMC data to obtain the sample
For each field and photometric band we constructed a higt the present paper. Itis interesting to note that at higher lumi-
togram of the observed magnitudes (thin solid curves in tResities the distribution of the confirmed C—rich stars matches
N(m) panels of FigzB). For the two different offset fields athe distribution of C—rich stars selected only on the basis of
each right ascension range the data were combined into one i (J — K's). At the fainter luminosities C-rich AGB stars
togram. This offset—field histogram (thin dashed curves) wggnnot be discriminated from O-rich AGB stars only on the ba-
then scaled to fit the corresponding LMC or SMC field hissis of (J — Ks) and K's because they overlap with the RGB,
togram at bright magnitudes, for which almost all the stap$incipally constituted by O-rich stars.
belong to the foreground. Subtraction yields the foreground—
subtracted magnitude distribution for each of the Clouds (headyThe tip of the RGB
solid curves). For comparison we also extracted from the cglt-1 Theory
alogue an extended sample consisting of those stars detected
in the I and.J bands (irrespective of whether or not they wer&heoretically stars climb the RGB with an expanding convective
detected inKg). This sample (heavy dashed curves) is conenvelope and an hydrogen burning shell, while increasing the
plete to fainter magnitudes than the main sample, and therefopge—Helium content, the central temperature, the central den-
illustrates the completeness limit of the main sample. sity, and the luminosity. Low—mass stafs§-1.0Ms < M <
2-2.3M,) develop an electron—degenerate core, which causes
an explosive start (Helium—flash) of the core—Helium burning
when the core mass reachedb5M, almost independently
The resulting statistics of the subtracted LF are impressive, diem the initial mass and composition of the star (Chiosi et al.
spite the restricted source selection. We proceed with a descflif92); intermediate mass sta?s€.3M,, < M < 89M) are
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Fig. 3a—p. Stellar magnitude distributiongy (m), and second derivative after the application of a Savitzky-Golay fifeN (m)/dm?, for

the LMC a-h and the SMd-p. Panelsa—d andi— show the distributions for the main field (thin solid curve), for the scaled offset field (thin
dashed curve), and for the foreground-subtracted main field (heavy solid curve). Faaridg bands we also show the distribution for the
foreground-subtracted main field for the larger sample of all stars detecfedrid.J (irrespective ofKs; heavy long—dashed curves). The

final estimate of the TRGB discontinuity is indicated (vertical dotted line). The unit along the ordinate is the number of stafsmag bin.
Panelse-h andm—p show the second derivative for the foreground—subtracted main field (heavy solid curve), the best Gaussian fit to the peak
(thin solid curve), and the position of the peak (vertical dotted line). The solid rectangleLitiines the region shown in detail in HIg-A.1.

not affected by degeneracy at this stage and initiate helium buisialmost non—existent. Both low and intermediate mass stars
ing quietly, when a suitable temperature and density are reachtédt finish burning their Helium in the core evolve on the AGB
The RGB transition phase between the two behaviours occplase. They are in the so called E-AGB when Helium is burn-
when the population is at lea8t6 Gyr old and lasts roughly ing in a thick shell and in the so called TP—AGB when both
for 0.2 Gyr, determining an abrupt event in the population liféhe Hydrogen and the Helium shells are active. The luminos-
time (Sweigart et al. 1990). The Helium—flash is followed by iy increases because of the increase in mass of the degenerate
sudden decrease in the luminosity because of the expansiooaybon core. The AGB evolution is characterized by a strong
the central region of the star and because of the extinctionréss loss process that ends the phase when the outer envelope
the hydrogen-burning shell, the major nuclear energy supglycompletely lost. The maximum AGB luminosity defines the
The star reaches its maximum luminosity and radius (in the RGiB of the AGB (TAGB), with core mas8/ ... = 1.4M and
phase) atthe TRGB, which also marks the end of the phase itsa#gnitudeM,,, = —7.1 mag (Paczynski 1970).

(Iben1967). Low—mass stars with the same metallicity accumu-

late along the RGB up to a TRGB luminosity of ab@&00L :

(Westerlund 1997); the resulting RGB is quite extended. Sté‘r’sz' Detections

with masses just above the transition mass (which discriminateghe observed diagrani$, I —.J) and(Ks, J — Kg) the RGB
between low and intermediate masses) have a TRGB luminisselearly visible (Figlh). The beginning of the RGB phase is
ity as low as200L, (Sweigart et al. 1989, 1990) and the RGBelow the detection limits and the spread at the fainter mag-
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Table 1. Summary of TRGB magnitude determinations and errors.
Column (1): type of magnitude, i.e., either the photometric band or
muol. Listed magnitudes fof, J and Ks are in the photometric sys-
tem of the DENIS passbands (Fogéget all 2000). Column (2): Cloud
name. Column (3): observed magnitude of the TRGB (not corrected for
extinction), determined using the algorithm described in Appendix A.
Column (4): magnitude of the TRGB corrected for extinction under
the assumption that' (B — V') = 0.15. Column (5): formal error in
mrras derived from Monte-Carlo simulations as described in Ap-
YT 1z 13 pendix A. Column (6): the amount by which the extinction—corrected

Ks mrree Would change if the assumdd(B — V') were increased by
05 (a change of-0.05 yields the opposite changeinrrcs).

800 [ 200
600 [

Z 400 |

200 [

Fig. 4. Differential count of the number of sources detected versd_so'
magnitude in the area of the Magellanic Clouds after the subtractien

of the foreground contribution (thin solid line). This enlarges part ofYPe Cloud  mrrce MTRGB AmTRrGE  ddust

Figs[3c andBk. The curves show the contributions of O-rich AGB (observed) (dereddened) (formal)

stars (dashed), C—rich TP—AGB stars (dotted), and spectroscopicém/ (2) (3) (4) () (6)

confirmed C-rich AGB stars (thick solid for the SMC only). I LMC 14.54 14.27 0.03 —0.09
1 SMC 14.95 14.68 0.03 —0.09

e A Aans Ty LMC 1317 13.06 0.02 —0.04

@ ] J SMC  13.73 13.62 0.03 —0.04

12| i 10 Ks LMC 11.98 11.94 0.04 —0.02

1 N Ks SMC  12.62 12.58 0.07  —0.02

_ ] mpot LMC  — — — 14.73 0.04 —0.03
14t 4 . o Mmbor SMC  — — — 15.19 0.03  —0.03

S e e 14 R L P toward the SMC. Stars populating the RGB up to the TRGB are
- 1K, low—mass stars older thant Gyr. TP—AGB stars on the other
hand, which lie above the TRGB, can be either low—mass stars or
intermediate mass—stars. Faf,,; < —6 mag they all originate
from main—sequence stars willh < 3M, (Westerlund 1997),
which corresponds to a minimum agedo? Gyr. TP—AGB stars
that are low—mass stars should be older théyr (Vassiliadis
& Wo0d[1993). Note that the thickness of the RGB({.3 mag)
is larger than the photometric errors involved (.1 mag) and
this indicates a spread in either metallicity or extinction within
each cloud.
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4.3. Method
Fig. 5a—d. Color—-magnitude diagrams @f, 7 — J) on the left and

(Ks,J — Ks) on the right for sources detected toward the LMC witd he algorithm that we have used for the determination of the
—67° > § > —69° (panelsaandb) and toward the SMC with-72° < position of the magnitude:trcs of the TRGB is described in
§ < —74° (panelsc andd). A dashed horizontal line in each panefgreat detail in Appendix A. The TRGB discontinuity causes a
indicates the TRGB magnitude derived in Sect. 4 (Table 1). peak in both the first derivativ&’(m) = dN(m)/dm and

the second derivativeV’(m) = d?N(m)/dm? of the ob-

served stellar magnitude distributidvi(m). Previous authors
nitudes is due to the photometric errors. The TRGB is cleatyave generally usell’(m) to estimatenrrcp (e.9., Madore &
defined at the brightest point of this branch as an outstandifiggedman 1995). Based on extensive tests and simulations we
roughly horizontal feature. Dashed horizontal lines in the figufeund that for our dataseY” (m) provides a better handle on
indicate the values of the TRGB discontinuity that we deriverrgg (cf. Appendix A.1). We therefore adopted the follow-
below for these data. The plume of objects brighter than thmg approach. First, we use a Savitzky-Golay filter (e.g., Press
TRGB is composed of AGB stars experiencing the TP phasg.al.[1992) to estimat&” (m). We then search for a peak in
From these diagrams the foreground contribution has not be€fi(m), and fit a Gaussian to it to obtain the quantities, and
subtracted but the contamination of these to the RGB/AGBds, that are the mean and dispersion of the best-fitting Gaus-
negligible (Cioni et all 1998, 2000a) if only the very centradian, respectively. The magnituderrgg is then estimated as
region of each cloud is selected; Hif). 5 contains sources with, + Amag(0a,), Where Ams,(02,) is @ small correction
—67° > § > —69° toward the LMC and-72° > § > —74° (Fig.[A.2b) derived from a phenomenological model described
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in Sect. A.1. The formal errors on thergrgp determinations terminations yieldsA = 0.52 + 0.04, where the error is the
are inferred from extensive Monte-Carlo simulations, as dirmal error in the mean. This is not inconsistent with determi-
scribed in Sect. A.2. The possible influence of systematic erroxations found in the literature, which generally fall in the range
is discussed in Sect. A.3. There is no evidence for any possille= 0.4—0.5 (Westerlund 1997).
systematic error due to possible incompleteness in the sample,Upon taking a closer look at the values®for the different
or inaccuracies in the foreground subtraction. Systematic errbends one sees that the values/iand K's exceed those it
due to uncertainties in the phenomenological model on whibly 0.15 mag or more. It is quite possible that this is due to divi-
the correctiong\mo,(02,4) are based can be up40.02 mag- sion in the metallicity and age of the LMC and the SMC, which
nitudes. Extinction variations within the Clouds do not causdfect the TRGB absolute magnitudérrgg differently in dif-
systematic errors in either the estimaterofrg or its formal ferent bands. In thé bandMrag is reasonably insensitive to
error. However, any error in the assumaderageextinction metallicity and age. Lee et al. (1993) showed thétrcs (/)
for the sample does obviously translate directly into an error@hanges by less thanl mag for—2.2 < [Fe/H| < —0.7 dex
MTRGB- and for ages betweehand17 Gyr. For theK band, Ferraro et
Fig[3 summarizes the results of the analysis. The secaald(1999) derived an empirical relation betwebfrgp (K)
and fourth row of the panels show the estimate®d’6{m). The and the metallicity in galactic globular clusters. For metallic-
Gaussian fit to the peak is overplotted, and its centgy is ities in the range of the Magellanic Clouds the variation of
indicated by a vertical dotted line. The corresponding estimatérrap (K) is aboutd.2 mag; however, this relation might not
mrras IS indicated by a vertical dotted line in the panel fobe valid for intermediate age populations. From the theoretical
N(m). Table[1 lists the results. It includes both the observégbchrones by Girardi et al. (2000) the spreadffrap (K) is
value formtragp, as well as the value obtained after correctioabout0.3 mag for ages greater th&Gyr and constant metal-
forextinctionwithE(B—V') = 0.15. Formal errors are listed aslicity. This spread is somewhat less for théand but it remains
well, and are typically.03-0.04 magnitudes. The last columnhigher than the one derived for thié&and. The fact that/Trap
of the table lists the amount by which the extinction-correctéslmodestly sensitive to variations in metallicity and age for the
mrras Would change if the assumé{ B— V') were increased J and K-s bands implies that the values Afderived in these
by +0.05 (a shift of —0.05 in the assumed’(B — V') would bands may not be an unbiased estimate of the true difference in
produce the opposite shift intrap). distance modulus between the SMC and the LMC. Thand
When applying comparable methods to resolvable galaxiedue should be better in this respect, but on the other hand, that
in the Local Group (e.g., Soria et al. 1996; Sakai et al. 199@lue is more sensitive to possible differences in the dust extinc-
one of the major sources of contamination on the TRGB detéipn between the Clouds. So the best estimata af probably
mination is the presence of a relative strong AGB populatioobtained usingny,., as discussed further in Sect. 5.
The Magellanic Clouds also have a strong AGB population, but For the LMC there are several observed TRGB magnitude
in our case this does not confuse the determinationpfcg. determinations in the literature that can be compared to our re-
This is due to the large statistics available, and above all to thdts. Reid et al[ (1987) obtainedrrcs(l) = 14.53 £ 0.05,
fact that TP—AGB stars are definitely more luminous than tladter extinction-correction with an assumdd = 0.07. Ro-
TRGB. E-AGB stars overlap with the RGB stars but there is maniello et al.[(1999) obtained rrcp (/) = 14.50 + 0.25 for
reason to assume, according to models, that they accumulathatfield around SN1987A. They corrected each star individu-
the TRGB. Probably they distribute rather constantly and da#y for extinction, but found a mode df(B — V') = 0.20 for
to the very short evolutionary time scale we do not expect thaheir sample (corresponding t#; = 0.30). Sakai et al.[(1999)
to exceed more that0% of the RGB population. obtainedmrrap(I) = 14.54 + 0.04. They also corrected
each star individually for extinction, but restricted their sam-
ple to low-extinction regions witily, < 0.2 (corresponding to
Ar < 0.10). The observed value efrrgp (1) for our sample,
The absolute magnitude of the TRGB generally depends on thie54 4 0.03, is nicely consistent with all these determinations.
metallicity and the age of the stellar population and therefoHbwever, when we apply an extinction correctiomgf = 0.27,
need not to be the same for the LMC and the SMC. Nonetheless,appropriate for an assumédB — V) = 0.15 (Sect. 2.3),
if we assume that such differences in TRGB absolute magour corrected value falls significantly below the previous de-
tude are small or negligible, and if we assume that the extinctitsarminations. This may mean that our assumed extinction is an
towards the LMC and the SMC have been correctly estimatedyerestimate. Support from this comes from a recent study by
then one may subtract for each photometric band the inferi2aritsky (1999). He demonstrates that the average extinction
mrraa(LMC) from the inferredmrceg(SMC) to obtain an towards cool stars is much lower than for the hotter stars which
estimate of the differencA = (m — M)smc — (m — M)ume  have typically been used to estimate the extinction towards the
between the distance moduli of the SMC and the LMC. ThisMC (the latter generally reside in star-forming regions which
yields the following result€0.41 £ 0.04 ( band)0.56 &+ 0.04 are more dusty, among other things). The analysis of Zaritsky
(J band),0.64 £ 0.08 (Ks band) and).46 + 0.05 (mwe1). (cf. his Fig. 12) suggests that the mode of the distribution of
The dispersion among these four number$.3, which is Ay for stars with temperatures appropriate for the RGB is as
somewhat larger than the formal errors. Averaging the four dew as Ay = 0.1 (corresponding tod; =~ 0.05), but with a

4.4. Discussion
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photometric correction the histograms are in good agreement.
The slight differences &g < 11 magnitudes are probably due
to differences in foreground subtraction. At faint magnitudes the
DENIS data become incomplete at brighter magnitudes than the
2MASS data. However, tests discussed in Appendices A.3.2
and A.3.3 show that our determinationsrof-rgg are not in-
fluenced significantly either by possible incompleteness near
the TRGB or by possible uncertainties in the foreground sub-
traction. Upon correction of the Nikolaev & Weinbetgrrgs
determination to the DENI& ¢ magnitude system one obtains
mrres(Ks) = 12.19 4+ 0.1. Somewhat surprisingly, this ex-
ceeds our determinationrrep(Ks) = 11.98 + 0.04 by as
much a%).21 magnitudes. Given that the histograms themselves
11 12 13 14 are in good agreement (Hig 6), we are forced to conclude that
Ks this must be due to differences in hawrrgg is defined and

Fig. 6. The LMC K5 band magnitude distribution i®.2 magnitude determined. V_Vh"e we Sear(_:h for a peaki’(im) anq then
bins. The dashed curve is for the DENIS data discussed in the pred¥il @ correction term that is based on a model, Nikolaev &
paper. The solid curve is the histogram obtained from 2MASS daf$einberg just determine the peak in the first derivatiVém).
and presented by Nikolaev & Weinbeig (2000). The abscissa is #& discussed in Sect. A.1 (see Fig.]A.2) this generally yields on
Ks magnitude in the DENIS photometric system. The 2MAES overestimate of the actual TRGB magnitude. Since Nikolaev &
magnitudes were transformed usifig (DENIS) = Ks(2MASS) — Weinberg do not describe their analysis technigue in detall, it is
0.11, which was chosen so as to provide the best agreement betwgfficult to estimate the size of this bias in their result. However,
the two histograms. The scale along the ordinate is in arbitrary unitgqonte-Carlo simulations that we discuss in Sect. A.4 indicate
that it could be~ 0.15 + 0.06, which would explain the ob-
served discrepancy. Note that the same effect may also affect

long tail towards higher extinctions. Either way, it is clear th&@ome of thé band comparisons listed above, although for those
any proper interpretation of the TRGB magnitude infteand the influence of extinction probably plays the more significant
requires an accurate understanding of the effects of dust extiffe.

tion. We have not (yet) performed such an extinction analysis

for our sample, and therefore refrain from drawing conclusioBs pjstance to the Magellanic Clouds

from ourI band results. However, our results are not inconsis- . )
tent with observations by previous authors, provided that tA@ estimate the distance modulus of the Magellanic Clouds we

extinction is actually as low as suggested by Zaritsky. can use the observed magnitude of the TRGB in eithef,

The best way to circumvent any dependence of the resufts OF 7bo1- AS discussed in Sect. 4.4,has the disadvantage
on uncertainties in the dust extinction is to go far into the ne@f P€ing sensitive to uncertain extinction corrections, while
IR. There is one very recent determination/ofrcp in the andK s have the disadvantage of being sensitive to the assumed
K band that can be compared to our results. Nikolaev wetallicity and age. The most accurate information on the dis-
Weinberg [[2000) used data from the 2MASS survey to derif@nce is therefore provided by, which is not particularly
mrras(Ks) = 12.340.1 for the LMC, without correcting for sensitive to eit_her dust extinction (cf. Table 1) or mgtallicity and
extinction. For a proper comparison of this value to our resuf@@€- To quantify the latter we use the stellar evolutionary model
we must correct for possible differences in the photometric megiculations of Salaris & Cassisi (1998). They quantified the
nitude systems used by 2MASS and DENIS. Neither systenfigPendence af/rrgs (bol) on the total metallicity [/ / H1)
identical to the standard CTI@ magnitude system, but bothOf @ population, and found that
are quite close. Nikolaev & Weinberg quote that th€ mag- _ _ 2
nitude system agrees with the standardo within 0.05 mag. Mrrap(bol) = —3.949 = 0.178[M/H] + 0.008[M/H]", (1)

For the DENIS system the final transformation equations wilhlid for —2.35 < [M/H] < —0.28 and for ages larger than a
not be available until the survey is completed, but the analy$ésv Gyr.

of Fouqe et al.[(2000) yields an absolute flux zero-point (inJy) We determinedM /H] by qualitatively fitting isochrones
for the DENISK g system that differs from the CTI®& -band (Girardi et al[2000) to the color—-magnitude diagréify, J —
by 0.08 mag. Based on this, we do not expect fig magni- Kg). We obtainZ = 0.004 + 0.002 for the LMC, in agree-
tudes of 2MASS and DENIS to differ by much more tHah ment with the value derived by Nikolaev & Weinberg, atid=
magnitudes. To determine the actual difference, we compar&)ifi03 4+ 0.001 for the SMC. ForZ, = 0.02 this corresponds
Fig.[6 our LMC K ¢ histogram to that presented by Nikolaev &o [M/H| = —0.70 and[M/H] = —0.82 for the LMC and the
Weinberg (using identical binning). The 2MASS histogram weBMC, respectively. This in turn yield/Trgp(bol) = —3.82
shifted horizontally to obtain the best agreement. From this vier the LMC andMrrcp(bol) = —3.80 for the SMC. When
obtain Ks(DENIS) = K5(2MASS) — 0.11 + 0.02. With this combined with the results in Tablé 1 we obtain for the LMC
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that (m — M) = 18.55 + 0.04 (formal) +0.08 (systematic), for this bias, which is not generally done. Our analysis shows
and for the SMC thatm — M) = 18.99 4+ 0.03 (formal)£0.08 that when large enough statistics are available, contamination
(systematic). The corresponding distancessarend63 kpcto by AGB stars does not provide a significant limitation to the
the LMC and the SMC respectively. accuracy of the TRGB magnitude determination.

The systematic errors that we quote in our results are the In our analysis we have adopted global values for the extinc-
sum in quadrature of the following possible (identified) sourcéisn of the Magellanic Clouds and we have derived the metal-
of error: (i) :0.02 mag due to uncertainties in the phenomendicity from an isochrone fit to the giant population to obtain a
logical model on which the correctionsmo,(02,) are based representative value for each cloud as awhole. In reality, extinc-
(cf. Sect. A.3.1); (ii)£0.03 mag to account for the fact that ourtion and metallicity are likely to vary within each cloud. Clearly,
assumed average dust extinctionfof B — V) = 0.15 could the production of a detailed extinction map together with precise
plausibly be in error by.05 (cf. Table[1); (iii) +-0.04 mag, measurements of the metallicity is a requirement for a detailed
reflecting the uncertainties ifrrgg(bol) due to uncertain- analysis of variations in structure between different locations
ties in [M/H]; (iv) £0.04 mag, reflecting the uncertainty inwithin the Clouds, either on the plane of the sky or along the
Mrrgs(bol) at fixed[M /H] suggested by comparison of thdine of sight. However, such variations do not influence our dis-
predictions of different stellar evolution models (Salaris & Casance determinations, which should be accurate in a globally
sisi[1998; their Fig. 1); (v}£0.05 mag, being an estimate of theaveraged sense. Uncertainties in the average dust extinction or
possible systematic error in our calculation of bolometric magietallicity for each cloud are included in the systematic error
nitudes due to uncertainties in the underlying spectral modridget of our final estimates.

(see Sect. 2.2). We combine our apparent bolometric TRGB magnitude de-

There have been many previous determinations of the disrminations with theoretical predictions to derive the distance
tance modulus of the LMC, and these have varied widely, fromodulus of the Clouds. We obta{m — M) = 18.55 + 0.04
about18.0 to 18.7. Based on a collection of many determi{formal) +0.08 (systematic) for the Large Magellanic Cloud
nations, the HST Key Project Team adopted — M) = (LMC), and(m— M) = 18.9940.03 (formal)+0.08 (system-
18.50+0.13 (Mould et al[2000). Our determination is in excelatic) for the Small Magellanic Cloud (SMC). These results are
lent agreement with this value, and actually has a smaller ermnsistent with many previous studies, including a recent com-
The TRGB method itself has been used previously by sevepéation by Mould et al.[(2000). However, only very few pre-
other authors to study the distance modulus of the LMC, anibus studies have yielded determinations of similar accuracy
our results are consistent with all of these. Reid et al. (19833 those presented here. This re—confirms the TRGB method to
were the first to apply this technique to the LMC (by studyinge a high quality method for distance determination of resolved
the Shapley Constellation Il using photographic plates), astellar populations, and stresses the power of large statistical
obtainedm— M) = 18.42+0.15. Romaniello et al[{1I999) ob- samples in the NIR such as those provided by the DENIS sur-
tained(m — M) = 18.69 £ 0.25 from a field around SN1987A vey.
in the LMC using HST/WFPC2 data. Sakai et al. (1999) ob-
tained18.59 + 0.09 from an area oft x 2.7 square degrees Appendix A: determination of the TRGB magnitude:

(north of the LMC bar) studied as part of the Magellanic Cloughethodology and error analysis
Photometric Survey (Zaritsky et al. 1997) using the Las Cam- i o
panas 1m telescope. Nikolaev & Weinbefg (2000) obtainédl- The nature of the TRGB discontinuity

(m — M) = 18.50 + 0.12 from the subset of 2MASS datawe wish to determine the magnituderrcs of the TRGB
that covers the LMC. For the SMC we are not aware of (r@iscontinuity from an observed magnitude distributfgr, (m).
cent) TRGB distance modulus measurements, but our resulijgeneral, the observed distribution will be the convolution of

consistent with the valugn — M) = 18.90 + 0.10 quoted by  the intrinsic magnitude distribution of the stafs,; (m), with
Westerlund[(1997) from a combination of measurements avajsme broadening functiofi(m):

able in the literature from a variety of techniques. o
Sobs(m) = / fint(mYE(m —m’) dm’. (A1)

The functionE (m) characterizes the probability that a star with
We have determined the position of the TRGB for both Magpagnituden, is observed to have magnitude,,s = mg +m.
ellanic Clouds using the large statistical sample offered by th&e shape of(m) is generally determined by the properties of
DCMC (Cioni et al[2000a). We have presented a new alg#e observational errors, but other effects (such as differences
rithm for the determination of the TRGB magnitude, which wi# extinction or distance among the stars in the sample) can
describe in detail in the Appendix and test extensively usiggntribute as well.

Monte-Carlo simulations. We note that any method that searches T0 gain an understanding of the issues involved in the de-
for a peakin the first derivative (used by most authors) or the sé@rmination ofnrrcp We start by considering a simple model.
ond derivative (used by us) of the observed luminosity functidfe assume tha(m) is a Gaussian of dispersien
does not yield an unbiased estimate for the actual magnitude of 1 (m/o)?

the TRGB discontinuity. We stress the importance of correcting”*) = Voro e

6. Conclusions

(A.2)
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The parametera; anda, measure the slope ¢f,; for mag-

nitudes that are brighter and fainter thanrqs, respectively. 2
At brighter magnitudes the sample is dominated by AGB stars, sl
while at fainter magnitudes both AGB and RGB stars contribute.
The parameteA f measures the size of the discontinuity; the
ratio Af/ fo is an estimate of the ratio of the number of RGB 15
to AGB stars at the magnitude of the RGB tip.

We fitted the model defined by Eds. (A.1)=(A.3) to the ob-
served (foreground—subtracted)band magnitude histogram 5 1
for the LMC, which is shown as a connected heavy dashed curye
in Fig.[Adla. The heavy solid curve shows the model distributiort 5
fobs that provides the best fit. The fit is acceptable. The pararﬁé )
eters for this model argy = 0.091, A f = 0.250 (both in units
in which the normalization of is arbitrary),a; = —0.108, 0 .
as = 0.928, mtrar = 13.16 ando = 0.126. The IOng—daShed | ‘ Ll ‘ L ‘ L ‘ L
curve shows the underlying distributighy,, (m) for this model.

For theseJ band data we know that the magnitude errors are 10
dominated by photometric zero—point variations between the
scan-strips that constitute the LMC sample (Cioni et al. 2000&

These variations have a dispersioroaf3 (which significantly <5 5
exceeds the formal photometric errors near the TRGB magniz

tude, cf. FigLl). In view of this, the value = 0.126 inferred =

from the model fit is very reasonable. o 0

Model fitting can be used as a general tool to estimate
mrreg from an observed magnitude distribution. However, CL
this technigue is error-prone, since one is essentially solvinga 5 (1ol bl
deconvolution problem in which neither the exact shape of the 12.8 13 132 134 136
intrinsic magnitude distributiorf;,,;(m) nor that of the kernel J
E(m) is wellknown a priori. Amore robustapproachis to locatgig. A.1. a The connected heavy dashed curve shows the foreground—
afeature inthe observed distributifin,s (m) thatis adirectcon- subtracted LMCJ band magnitude distribution (thus providing an ex-
sequence of the discontinuity @itrrcp. Since a discontinuity panded view of the region indicated by a rectangle in the LiM&nd
corresponds (by definition) to an infinitely steep gradient, omenelin Fig:B) for the expanded sample of stars detected ihahe.J
obvious approach is to search for a maximum in the first derivgands (irrespective of whether or not they were detectedgh This
tive f/, . = dfobs/dm. This approach has been used in sever%‘mple is complete over t.he .displaye.d magnitude range. Thg heayy
previous studies of TRGB magnitude determinations (e.g., L%q_:lld curve _shows the dlstantlop p_redl_cte_d b)_/ the model described in
et al[1998). For a model with, — a, = a one can show that th_e text. This model has the intrinsic dlstrlbutlgﬁmt (m) shown_ as a

. , . thin long-dashed curve, and has an observational convolution kernel
one expects simply/,..(m) = a+AfE(m—mrgrcs). i-€., the

first derivative is 2 G ! I E(m) that is a Gaussian with a dispersien= 0.126. For compari-
irst derivative is a Gaussian centeredatr g plus aconstant. ¢, in dotted curves show the predictions obtained when the same

However, the above analysis shows that# a;. So while the jntinsic distributionfiu (m) is convolved with Gaussians of sizeof
derivative f;, . generally does have a maximum neafrcs, 0.05, 0.10, 0.15 and 0.20, respectivelyb The first derivative of the
the structure of the first derivative is generally more complicat@ghctions shown in panel. ¢ The second derivative of the functions
than a Gaussian. The heavy curve in Eig]A.1b shéifys(m) shown in paneh. Note that the discontinuity at the TRGB induces a
for the model with the parameters determined from.fH®nd peak in both the first and the second derivative.
data.

The magnitude distribution of stars on the AGB is very
different from that on the RGB. While the former is approxto an infinitely steep gradient in the first derivative (see the
imately constant and in fact even slightly increasing to brightemg dashed curves in Fig.A.1), which can be identified by
magnitudes ; < 0), the latter increases very sharply tesearching for a maximum ifi’} . = d? fons/dm?. For a model
fainter magnitudesag, > 0). Hence, not onlyfi,;, but also with Af = 0 one can show that one expects simply that
its derivative is discontinuous abrrgg. This corresponds [/ (m) = (az—a1)E(m—mrrar),i.€., the second derivative

We approximatd;,; (m) by expanding itinto afirst-order Taylor 8 [TT T[T TITTT]
expansion near the position of the discontinuity, which yields - (a)
fint(m) 6 j
_ [ fo+ai(m —mrraB), if m < mrrcs; A3) — C
Jo+ Af +ax(m —mrres), if m >mrres. g 41—

Oi\\‘\\\‘\\\‘\\\‘\\\
\\‘\\\‘\\;H‘H\\‘\\\

() |
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2 L B R al.[1996). When assessing the size of the bias terms inFip. A.2a
(a) for any particular application, the value @falong the abscissa
should therefore not be taken merely as the average photometric
error for the data, but should include the effect of the additional
smoothing that was applied to obtain the estimate of either
or mo. While photometric errors of a few hundredths of a mag-
il nitut_:ie are oftel_‘n routin_ely achieved, thg ad_ditional smoothing
R 05 1 15 or binning applied during data processing is often as large as
' o ' 0.1 to 0.2 magnitudes. According to HIg-A.2a, this can induce
systematic biases in the estimaterofr g that are of the same
order. So while this is not typically done (e.g., Sakai et al. 1999;
Nikolaev & Weinberg 2000), we do believe that such systematic
biases should be calculated and corrected for.
Previous authors have generally searched for the magnitude
of the TRGB by determining the position of the peakffj..
As far as we know, no one has yet usgfl.. This is presum-
ably for the obvious reason that it is more difficult to determine
the second derivative from noisy data than the first derivative.
However, the situation for the DCMC catalogue differs consid-
Uze erably from that for most other studies. First, we have a very
Fig.A.2. a The differencesAm; = mi — mrras and Am, = large number of stars, so that it is actually not a problem to
ma — mrrae as function ofs, for models with the intrinsic mag- accurately determing/} . Second, the random errors in the
nitude distribution shown in Fig-Al1. The quantities andm. are, Sample are relatively large. This is not because of photometric
respectively, the magnitudes at which the first and second derivatigrsors (which are small, cf. Figl 1) but because of photometric
of the observed magnitude distribution have their peak, whiltecs  zero—point variations between the scan-strips that constitute the
is the magnitude of the actual TRGB discontinuity. The quantity sample. The effect of the size of the errors on the properties of
the dispersion of the observational convolution kerfigin). b The /... and f/; _ are illustrated by the dotted curves in FIg-A.1,
differenceAmsy = may — mrrap @S function ofoa,, wherema, — \which show predictions for the same model as before, but for
and;(r 29 ?,r,e zhe) mTeha; ;r:%dc'jffgsr'gfgg :Qihia:;r?:nniggteﬂe;f:f\t}aer'ues ofo of 0.05, 0.10, 0.15 and0.20, respectively. We have
eak infli (m). \ . i
gnd proviges the correction term that we have applied to the obser\f/%Hnd that the. v:jllues Of appropriate for our anaIySIS. are such
ma, t0 obtain estimates ofirras. The other curves are for modelsthat the peak infgps (m) is generally not the most easily recog-
with A f = 0.18 (dashed) ana\ f = 0.38 (long-dashed) in Eq{AI3); Nizable feature in the data. After extensive testing we concluded
as discussed in Sect. A.3.1, the differences between these curvestBaé for our dataf! (m) provides a better handle ontrcp
the solid curve provide an estimate of possible systematic errors in thian doesf!,  (m).
results due to uncertainties in the adopted modeffar(m). Inpractice, we estimate the properties of the pegkjin(m)
by performing a Gaussian fit. This yields,,, the center of the
best-fitting Gaussian, and,, the dispersion of the best-fitting

is a Gaussian centeredratrrci. While the above discussionGaussian (in general, the value ®f, is roughly of the same
shows that the best fit to the data is obtainedAqgt # 0, the orderasr, andAma, is roughly of the same order dsm,). For
value of Af is close enough to zero to ensure tlfifft (m) is  9iVen fin, bothmy, andoy, are unique monotonic functions
always modestly well approximated by a Gaussian (especiafyo. So one can viewAmz, = ma, —mrrcs to be a function
near its peak). Fif. Al 1c showf, _ for the model with the pa- of o94. The solid curve in Fig._AJ2b shows this function for the
rameters determined from theband data. fint parameterization derived from thieband data.

While the discontinuity inf;,,; causes both a maximum in
fops @ta positionn, and a maximumirf7,, ata positionns, A 2. Implementation and formal errors
it is important to realize that neither provides a unbiased esti-
mate ofmrres. Fig[A2a shows for the model derived fromT0 implement our strategy we bin the observed stellar magni-
the J band data the differencesm, = m; — mrrag and tudes for the region of the sky of interest into a histogram, using

Am2 = mo — MTRGB aS function OfO’. In abso'ute Value, the a ﬁxed bln Sizeb. As described in Sect. 31, we dO the same
differences increase monotonically with The value ofm, for observations of an offset field, and subtract an appropriately
a|WayS provides an OverestimatemerGB while Mo a|WayS scaled version of the offset field hiStOgram from the main field
provides an underestimate. Itis important to realize that in pratistogram to obtain a foreground-subtracted histogham).

tice, because of finite statistics, one must always apply a cert¥{g then apply a Savitzky—Golay filter (e.g., Press et al. 1992)
amount of smoothing to real data to obtain an adequate estinfgtgstimate the second derivatié&N (m) /dm? at the position

of eitherf/, _ or f/; .. This smoothing usually takes the form off €ach bin. This yields for bin number

obs

binning (e.g., Lee et al. 1993) or kernel smoothing (e.g., Sakai et
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) ) J formal error that was sought. The errors thus inferred are listed
[A°N/dm™; = Z ¢j [IN(m)litj, (A4) " in Table[; typical values af@02-0.05 magnitudes.

j=—J

where thec; are Savit;ky—GoIe_\y goeﬁicients for the c_:hoseyl\_& Assessment of systematic errors
value of J and the desired derivative ordér= 2. The filter
fits a polynomial of ordef\ to the data point§N (m)]; with The Monte-Carlo simulations provide accurate estimates of the
j=1i—J,...,i+J,andthen evaluates ttié" derivative of the formal errors in themrgp determinations due to the com-
polynomial at bini to estimatgd? N/dm?];. Once a histogram bined effects of the finite number of stars and the properties of
approximation tdd*N/dm?] has been calculated, we search fopur adopted algorithm. However, they provide no insight into
apeak and fit a Gaussian in the region around the peak to obg@gsible systematic errors. We have performed a number of ad-
may andos, (the mean and dispersion of the best-fitting Gauslitional tests to assess the influence of possible sources of sys-
sian). From these values we estimate the magnituggqp tematic errors.
as

MTRGE = Mag — Ama,(02y), (A.5) A.3.1 Accuracy of the correction terdms,

where the correction termums, (os,) is taken from Fig_ ARb, Our estimates fomrrgy are obtained from Ed.(AL5), in which
To summarizemrrcr is estimated as the position where thi/€ add to the observed magnitude, of the /7, (m) peak a
second derivative of the observed histogram has its maximuRIrectionAmy, that s derived from a model. Any error in the
plus a small correction that is based on a model for the undgtodel will change the correctiafim;,, which in turn yields a
lying magnitude distributiorfiy. systematic error in the derivedrrgg. Itis therefore important
We performed extensive Monte-Carlo simulations to assé8s!nderstand the accuracy of the model.
the accuracy of thentrep estimates produced by this algo- There are two main parameters in fitting the model defined
rithm. In these simulations Cloud stars are drawn from the mdj. Eds-[A.1)4(A.B) to an observed histogram, namely the ‘step-
nitude distributionfi.; given by Eq.[A3), using as before thesize’ Af of the functionfi.(m), and the dispersion of the
parameters determined from ttieband data. Foreground stargonvolution kernel’(m). These parameters are highly corre-
are drawn from a smooth magnitude distribution that matchi@éed. If (as compared to the best fit modaly is increased,
that inferred from our data, both for the main field and a hyp&len an appropriate simultaneous increasewill yield a pre-
thetical offset field. To each stellar magnitude an error is adddigted profile fons(m) that is only slightly altered. From ex-
that is drawn from a Gaussian with dispersiariThe numbers periments with our Monte-Carlo simulations we conclude that
of stars in the simulations were chosen to match those in d8f &ll 0.18 < Af < 0.38 one can still obtain an acceptable
datasets. In each simulation, the magnitudes thus generatedihf@ the observed/ band magnitude histogram. At the lower
analyzed in exactly the same way as the real data to obtgjn €nd of this range we require = 0.105 and at the high end
andoy,, and from these (using EQ.(A.5)) an estimatercs. 7 = 0.169, neither of which seems entirely implausible for th(_a
This procedure is then repeated many times in Monte-Cardand data. The dashed curves in EiglA.2b show the correction
fashion, and for the resulting ensemble we calculated the md@&fOrsAma, (0s,) for these models. These can be compared
(mrres) and dispersior,, trap of thermrrgs estimates, as to the s_ohdlcurve, wh|ch pertains to the model V\Lttbf =0.25
well as the mearir,,) of theas,. In the simulations we experi- Shown in FiglLA.1. A typical value af, for our data is~ 0.11.
mented with the choice of the algorithm paramebers and)s.  Fig[A.2b shows that for thiss, the systematic error ik,
We found that accurate results were obtained with, d.g-,3, (@ndhencenrrgg)due touncertaintiesin f is approximately
M = 2 and a binsizé = 0.07 magnitudes. These parameter§-02 magnitudes.
were therefore generally adopted for the further analysis (with The correction termi\ma, (o2,) that we have applied to all
the exception of the SM& g band data, for which we used thePur data was derived from LMC data in thiéband. This would
slightly larger bin sizeh = 0.10 magnitudes). The Savitzky-Not be adequate if the shape ff(m) differs significantly

Golay coefficients for this choice of parametersagre- ¢; /b2, among thel, .J and Ks bands, or among the LMC and the
with ¢p = —0.0476, & = ¢, = —0.0357, & = ¢_o = 0, SMC. However, visual inspection of Fg. 3 does not strongly

¢3 = ¢_3 = 0.0595. With these parameters we found thaguggestthatthisis the case: the shape of the observed magnitude
|(mrrae) — mrres| < 0.01 magnitudes, independent of thdvistograms near the TRGB is similar in all cases. Quantitative
assumedr. Hence, the algorithm produces unbiased estima@aalysis supports this, and demonstrates that values &f<

of mrra. This result was found to be rather insensitive to the/ < 0.38 are adequate for all our data.

precise choice of the algorithm parameters; different parame-

ters generally yielded similar results forrrge. The formal A 3.2 Incompleteness

error on a determination efirrgg from real data is obtained

as follows: (i) we run simulations with the appropriate numbe}8 our main sample we have only included stars that were confi-
of stars, for a range of values; (ii) we identify the value of ~dently detected in all three photometric bands.[Hig. 3 shows that

that yields a value ofc,) that equals the value of, inferred for this sample incompleteness starts to be an issue at bright-
from the data; (iii) the corresponding value®f, rrcp is the NESSes that are only a few tens of a magnitude fainter than the
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inferredmrrai. One may wonder whether this could have halerom these analyses we conclude that an increaB¢h— V')

a systematic influence on thetrgg determinations. To as- of +0.05 decreases the inferred bolometnig-rcg by —0.03
sess this we applied our algorithm also to a different (extendéd)shift of —0.05 in the assumedZ(B — V') would produce
sample consisting of those stars that were detected ihémel the opposite shift inntrgg). As for the I, J and K¢ data,

J bands (irrespective of whether or not they were detecteddrtinction variations within the Clouds will not invalidate the
Kg), which is complete to much fainter magnitudes than thresults or increase the formal errors.

main sample (heavy dashed curves in Eg.3). The RMS dif-

ference between theerrep estimates from the main a}nd the 4. Comparison to other methods

extended sample (for those cases where both are available) was
found to bed.04, which can be attributed entirely to the formaMost authors have searched for the magnitugef the peak in
errors in these estimates. We therefore conclude that there ighmofirst derivativef,,  to estimate the magnituderrqg of the
evidence for systematic errors due to possible incompleteneBBRGB discontinuity. While this is a perfectly good approach,

it is important to realize that this by itself does not yield an
unbiased estimate ofirrag. This was pointed out previously

by Madore & Freedman (1995; see their Fig. 3). However, they
Our method for foreground subtraction (see Sect. 3.1) is basegke not overly concerned with this, since their aim was to
on an empirical scaling of the magnitude histogram for an offgesst the limitations on determiningrrcg to better thant-0.2

field. To assess the effect of possible uncertainties in the foreag. As a result, it has not been common practice to estimate
ground subtraction we have, as a test, done our analysis dlebiasAm; intrinsic tom, and correct for it. Fig-ARRa also
without any foreground subtraction (i.e., using the thin solshows that for small values of one has|Am;| < |Ama],
curves in theN (m) panels of Fig.B). Even this very extremeso the application of a correction may seem less important for
assumption was found to change the inferregrcp values methods based on the first derivative than for those based on
only at the level o~ 0.02, which can be attributed entirely tothe second derivative. On the other hand, it has now become
the formal errors in the estimates. We therefore conclude tipaissible to determing:; with formal errors of ordef).1 mag
there is no evidence for systematic errors due to uncertaintigdess (e.g., Sakai et al. 1999; Nikolaev & Weinklerg 2000), so
in the foreground subtraction. it is important to correct for systematic biases even if one uses
the first derivative, as we will illustrate.

To estimate quantitatively the size of possible biases in the
results of previous authors one must do Monte-Carlo simula-
Extinction enters into our analysis in various ways. For thetipns for their exact observational setup and analysis proce-
J andK s data we have performed our analysis on data thédire, which is beyond the scope of the present paper. How-
were not corrected for extinction. Instead, we apply an averag¢er, as an illustration it is useful to consider the result of
extinction correction to the inferrethrrgp values after the Nikolaev & Weinberg [(2000), who find from 2MASS data
analysis. Obviously, any error in the assumed average extifer the LMC thatmrrap(Ks) = 12.3 + 0.1. This corre-
tion for the sample translates directly into an errorifirge. sponds tomrrap(Ks) = 12.19 £+ 0.1 in the DENIS pho-
Table[1 lists for each band the shiftinTrgp that would be tometric system, which conflicts significantly with our result
introduced by a shift 0f-0.05 inthe assumed (B — V) (ashift mrrgp(Ks) = 11.98+0.04 (see Sect. 4.4). Nikolaev & Wein-
of —0.05 in the assumed' (B — V') would produce the opposite berg derived their result from an analysis of the derivative of the
shift in mrrgg). It should be noted that our analysis does naibserved magnitude distribution; the latter is shown and listed
assume that the extinction is constant over the region of sky @s-a histogram with.2 mag. bins in their Fig. 9 and Table 1. If
der study. If there are variations in extinction then this causesthey used the Sobel edge detection filter suggested by Madore
additional broadening of the convolution kerdglm) beyond & Freedman((1995) on this histogram, then Monte-Carlo simu-
what is predicted by observational errors alone. The width laftions that we have done (similar to those in Sect. A.2) indicate
the convolution kernel is not assumed to be known in our andgtat their estimate ofi; could overestimateirrgg by as much
ysis, but is calibrated indirectly through our determination efs~ 0.15 4 0.06. If we correct their result for this bias, then
024 (the dispersion of thg!, (m) peak). Hence, any arbitrarywe obtainmrap(Ks) = 12.04 + 0.12 for their data, in good
amount of extinction variations within the Clouds will neitheagreement with our result. Romaniello et al. (11999) use a bin
invalidate our results, nor increase the formal errors. size as large a8.25 mag in their analysis, and their estimate

In our calculation of the bolometric magnitudes,,; of of the TRGB magnitude is therefore likely to be biased upward
the individual stars in our sample from the observeahd K even more.
magnitudes we do correct for extinction. The effect of a change Our method differs from thatemployed by Sakai efal. (1996)
in the assumed’(B — V') affects the inferrednrrep values inthatthey employ kernel smoothing and estimgte as a con-
in a complicated way, because both the magnitudes and timeious function, while we employ histograms. Sakai et al. quote
colors of individual stars are affected. We therefore performeg an advantage of their technique that it avoids the arbitrary
our entire analysis of thew,, histograms for three separatechoice of bin size and histogram starting point. While this is
assumed values df(B — V'), namely0.10, 0.15 and0.20. true, we have not found any evidence that this makes a sig-

A.3.3 Foreground subtraction

A.3.4 Extinction
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nificant quantitative difference. Our Monte-Carlo simulationSrogel J.A., Blanco V.M., 1983, ApJ 274, L57

indicate that our results obtained from histograms are unbiaggallart C., 1998, in: The Stellar Content of Local Group Galaxies, IAU
to better than 0.01 mag., and we have found this to be true for Symp. 192, p. 22

all histogram starting points and a large range of reasonable §iffrdi L., Bressan A, Bertelli G., Chiosi C., 2000, A&AS 141, 371
sizes. However, we should point out that for this to be the cas&lgSS I-S-, 1999, in: The Handbook of Infrared Astronomy, Cambridge

i ; ; i University Press
IS Importgnt to apply approprlatg corrections fprsystematlc l%rqenewegen M.A.T., Baas F., Blommaert J.AD.L., et al., 1999,
ases (which applies equally to histograms estimates and kerne AGAS 140 197

smoothing estimates). o Iben 1.Jr., 1967, ARAGA 5, 571
A final issue worth mentioning is the estimation of the fofree M.G., Freedman W.L., Madore B.F., 1993, ApJ 417, 553

mal error inmrrcg. We have done this through Monte-Carlq oup C., 2000, in: New Views of the Magellanic Clouds, 1AU Symp.
simulations, which is probably the most robust way to do this. 190, p. 328

By contrast, Sakai et al. (1999) quote as the formal error theup C., Cioni M.-R., Duc P.A,, et al., 2000, in preparation

FWHM of the observed peak iff, .. It should be noted that this Madore B.F., Freedman W.L., 1995, AJ 109, 1645

is not actually accurate (itis probably conservative). Recall frodentegriffo P., Ferraro F.R., Origlia L., Fusi Pecci F., 1998, MNRAS
Sect. A.1 that for the simplified case in whigh = a; = a in 297,872 .

Eq.(A.3), one hag!, (m) = a+ AfE(m—mrrcs). Hence, Mould J., Huchra J.P., Freedman W.L., etal., 2000, ApJ, in press [astro-

. . < ph/9909260]
the dl.SperSI(.m Of the peak Iﬁ)bs(m? measures the randomNikoIaevS.,Weinberg M.D., 2000, ApJ, submitted [astro-ph/0003012]
error in the individual stellar magnitude measurements (plﬂaczynski B. 1970 Acta Astr. 20. 47
whatever smoothing was applied to the data). This disDerS'Igl%ss W.H., 'Il'eukoléky SA, Vette'rling W.T., Flannery B.P., 1992, Nu-

is independent of the number of stars in the sampig, @nd merical Recipes. Cambridge: Cambridge University Press
therefore cannot be a measure of the formal erronifkcs.  Rebeirot E., Martin N., Mianes P, et al., 1983, A&AS 51, 277

The true formal error (i.e., the dispersion among the results ¢feid N., Mould J., Thompson I., 1987, ApJ 323, 433

tained from different randomly drawn samples) scales with tiR@maniello M., Salaris M., Cassisi S, Panagia N., 1999, AJ, in press

number of stars ak/v/ N. [astro—ph/9910082]
Sakai S., Madore B.F., Freedman W.L., 1996, ApJ 461, 713
Sakai S., Zaritsky D., Kennicutt R.C. Jr., 1999, ApJ, in press [astro-
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