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Excitations in photoactive molecules from quantum Monte Carlo
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Despite significant advances in electronic structure methods for the treatment of excited states,
attaining an accurate description of the photoinduced processes in photoactive biomolecules is
proving very difficult. For the prototypical photosensitive molecules, formaldimine, formaldehyde,
and a minimal protonated Schiff base model of the retinal chromophore, we investigate the
performance of various approaches generally considered promising for the computation of excited
potential energy surfaces. We show that quantum Monte Carlo can accurately estimate the excitation
energies of the studied systems if one constructs carefully the trial wave function, including in most
cases the reoptimization of its determinantal part within quantum Monte Carlo. While
time-dependent density functional theory and quantum Monte Carlo are generally in reasonable
agreement, they yield a qualitatively different description of the isomerization of the Schiff base
model. Finally, we find that the restricted open shell Kohn-Sham method is at variance with
quantum Monte Carlo in estimating the lowest-singlet excited state potential energy surface for
low-symmetry molecular structures. @04 American Institute of Physics.

[DOI: 10.1063/1.1777212

I. INTRODUCTION theory(DFT) based approaches have a much more favorable

scaling with system size than CASPT2 and can therefore be
. pplied to considerably larger molecules. In particular, the

other forms of energy is at the heart of some of the mos?estricted open-shell Kohn-Sham meth@ROKS) (Refs. 5

E?Sa;gigtr?tifrzoﬁﬁt?;gﬁg'g tt))li?)lltc))%)i/éa? rzisn;glsgeeixsamzlepr?_fand 6 has been recently developed to study the dynamics in
low-spin excited states and used to model the full retinal

mary event of vision: light induces a conformational change h h neludi | i " ¢ th e
in rhodopsin, the photoreceptor in the retina, which is fol-CIFOMOPNOTE, _ INcluding ~ relevant parts o € protein

lowed by a cascade of chemical reactions culminating in thgnwronmenﬁ The r_esultlng e?<C|ted stqte poFentlaI energy
stimulation of the optical nerve. A microscopic understand—sfJrface along the |somer|;at|on .coordlnate is_qualitatively
ing of light induced conformational changes in photoactivediiierent from the one derived with the CASPT2 metHod,

biomolecules is both important from a fundamental point oftnoUgh the model systems used in these two works are dif-

view and because of existing and potential applications if€rént and therefore a direct comparison is not possible.
biology and biotechnology. Therefore, while the ROKS method is appealing for the low

The advances in understanding biological photosystem%ompUtaﬁona| cost and for the possibility of performing mo-
are so far mainly due to experimental discoveries since thé€cular dynamics in the excited state, its adequateness needs
oretical studies are currently hindered by the lack of a theot® be further validated. Alternatively, linear response calcu-
retical approach which is applicable to realistically large sys/ations within time-dependent density functional the6Hp-
tems while possessing a sufficient degree of reliability. OrfPFT) (Ref. § often yield accurate excitation energies but fail
the one hand, several accurate quantum chemical approacs instance in describing extended conjugated systeans
have been developed for a proper description of excitedproton transfé in excited states, that is, systems closely
states but they are only applicable to relatively small sysrelated to photoactive molecules. The capabilities and limi-
tems. For instance, complete active space second-order pdations of TDDFT in describing excited state potential sur-
turbation theory(CASPT2! has been employed to investi- faces of conjugated organic molecules have been extensively
gate the photoisomerization mechanism in simple models ofvestigated in Ref. 11.
the retinal chromophore of rhodopsgir: The approach is Quantum Monte Carl¢QMC) is an alternative to con-
able to accurately describe the excited state potential energsentional quantum chemical and density functional methods,
surface along the photoisomerization path, but it is limited toand has been successfully employed to compute ground state
relatively small model compounds and a proper descriptioproperties of large molecules and soltd&€ompared to other
of the important ligand-protein interactions is still computa-theoretical approaches, QMC has the advantage that it can be
tionally prohibitive. On the other hand, density functional applied to sufficiently large systems and still provide an ac-

The absorption of visible light and its conversion to
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curate description of both dynamical and static electronic  Both the ASCF and ROKS approaches offer a practical
correlation. Despite the successful use of QMC for groundecipe to the computation of excited states but they cannot be
state problems, there is relatively little experience on its apfully justified from a theoretical point of view and their va-
plication to excited stateS$6The recent QMC computation lidity must be empirically corroborated. An appealing feature
of excitation energies of large silicon nanostructtitésvery  of ROKS is that the method can be easily combined with
encouraging but the simple highest occupied moleculaab initio molecular dynamics and used to optimize the ge-
orbital-lowest unoccupied molecular orbita HOMO-  ometries in the excited state, access adiabatic excitations, and
LUMO) wave functions employed there are not likely to bestudy the dynamics in the excited staté2*In general,
adequate for photoactive systems due to the more complexven though the ROKS method tends to underestimate the
nature of their electronic excitation. excitation energies in particular far— 7* transitions?2:2525
To compare the accuracy of ROKS, TDDFT, and QMCit was shown to give a good description of the optimal ge-
in the study of photochemical processes, we compute themetries of the lowest excited states of small organic mol-
excitation to the lowest singlet state for a set of prototypicalecules, especially fon— 7* transitions>
photoactive molecules: formaldimine (GNH), formalde- TDDFT is a different framework for the calculations of
hyde (CHO), and a minimal protonated Schiff base modelexcited state properties which has become widely used in
(CsHgNH3 ) of the retinal chromophore. For formaldimine recent year& The method can handle large systems and, dif-
and the protonated Schiff base model, we find that ROKSerently from ASCF or ROKS, is formally exact even
differs quantitatively and qualitatively from the other meth- though, in practice, one has to resort to approximate
ods under consideration at low-symmetry molecular strucexchange-correlation functionals. TDDFT has been exten-
tures. While TDDFT excitation energies are fairly accurate insjvely applied to the computation of vertical excitation ener-
most situations, this method gives a qualitatively differentgies since the calculation of forces within TDDFT is not
result along a complete-active-space self-consistent-fieldiraightforward and only recently a few implementation and
(CASSCH minimum energy path for the isomerization of the gpplications of TDDFT to compute excited state geometries
protonated Schiff base model. Finally, we find that QMC and adiabatic excitations have been published:2°
prOVideS a reliable estimate of the lowest Singlet excitation Several quantum chemical approaches have been devel-
energies of the studied molecules, provided one makes asped for a proper description of excited states. Methods such
adequate and careful choice of the trial wave function. Al-zs multireference configuration interactioiMRCI) and
though simple mean-field HOMO-LUMO Jastrow-Slater CASPT2 rely on expanding, explicitly or implicitly, the wave
wave functions are not always adequate for these systemgnction in Slater determinants. As the system size increases
we can recover accurate excitations energies by using a reland the energies of the single-particle orbitals become
tively small expansion in Slater determinants, whose orbital%k)smy spaced, the space of orbitals which must be included
and/or coefficients are reoptimized within QMC. in the expansion to recover a significant fraction of electronic
In Sec. Il, we review the theoretical approaches emgyrelation grows enormously. Therefore, these techniques
ployed in this work. Thg computational details_are given ingre very accurate but can only be applied to small systems.
Sec. Il and the numerical results are shown in Secs. IV Agyen though CASPT2 was originally proposed as a method
and IVB. Finally, in Sec. IV C, we discuss the sensitivity of {5 compute excited state energies with an accuracy not better
the QMC results to the choice of the trial wave function.  {han 0.5 eV, it is now regarded as an approach which on
average Yields excitations in agreement with experiments to
better than 0.2 e¥.The method is quite sensitive to the con-
struction of the active space which must include all impor-
We briefly review the theoretical methods used in thistant orbital excitations and is limited on current computers to
work for the computation of excited states, and refer fora maximum of about 15 active orbitals.
more details to the literature. Quantum Monte Carlo techniquéds an alternative to
The ROKS methotf is a recent modification of the density functional and conventional quantum chemistry ap-
ASCF approach used for the computation of multipletproaches. While many studies have demonstrated the use and
splittings!’~2° In the ROKS approach, the energies of thereliability of QMC for the description of ground state prop-
states given by single determinants are not computed in seperties of molecular and solid systems, relatively little expe-
rate calculations as iIASCF, but the linear combination cor- rience exists concerning its application to low-lying excited
responding to the desired state of pure symmetry is directlgtates. Recent studies of the excited states of methane,
minimized under the constraint of orthogonality among theethene, and small hydrogenated Si clusters indicate that the
Kohn-Sham orbitals. In particular, the energy of an opemmethod is capable of reproducing the excitation energies of
shell singlet is estimated aB(s)=2E(m)—E(t), where accurate quantum chemistry calculatidf$*3° The QMC
E(m) is the energy of the mixed singlet configuration, i.e., aapproach was also recently applied to the study of the exci-
single determinant having the open shell orbitals occupiedations of large silicon nanoclusters, in combination with
with electrons of opposite spin, ar(t) the energy of the simple trial wave function$®> QMC methods provide a sto-
corresponding triplet configuration. Within ROKS, the en-chastic solution of the Schdinger equation: in diffusion
ergy E(s) is optimized using conventional ground state den-Monte Carlo(DMC), the imaginary-time evolution operator
sity functionals and a common set of orthogonal orbitals isexp(—H7) is used to project out the ground state from a
used for both contributions. given trial wave functiori® To prevent the collapse to the

Il. THEORETICAL METHODS
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bosonic ground state in fermionic systems, one works in théll. COMPUTATIONAL DETAILS
fixed-node approximation, that is, finds the best solution

wh||cth ha_s tcgr‘?;%i;}o% ?str?: ?0\%\'/\;? gt':tlewg;/zfu?\gfns' -Ii_:‘?DDFT calculations are performed with the Car-Parrinello
solution 1S 9 PN olecular dynamicspmp code®®3” We employ the BLYP

symmetry belonging to a one-dimensional irreducible repre- . . O
sgntationyof thegpoignt group of the molecule. It is exactpfor(‘:]eneral'Zed gradient approximation for the exchange and

) . rrelation functionaf®°th ker pseudopotentidls,
any state if the nodes are exact. Therefore, if the nodal supoe ation functionaf, "~ the Goedecker p P

: L T ff of 70 Ry for the plane-wave expansion, an
face of the trial wave function is a good approximation to the SNeT9Y cutoff of 70 Ry for the plane-wave expansion, and

excited state one, the fixed-node constraint can be used %box size abaus A larger then the size of the molecule. In
' arder to avoid the inherent periodicity of a plane-wave cal-

access accuratle exqtatlon energies also of states which aéﬁlation, we use the method described in Ref. 41, which
not the lowest in their symmetry.

The trial many-body wave function employed in this pa- splves the Poissqn equation for n.onperiodic boundary condi-

per is of the Slater-Jastrow form: tions, thus enaplmg the study_of isolated mo!ecule_s. .
' For formaldimine, the multireference configuration inter-

action singles and doubléMR-CISD) calculations and the

\PT:; angDﬂ_i[, J(Tij TiaaTja), optimization of the excited state geometry within the state-

“ average CASSCF method are performed withdbeumsus

whereD| and D}, are Slater determinants of single particle quantum chemistry prografi.Equal weights are used in the
orbitals for the up- and down-spin electrons, respectivelystate-average CASSCF calculations for the optimization of
and the orbitals are represented using atomic Gaussian basilse geometries. The reference space for MRCI is of six ac-
The Jastrow factor correlates pairs of electromsdj with  tive electrons in six orbitals and the final MRCI energetics
each other, and with every nucleus and different Jastrow include Davidson corrections. It must be stressed that these
factors are used to describe the correlation with differenMRCI calculations were performed with a moderate basis
types of atoms. The parameters in the Jastrow factor ar€10s6p3d)/[4s3pld] for carbon and nitrogen, and
optimized within QMC using the variance minimization (7s3p)/[2slp] for hydrogen and could certainly be im-
method®* The Jastrow factor is positive and does not alterproved. However, for the purpose of establishing the reliabil-
the nodal surface of the wave function which is instead fixedty of the other theoretical approaches, we consider the accu-
by the determinantal paft. Particular attention must there- racy of the MRCI energetics to be sufficient.
fore be paid to the choice of the Slater component which is  For the QMC calculations, we use tis@iAMP quantum
usually a linear combination of a small number of determi-Monte Carlo cod® and norm-conservingsp-nonlocal
nants. In the context of excited states, the CASSCF varianiseudopotentials for carbon, nitrogen and oxigen, generated
of the multiconfiguration self-consistent-field meth@dC-  in an all-electron Hartree-Fock calculation for the atdths.
SCH is particularly useful. These wave functions include all The orbitals in the determinantal component of the wave
possible excitations for a given set of electrons within a chofunctions are expanded in the Gaussian basis sets
sen set of orbitals. When the excited state is not orthogongll1s11p2d)/[4s4p2d] for carbon, nitrogen, and oxigen,
to the ground state by symmetry, the determinantal compaoand (182p)/[3s2p] for hydrogen. The basis sets are opti-
nent of the trial wave function is obtained in a state-averagenized at the Hartree-FoolHF) level for formaldimine and
MCSCF approacf that is, by optimizing an average of the formaldehyde. The determinantal part of the wave function,
ground and excited state energies. Thus, the orbitals repr@efore reoptimization in QMC, is generated within Hartree-
sent a compromise for describing both states. Fock, CASSCF or state-average CASSCF, using the quan-

Since the optimal orbitals and expansion coefficients inum chemistry package&aMEsSUS).*® Equal weights are
the presence of the Jastrow factor may differ from their op-used in the state-average CASSCF calculations, and in the
timal values in its absence, it is important to reoptimize thenmstate-average EFP optimization of the wave function. The
in the presence of the Jastrow component. To this end, w@astrow factor contains electron-electron, electron-nucleus
extended the energy fluctuation potenti@FP method®to  and electron-electron-nucleus terms and is described in Ref.
simultaneously minimize the energy with respect to the or46. For reasons of efficiency, most calculations are per-
bitals and the expansion coefficients of a Slater-Jastrow wavirmed omitting the electron-electron-nucleus terms since
function, as well as to handle state averaging necessary fehe excitation energies for these systems computed with or
excited stated’ In the absence of the Jastrow component, thewithout the three-body terms are the same within better than
method is analogous to the MCSCF technique for the lowesd.1 eV The diffusion Monte Carlo time step used for these
state of a given symmetry, and to a state-average MCSCholecules is 0.075 H'. Most of the QMC results presented
approach if the excited state of interest is not the lowest in ithelow are obtained in diffusion Monte Carlo. Variational
symmetry. Once the Jastrow factor is included, the orthogoMonte Carlo(VMC) is also used to compute various expec-
nality between the ground and excited states is only approxitation values of the trial Jastrow-Slater wave function.
mately preserved in the state-average EFP approach. The ap-
proach was tested for several singlet states of ethene and WRP RESULTS
shown to systematically improve the starting trial wave func-
tions, correcting the initial excitation energies by as much as  The photosensitive molecules we investigate are sche-
0.5-0.6 eV and yielding results in excellent agreement wittmatically shown in Fig. 1. In formaldimine and formalde-
experiments? hyde, the lowest singlet excitation has predominantly a

The ground-state DFT, and the excited-state ROKS and
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Formaldehyde Formaldimine geometries optimized in the excited state using ROKS. The
o adiabatic geometry of formaldehyde is known experimen-
O=C/ /N%C< tally and is well reproduced by ROKS\Vertical and adia-
™~ H H1 batic transitions are underestimated by ROKS by as much as
0.5 eV, while the TDDFT results are in reasonable agreement
Protonated Schiff base with experiments. These findings are consistent with previ-
ous ROKS calculations for both molecufesand with
Ne—e” e :1\?/ TDDFT calculations of the vertic#l and adiabati® excita-
- \ / ™~ tions of formaldehyde.
C %:C The DMC excitations are obtained using a comparable
/ \ description of the ground and excited states. A one-

FIG. 1. Structure of the investigated molecules. In formaldimine and thedeterminant trial Wave fu_nCtion is used for the ground st_ate,
protonated Schiff base model, the isomerization is around the bond indicatednd a two-determinant singlet wave function for the excited
with an arrow. HLCNH is the dyhedral angle varied in formaldimine. state, corresponding to a single excitation from the doubly
occupiedn HOMO to them* LUMO. The starting orbitals in
the determinantal component of the QMC wave function are
* . .

n—a* character and, in the protonated Schiff base model, & /" - e calculation in the ground state, and a two-

* - -
Wr:aZheghriI:Ctgi;fe-lr-r}grFiﬁrefc?\’/:/r:)a?Cees()foltheexgtzzobnasgg ﬁgdeterminant MCSCF calculation in the excited state. For
P Y yp ' Doth states, all orbitals are subsequently optimized in the

prev\;\?ﬁﬁ(lay(kg)&%w j(t)a;:dng:rst::ngK; ns]g;hs(i)tcii\}e to the Char_presence of the Jastrow factor with the EFP method. For

N ) T formaldehyde, the DMC excitation energies are slightly
acter of the excitation, a different complication is encoun—hi her than available experimental numbers and results from
tered when performing excited state QMC calculations. If th ighl correlated uanﬁjm chemistry calculations. which
excited state of interest is the lowest state of a given spi gnly q y '

symmetry belonging to a one-dimensional irreducible repre_however show a significant spread. The vertical excitation

sentation, the DMC energy is variational. In all other casesfanergles computed with quantum chemistry technitfie3

DMC is no longer variational and the quality of the trial range between 3.98 eV from equation of motion-coupled

5 .
wave function becomes increasingly important. The verticaFIUSter(EOM'CC) and _4'19 -eV from%/lRCf, while MRC.:I
and adiabatic excitations of formaldimine and formaldehydeFalculations for the adiabatic transitiryield an excitation
belong to the first category while the excitations of the mini-energy of 3.60-3.66 eV. For formaldimine, the DMC vertical

mal protonated Schiff base model and of formaldimine along?"d adiabatic excitations are in good agreement with MRCI

: 7
its isomerization path belong to the other case. calcula’gons“. . - _
o While the success of DMC in describing these vertical
A. Formaldimine and formaldehyde and adiabatic excitations is encouraging, it is important to

In the n— 7* excitation of formaldimine and formalde- assess its performance when variationality is lost as happens
hyde, a lone-pair electron is transferred ter antibonding ~ along the low-symmetry isomerization path induced by the
orbital. The excitation is almost purely of the HOMO- excitation. We therefore consider the prototypical case of the
LUMO type and has therefore been considered ideal for thésomerization of formaldimine around the C-N double bond.
ROKS approach,which was also used to study the excited The isomerization path is constructed by constraining the
state cis-trans isomerization of formaldimine in a Born- torsional angle HICNHsee Fig. ] at values between 0°
Oppenheimer molecular dynamics simulafiamd, more re- and 90°, with increments of 15°. The molecule l@&ssym-
cently, in a nonadiabatic Car-Parrinello dynanfits. metry at 0° and 90°, and no symmetry at intermediate

In Table I, we list the vertical and adiabatic lowest sin- angles.
glet excitation energies, evaluated using ROKS, TDDFT, and In Fig. 2, we show the ROKS, TDDFT, DMC, and
DMC. The vertical excitations are computed on the groundMRCI excitation energies on the excited state geometries
state DFT geometries, while the adiabatic excitations on theptimized with ROKS at constrained torsional angles. The

TABLE I. Vertical and adiabatic lowest singlet excitation energies in eV for formaldehyde and formaldimine,
calculated within ROKS, TDDFT, and DMC. The numbers in parentheses are the statistical errors on the DMC

results.

System Excitation ROKS TDDFT DMC Expt.

CH,O Vertical 3.58 3.90 4.28) 3.94 40P, 4.F
Adiabatic 3.13 3.51 3.712) 3.5¢¢

CH,NH Vertical 4.63 5.34 5.32) 5.0-5.4
Adiabatic 2.85 3.23 3.42) -

aReference 47.
PReference 48.
‘Reference 49.
YReference 50.
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Formalcllimine: RIOKS gec;metries | l Formaldimine: CASSCF geometfies

- | 45 -
5.0 e DMC ® DMC

o MRCI o MRCI
: A TDDFT A TDDFT
3 * MCSCF TL—1 1 o ROKS

4.0~

4.0 o ROKS

Excitation energy (eV)
Excitation energy (e¢V)

0 15 30 15 60 75 90 0 15 30 15 60 75 90
Torsional angle (deg) Torsional angle (deg)

FIG. 2. Lowest-singlet excitation energies of formaldimine in eV calculatedFIG. 3. Lowest-singlet excitation energies of formaldimine in eV calculated
with ROKS, TDDFT, MRCI, and DMC on the excited state geometries with ROKS, TDDFT, MRCI, and DMC on the excited state geometries
optimized with ROKS at constrained torsional angles. The excitations comoptimized using a state-average CASS(EEe text at constrained torsional
puted within a two-determinant MCSCF calculation || 1) are also angles.
shown. The statistical error on the DMC results is smaller than the size of
the symbols.

CASSCEF by only constraining the HLCNH dyhedral angle is

reasonably close to the optimal path. We find that the main

excitation energies are given with respect to the ground statgarence between the ROKS and CASSCF paths is in the
energy consistently computed within the same approach OBehavior of the angle CNH which, in ROKS, takes his final

the DFT ground state geometry at zero torsional angle. TG, e corresponding to a torsional angle of 90 degrees as
DMC excited state energies are obtained with a trial Wave,on as the molecule is displaced from planarity.

function from a state-average CASSCF with an active space  1ha excitations computed with TDDFT, ROKS, DMC

of six electrons in six orbitals, whose expansion coefficients, .4 MRCI on the CASSCE geometries are shown in Fig. 3

are then reoptimized in the presence of the Jastrow factof,o pMmcC calculations are performed with the same type of

with a state-average EFP method. The DMC ground statg e function previously used for the ROKS path. The en-

energy at zero torsional angle is computed with an unoptiy g harrier to isomerization present in Fig. 2 disappears in

mized HF determinantal component. The DMC excitalionSyrc a5 this barrier was an artifact of using the geometries

are in very good agreement with the MRCI values, with a,,imized within ROKS. The DMC excitation energies are
maximum deviation of 0.13 eV along the curve.

. - . very close to the MRCI values with a maximum difference of
While the TDDFT excitations agree with the MRCI val- 0.1 eV along the CASSCF path. TDDFT is in reasonable
ues to better .than 0.2 eV, the ROKS curve Fjlﬁers .S'g_n'f"agreement with QMC also along this path. For the CASSCF
cantly. In particular, MRCI gives a barrier to isomerization geometries, ROKS calculations produce a curve of similar

along the geometries corresponding to an energy minimurdane a5 those obtained with the other methods, but signifi-
path in ROKS. One can possibly understand the behavior Oéantly shifted toward lower energies.

ROKS by looking at the results obtained with a two-

determinant MCSCFRwithout state-averagepproach alon .

the same path. As shown in Fig. 2, the t\?vof:jiterminant IQ\J/IC—B' Protonated Shiff base model

SCF curve is qualitatively very similar to the ROKS curve. The GHgNH, protonated Shiff base molecule repre-

For the two-determinant MCSCF calculation, only the or-sents a minimal model for studying the retinal photoisomer-

thogonality constraint on the open shell orbitals keeps thézation process in rhodopsin. Given its relevance and com-

wave function from completely collapsing to the groundbined simplicity, this molecule is ideal for accessing the

state. By analogy, the ROKS approach is likely to sufferrelative accuracy of different theoretical approaches. More-

from the same problem whenever ground and excited statesser, this model has been extensively studied within

do not belong to different irreducible representatiéhs. CASPT2 using geometries optimized in the excited state
To further investigate the constraint isomerization pathwith CASSCF (Refs. 2 and B and, more recently, with

of formaldimine, we optimize the geometries using theCASPT2?

excited-state forces from a state-average CASSCF approach Since ROKS was previously employed to study the ex-

with an active space of six electrons in six orbitals. As al-cited state of the full retinal chromophore including relevant

ready pointed out in early MRCI studies by Boiac parts of the protein environmehit is interesting to use the

KoutecKy et al,>® to properly describe the isomerization of same approach to optimize the structure of this simpler

formaldimine, one should map the potential energy surfacenodel. In Fig. 4, we show the ROKS, TDDFT, and DMC

with respect to the CNH valence angle and a properly symenergetics computed on the geometries optimized within

metrized dyhedral angle. However, the path obtained withirROKS along the relevant isomerization coordinate repre-
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TABLE Il. Lowest-singlet excitation energies for the protonated Schiff base
i model in eV, calculated with TDDFT, CASPT2, and DMC on the ground
state cis-configuratio(FC), on the geometryHM) which demarcates where
torsion becomes dominant, and on the conical intersect@h. The
CASSCF geometries and the CASPT2 numbers are from Ref. 2. The exci-

L I B T T T T T
45 | Protonated Schiff base model: ROKS geometries

% tation energies are given with respect to the ground state energy consistently
S computed within the same approach on the CASSCF ground state cis-
%D geometry at zero torsional angle.
o
[
g Geometry TDDFT CASPT2 DMC
Z FC 3.90 4.02 4.38)
5 HM 4.12 3.71 4.255)
Cl 2.18 2.19 2.56)

L | L | L | L | L | L | L | L | L
0 20 40 60 80 100 120 140 160 180
Torsional angle (deg)

tures correspond to the ground stateconfiguration where
the Franck-CondoriFC) excitation is computed, to the ge-
FIG. 4. Lowest-singlet excitations energies for the protonated Schiff bas®@metry which demarcates where torsion becomes dominant
model in eV Ca!CU_'atgd qghR%i*éSétgggéﬁgg %“é?oﬁgltzﬁ ?;(SC“_EF(:] ;t;igialong the isomerization patfuenoted with HM in Ref. 2
?aeticzjrr?eetrzlgfg?epsugnrz;v:lrl] with respect to the ground state ene?gy ;:onsistent%/nd to t'heSO/S'1 conlca! mtersectlor(C'I).' Wlt_h,OUt a direct
computed within the same approach on the DFT ground statgeometry ~ COMparison with experimental data, it is difficult to access
at zero torsional angle. the accuracy of these excited state structures: for instance,
when compared to geometries optmized with CASPT2, the
CASSCEF structures are very similar at the conical intersec-
sented by the torsional angle around the central C-C doublgon but significantly different at constrained planar
bond (see Fig. 1 When optimizing the excited state geom- symmetry?
etry with ROKS, the molecule remains planar and the main  |n Table I, we list the TDDFT, CASPT2, and DMC
effect of the excitation is a considerable lengthening of theexcitation energies at the FC, HM, and CI geometries. The
double bonds and a shortening of the single bonds, thus rédMC calculations are performed with the same type of wave
versing the conjugation of the molecule. The ROKS potentiafunction previously used for the ROKS path. The use of
energy surface along the torsion is quite flat with a maximumarger active spacegsix electrons in nine orbitals or eight
at 90°. This behavior is qualitatively different from the electrons in eight orbitaJsand the reoptimization of the ac-
CASSCF and CASPT2 energy profflewhere the torsion tive orbitals with the state-average EFP method yield DMC
accelerates the system towards the conical intersection, thiggergies compatible to better than 0.1 eV. While the CASPT2
spontaneously inducing the photoisomerization. Thereforeand QMC results are qualitatively similar, the CASPT2 en-
while the ROKS method shows a stretching mode startin@rgies are lower than the QMC values by as much as 0.5 eV.
from the Franck-Condon region similar to the CASSCF re-The order of the TDDFT excitation energies at the FC and
sult, it does not reproduce the qualitative shape of the excitegiM configurations are instead reversed with respect to the
state CASSCF potential energy surface along the torsion@yMC values: the TDDFT excitation is lower at FC than at
mode. HM, so TDDFT gives a barrier to isomerization along the
The DMC excited state energies in Fig. 4 are computedCASSCF path. A valid question is whether this barrier sur-
on the ROKS geometries with a trial wave function from avives when using an excited state path fully optimized within
state-average CASSCF with an active space of six electronsDDFT. Recently, it has been shown that the TDDFT gradi-
in six orbitals, whose expansion coefficients are then reoptient for various protonated Schiff base models differs quali-
mized in the presence of the Jastrow factor with a statetatively from that of CASSCF/CASPT2, driving the system
average EFP method. The TDDFT excitation energies arom the FC point to a planar fictitious stationary pdiht.
higher than the ROKS values by as much as 2 eV, and in  Finally, in order to further compare TDDFT and QMC,
agreement with the DMC results to better than 0.2 eV. ThQNe generate a set of geometries fongNH; by Starting
TDDFT and DMC potential energy curves have a very dif-from the HM structure of Ref. 2 and increasing the torsional
ferent Shape than the one obtained within ROKS. In the prOang|e up to about 90° while keeping all the other internal
tonated Schiff base model, the ground and excited states beoordinates fixed. In Fig. 5, we show the TDDFT and DMC
long to the same irreducible representation both when thenergies, and the CASPT2 results at FC and HM. Along the
molecule is planar and twisted. The behavior of ROKS canorsional path after HM, TDDFT, and DMC follow closely

possibly be explained as due to a contamination of the exeach with a larger deviation at the end of the path.
cited state with the ground state as in the case of twisted

formaldimine.

To allow for a comparison with existing CASPT2 calcu- o . ,
lations on this model, we consider three geometries Whicr?' Sensitivity of DMC to the trial wave function
were optimized in Ref. 2 within state-average CASSCF and  Using as examples the vertical excited state and the adia-
where the CASPT2 energies are also available. These strubatic isomerization path of formaldimine, we demonstrate
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Protonated Schiff base model: twist geometries Formaldimine: DMC energies
451 .
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FIG. 5. Excitation energies for the protonated Schiff base model in e\/’F|G. 6. DMC lowest-singlet excited state energies of formaldimine in eV,
calculated with TDDFT and DMC on a set of geometries generated bycomputed on the ROKS geometries at various torsional angles, using differ-
rigidly increasing the torsional angle, from the HM configuration. The TD- ent trial wave functions. See text for more details.

DFT, DMC, and CASPTZRef. 2 energies at FC and HM are also given.

Along the isomerization path of formaldimine, orthogo-
how sensitive the QMC energies are to the choice of theyality between ground and excited state is no longer main-
wave function and how this sensitivity can vary along thetained and a higher sensitivity of the QMC results to the trial
excited state potential energy curve. wave function may be expected than in the case of the ver-

The vertical lowest-singlet excited state of formaldiminetical excitation. In Fig. 6, we compare the DMC excitation
does not have a strong multiconfigurational character, and @nergies along the ROKS isomerization path of formaldi-
two-determinant Jastrow-Slater wave function to preservenine for different choices of wave functions previously em-
spin symmetry is found to be sufficient for this particular ployed in other QMC studies of excited states. At 0° and 90°
state. The QMC energies are variational since this excitegorsional angles where the energy is variational due to sym-
state is the lowest in its symmetry, and orthogonality be-metry, the spread of the DMC energies due to the use of
tween ground and excited state is automatically ensured. F@jifferent wave functions is significantly smaller than at inter-
the ground state, a single determinant wave function gives amediate angles. A simple two-determinant HOMO-LUMO
adequate description. In Table Ill, we show the VMC andwave function with HF orbitals shows a discrepancy as large
fixed-node DMC energies determined with different choicesas 1.5 eV with our best DMC results obtained with a six
of orbitals in the determinantal component of the wave funcelectrons in six orbitals CASSCF wave function whose ClI
tion. The starting trial wave function uses orbitals obtainedcoefficients have been reoptimized with the state-average
from a HF and a two-determinant MCSCF calculations forEFP method. The wave function denoted with “CIS1” in-
the ground and excited state, respectively. By optimizing theludes all single excitations from the HOMO, and can be
orbitals with the EFP method, the VMC energy drops by 10resummed to two determinants, where only the LUMO has
mhartree in the ground state and by 15 mhartree in the exherefore been changed with respect to the HF orbitals. The
cited state. However, the gain in the DMC energies is only 0fCIS1 energies represent an improvement at the end points of
a few millihartree and is actually more significant in the the path but remain as poor as those obtained with a HOMO-
ground state. The resulting DMC excitation energy is onlyLUMO wave function at almost all other angles. If all single
slightly higher as a result of the optimization. excitations are included in a configuration integration singles

(CIS) wave function, the excitation energies are significantly
closer to the CASSCF-EFP results along the whole path,
TABLE Illl. VMC and DMC ground state $,) and lowest-singlet excited ~With an almost constant discrepancy of 0.3—0.5 eV. Finally,
state §,) energies in Hartree for formaldimine, calculated at the groundpone could be tempted to use a two-determinant wave func-

state geometry. In the Jastrow-Slater wave function, a single determinant iﬁon obtained in a MCSCF calculatiofwithout state-
used for the ground state and two determinants for the excited state. Thaewera 91 While this wave function performs well at 0° and
DMC excitation energies in eV are computed using unoptimiz¢e for S, g P

and MCSCF forS,) and optimized EFP orbitals for both states. 90° where ground and excited states are orthogonal by sym-
metry, it represents a poor starting point at low-symmetry
State Orbitals Evme Eomc AE (eV) configurations as already discussed in Sec. IV A, yielding
S HE —17.2973(4)  —17.3685(5) DMC energies which are obviously non variational.
EFP —17.3082(4)  —17.3726(5) Finally, the effect of truncating the determinantal expan-
s, MCSCE  —17.1185(4)  —17.1756(5) 5.20) sion accqrd?ng to a threshold on the coefficients is investi-
EFP ~17.1334(4)  —17.1772(4) 5.3@) gated. It is indeed customary in QMC to apply a threshold

for computational efficiency, justified by the very different
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TABLE IV. VMC and DMC lowest-singlet excited state energies for form- coefficients with respect to the same threshold. Moreover,
aldimine, computed on the ROKS geometries at various torsional anglesthe optimal energies are also systematically better than the
Different determinantal components are used in the trial wave functions . .

with thresholds of 0.1 and 0.01 on the expansion in symmetry-adapted con\-/'vIC Valu,es obtained with a threShpld of 01 In Tab_le_ IV,
figuration state functions from a state-average CASSCF, and with cCAsscie also list the number of determinants with coefficients
and EFP-optimized expansion coefficients. greater than the chosen threshold. As expected, due to the

inclusion of dynamical correlation through the Jastrow fac-

Threshold 0.1 0.01 0.01 :
Coefficients CASSCE CASSCE EFp tor, the wave fu_nct|on becomes more compact as an effect of
the reoptimization. The DMC energies behave similarly to
Angle (deg Number of determinants the VMC values with respect to both threshold and reoptimi-
0 4 42 23 zation. The excitation energies obtained in DMC with the
30 9 132 46 reoptimized wave function are in excellent agreement with
60 8 108 54 the MRCI values as shown in Sec. IV A. If a threshold of 0.1
%0 4 & 35 is used when reoptimizing the expansion coefficients in a
Angle (deg VMC energies(Hartred state-average EFP method, there is no improvement in the
0 ~17.158(1) “17.152(1) "17.165(1) QMC energies compargd to the values obtained with the
30 ~17.149(1) ~17.144(1) ~17.158(1) or|g|n_al CAS_SCF coefflClents and the_same t_hreshold.
60 ~17.180(1) ~17.178(1) ~17.190(1) Finally, if the orbitals are optimized with the state-
90 —17.200(1) —17.193(1) —17.205(1) average EFP approach and a threshold of 0.1, both VMC and
) DMC energies improve and became equal to the values ob-
Angle (deg PMC energiesHarred tained with the CASSCF-EFP with 0.01 threshold. For in-
0 —17.2099(5) ~ —17.2063(5) ~ —17.2113(4) stance, for a torsional angle of 30°, the optimization of the
gg :i;ggg;g :gggggg j;gggggj; orbitals yields a VMC and a DMC energy of 17.156(1)
90 _17.2502(4)  —17.2474(5)  —17.2527(4) and —17.2071(4) hartree, respectively. We want to stress

that there is in general no justification for using a threshold
as high as 0.1 and the apparent agreement with the optimized
energies is here a fortunate case.

role of the reference wave function in QMC compared to
conventlohal qua}ntum chemlstry methods. A smaller numl:.)e{/' CONCLUSIONS
of determinants is needed in a Jastrow-Slater wave function
since the reference wave function does not define the single- Using TDDFT, ROKS, and QMC, we have investigated
particle excitation space for the description of dynamical corthe lowest-singlet excitation energies along various isomer-
relation as is the case for a method like MRCI. Moreover,ization paths for the following representative photoactive
one hopes that the effect of determinants with a small coefmolecules: formaldehyde, formaldimine and a minimal pro-
ficient on the nodal surface of the total wave function is nottonated Schiff base modelsBgNH; .
significant. We show that fixed-node diffusion Monte Carlo can give
In Table IV, we show the VMC and DMC excited state accurate excitation energies, provided a careful choice of
energies for formaldimine, computed on the ROKS geom-QMC trial wave function is made. While simple HOMO-
etries at various torsional angles when applying two different UMO trial wave functions are not always adequate to de-
thresholds on the expansion coefficients in symmetryscribe the excited states of these photoactive molecules, ac-
adapted configuration state functions. The starting trial waveurate results are recovered when using a relatively small
function is obtained from a state-average CASSCF with amexpansion in Slater determinants, whose coefficients and/or
active space of six electrons in six orbitals. As the thresholarbitals are reoptimized in the presence of the Jastrow factor
is lowered from 0.1 to 0.01, both VMC and DMC energieswith the EFP method.
become higher at all angles. Since at 0° and 90° the energies TDDFT yields excitation energies which are generally in
are variational due to symmetry, one is unequivocally aimingeasonable agreement with the QMC results. However, the
at obtaining the lowest possible energy at those geometrieEDDFT energies for the minimal model of the retinal chro-
and one would have expected a lowering of the energy bynophore are in qualitative disagreement with QMC and
including more configurations. This indicates that the resullCASPT2, giving a barrier to isomerization along the
is strongly dependent on the chosen threshold if one does Nn@ASSCF minimal energy path.
reoptimize the determinantal expansion in the presence of We find that the ROKS method does not produce reliable
the Jastrow factor. The coefficients of the starting CASSCFKesults for the excited-state potential energy surface at low-
wave function are therefore reoptimized with the state-symmetry configurations. The major source of error in the
average EFP method. The natural orbitals of the averageOKS approach seems to be the contamination of the ex-
single-particle density matrix of the reoptimized expansion<ited state with the ground state. For example, ROKS pre-
are here used to obtain a more compact wave function, anddicts an energy barrier to isomerization with a maximum at
threshold of 0.01 is then applied. The corresponding VMC90° along the relevant torsional angle of the minimal proto-
and DMC energies are also shown in Table IV. At all angleshated Schiff base model of the retinal chromophore, while
the VMC energies for the reoptimized wave function areTDDFT and QMC show a minimum at this point. Therefore,
lower than the values obtained using the original CASSCFeven though the ROKS method is appealing for its simplicity
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in computing forces, it should be generally used with cautiorf®N. L. Doltsinis and D. Marx, Phys. Rev. Le®8, 166402(2002.

in excited-state molecular dynamics simulations.
Note added in proofwWe thank N. L. Doltsinis for point-

ing out to us that the planar geometry of formaldimine at

243, Grimm, C. Nonnenberg, and I. Frank, J. Chem. PHy®, 11585

(2003.

253, Grimm, C. Nonnenberg, and I. Frank, J. Chem. PHy®, 11574

2003

zero torsional ang'le used in Fig. 2 is only a local minimum 'inzeH, ,_ar']ger and N. L. Doltsinis, J. Chem. Phy<.8 5400(2003.
the ROKS potential energy surface. We have since verifie@c. van Caillie and R. D. Amos, Chem. Phys. L&1.7, 159 (2000.
that ROKS yields a pyramidalized structure at zero torsionaf’F. Furche and R. Ahlrichs, J. Chem. Phg47, 7433(2002.

angle with an excitation energy which is lower by about 0.0

g7°J. Hutter, J. Chem. Phy418 3928(2003.
30F, Schautz and C. Filippi, J. Chem. Ph¢€0, 10931(2004.

eV. However, this geometrical change does not S|gn|f|cantl)élpl 3. Reynoldset al, J. Chem. Phys77, 5593 (1982 L. Mitas, E. L.

affect the other results in this paper.
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