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Abstract. We present a unique set of nested stellar kinematical maps of NGC 3377 obtained with the integral-field spec-
trographsOASIS and SAURON. We then construct general axisymmetric dynamical models for this galaxy, based on the
Schwarzschild numerical orbit superposition technique applied to these complementary measurements. We show how these
two datasets constrain the mass of the central massive object and the overall mass-to-light ratio of the galaxy by probing the
inner and outer regions respectively. The simultaneous use of both datasets leads us to confirm the presence of a massive black
hole with a mass oM, = 7j‘5‘ 10" M, (99.7% confidence level), with a best-fit stellar mass-to-light rétie- 2.1 + 0.2 (for an

assumed edge-on inclination).
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1. Introduction in the stellar motions, but also in the morphology and kine-

. et . ,matics of the emission-line gas. This is unexpected, as lower-
NGC 3377 is a prototypical "disky” E5-6 galaxy with "boxy luminosity steep-cusped systems such as NGC 3377 were as-

outer isophotes in the Leo | group (e.g. Peletier et al. 199 . . ) )
at an assumed distance Bf = 9.9 Mpc. It has a power-law sumed to be axisymmetric (e.g. Davies et al. 1983; Gebhardt

central luminosity profile (Faber et al. 1997; Rest et al. 200 tal. 1996; Valluri & Merritt 1998, but see Holley-Bockelmann

: . L . tal. 2002).
ggswlésergottﬁ;? 2fs ct)rlluetecIrgssgilgglu?beojf_”lgiaﬁ :;Iimttiigrseglr?dteth Here we also present for the first time observations of
T L . y' 9 P ffie inner ¥ x 67 of NGC 3377 with a spatial resolution
disky” lower-luminosity objects (e.g. Kormendy & Bender

. . ) Pnf ~0’6 FWHM, obtained at the CFHT witlDASIS in its
1996). Previous dynamical models of this galaxy suggest taga tive-optics-assisted mode. The resulting nested set of high-
presence of a central massive black hole (BH}~df® M, b P ) 9 9

) quality integral-field maps make NGC 3377 a nearly ideal case
ﬁﬁ?;gﬁg%%%?l'ﬁ isI)eB ’trr]fl(; af_te:}?sl’aﬁ::?_ﬁg:nii r?(la. 2?2? for detailed dynamical modeling, aimed at determining the stel-

2002, and references therein) predict a BH-dfx 10’ M. f%;(;n,[izsga_ﬁ:;ﬂa“dw L. the internal orbital structure, and

In this paper, we present a unique combined set O , . . .
. . : . In this paper, we construct axisymmetric dynamical mod-
nested integral-field spectroscopic observations of NGC 337e $ which incorporate all the integral-field kinematic data. Our
from SAURON/William Herschel Telescope (WHT) and b 9 :

0ASIS/Canada-France-Hawaii Telescope (CFHT), on Whi?&}Pp'\r/logghbls similar to thf”uJO”OWjd by Vefolmef er: al. (2(10?_2)
we will base our dynamical modeling or , but we use an independent version of the modeling
' software, include all the available integral-field datasets and

Bacon et al. (2001a) presented the large-scale oy, o iy fine-of-sight velocity distributions (LOSVDS).

dimensional stellar kinematics of NGC 3377, obtained wn% : : .
the panoramic integral-field spectrogratURON as part of a y construction, we have to ignore any signature of non-
axisymmetry, but we will include them in triaxial models in

representative survey of nearby early-type galaxies (de Zeeu ) .
et al. 2002). The resulting kinematic maps covet 3243, 2 ¥ollow up work, in the way done by Verolme et al. (2003) for

with an dfective spatial resolution of2” FWHM, and reveal S|m|Iar_ nested o_bservanpns_ of NGC 4365' The comparison of
o L . he axisymmetric and triaxial models will help clarify which
modest but significant deviations from axisymmetry, not onf . . )
%(f any) of the parameters based on the axisymmetric modeling
Send gprint requests toY. Copin, are robust. This is relevant because many of the nearly twenty
e-mail:y.copin@ipnl.in2p3. fr galaxies for which BH masses have been determined by means
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of (edge-on) axisymmetric models (Tremaine et al. 200@perture photometry (Poulain 1988; Goudfrooij et al. 1994),
Gebhardt et al. 2003) show similar signs of non-axisymmetraccessible via the HYPERCAT service

This paper is organized as follows. Section 2 presents the FOr the high spatial resolution photometric data (see Fig. 1,
photometric data and the mass model adopted for NGC 33%ght panel), we us¢-band (F814W) HSHFPC2 images, re-
and Sect. 3 describes the kinematic data. The dynamical miifved through the SECF archives (PI Faber, ID 5512). The
els are detailed in Sect. 4, and discussed in Sect. 5. Section [§dividual exposures (2 80 s and 3< 350 s) were reduced
presents the conclusions. in the standard way, and normalized in flux (ig/pc®) using
the most recent PHOTFLAM conversion factors. The expo-
sures were combined (with cosmics removal) after verifying
they were properly centered.
2. Photometry and mass model The comparison between the two ground- and space-based
flux calibrated exposures shows éffiset of ~0.1 mag, mostly
In this Sect., we describe the construction of an accdue to the dierence in the zero points. We decided to use the
rate mass model for NGC 3377, using the Multi-GaussidhST/WFPC2 F814W image as a reference and renormalized the
Expansion (MGE) method (Monnet et al. 1992; Emsellem et &HP image accordingly. The agreement between the two ex-
1994a) applied to both wide-field and high spatial resolutidgisures is then excellent.
photometry. This allows us to probe the central regions as well
as to cover t_he fu_II extent of the galaxy. The detailed procg-> The MGE surface brightness model
dure is described in Emsellem et al. (1999, see also Emsellem
et al. 1994b; van den Bosch & Emsellem 1998: Cretton ®/e have used the Multi-Gaussian Expansion (MGE) method to
van den Bosch 1999; Cappellari 2002). model the surface brightness distribution for NGC 3377 using
the photometric data described above. The routine provides an
analytical model of the observed luminosity distribution, taking
into account the convolutionfiect of the point spread func-

_ o tion (PSF). The method assumes that both the PSF and the un-
The large-scale image of NGC 3377 shown in Fig. 1 (left panelynvolved surface brightness distribution of the galaxy can be

was kindly provided by R. Michard. It was obtained in 199gescribed by a sum of two-dimensional Gaussians, whose best-

with the 1.2 m telescope of the Observatoire de Haute-Provefiggg parameters are determined using an iterative approach.
(OHP) in thel-band, with a spatial resolution 82’1 FWHM Each two-dimensional Gaussi&h is described by its max-

sampled at'B4, and a field-of-view (FoV) o4« 7. ThiS Im- jmum intensity!, its dispersions along its major axis, its
age was reduced in the usual way (bias, dark, flat-field, COSfﬂéﬁteningq'j, its center given by its coordinates, Y;, and its

rays and cosmetics), and the sky contribution was estimajsgkition angle PA In the general case, all components are free
from the outer part of the frame and then subtracted. The flux

normalization in Lo/pc® was carried out using published ! http://www-obs.univ-lyonl.fr/hypercat/

2.1. Photometric data
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to have diferent PA and centers, d-Gaussian model thus Table 1. Parameters of the MGE deconvolvedband surface bright-

depending on B free parameters. ness model of NGC 3371, o} andq; are the intensity, the disper-
The MGE method has several advantages: sion along its major axis and the flattening, of fitfetwo-dimensional

Gaussian respectively (the flattest component is indicatéglins).

— the proper account of the individual PSFs allows the simuM| the Gaussians share the same center and orientétiisrthe inten-
taneous use of complementary datasets wiffedint spa- sity of the three-dimensional Gaussian resulting from the deprojection
tial resolution (space- and ground-based observations); of the corresponding two-dimensional Gaussian, assuming oblate

— its flexibility makes it well suited for complex, multi- 980metry and an inclination of= 90" (see text).
component galaxies such as NGC 3377, which exhibits——
both diskyness and boxyness (e.g. Peletier et al. 1990;0rigin  Index it o qj l;
Scorza & Bender 1995); [Lo/pc [”] [Lo/pCS/]

— the fitting procedure allows linear and non-linear con- HST 536128.0 0.037 0.833 58339355
straints on the parameters. In the present case, since we re- 2815358 0105 0753 1068021.9

e two- - -
ing components to share the same PA and center, resulting 532518 0391 0712 54347.3

© 00 N O Ol b W N R

in 3 free parameters per Gaussian. 127398  0.838 0.239 6066.5
30979.7 0.893 0.469 13838.3
The PSF of the OHP exposure was approximated with an 09908 1.994 0495 1998.9
MGE fit (two concentric circular Gaus§|ans) of the extracted 25267 3508 0.232 280.2
image of a star located several arc-minutes from the galaxy,
where its background is negligible. Using this model PSF, 2556.4  3.791 0574 269.0
the large-scale surface brightness distribution of NGC 3377 10 2337.2 5.989 0479 155.7
is well described by a sum of 6 Gaussians. Since the nu-OHP 11 1157.1 14.456 0.475 31.9
clear regions are stronglyfacted by seeing~2’1 FWHM), 12 376.9 30.047 0.541 5.0
we only keep the three outer components of this model (with 13 825 72.378 0.743 0.4

14’5 < o < 72’4, Gaussian§); to G; in the final model,
see Table 1), and proceed by then fitting the central part using
the HSTWFPC2 exposure.

The PSF of the HSWFPC2-PC/F814W exposure was de-
rived with the dedicated PSF simulatbinyTim? (v4.4), and The MGE modeling allows the spatial luminosity density to
consequently adjusted by a sum of three concentric circukgr analytically derived from the surface brightness model, as-
Gaussians. The presence of dust lanes in the very central psutsing an inclination angleg and that the luminosity density
of NGC 3377, already noted by+#08, makes the determina-associated with each individual three-dimensional Gaussian
tion of the inner Gaussians more sensitive, and hence the cisnstratified on concentric ellipsoids. Each two-dimensional
vergence process is slower. These dust lanes correspond @aassianj then uniquely deprojects into a three-dimensional
maximal absorption 0£10%, and the areadtacted were dis- Gaussian, whose parametdss o and g; can be derived
carded from the MGE fit. After subtraction of the properlyrom I, o of andi following relations provided in Monnet
aligned three-Gaussian “ground-based model”, the residual iet-al. (1992). The associated gravitational poteriatan be
age was fitted by a sum of 10 Gaussians, describing the inderived easily assuming a given (constant) mass-to-light ra-
parts of NGC 3377 (04 < o < 6704, Gaussian&] to G/, in tio 1| (see Emsellem et al. 1994a, for details).
the final model, see Table 1). Gaussi@}sandGg are signifi- ~ The inclinationi of the best-fitting MGE model (see
cantly flatter than the others, betraying the presence of a diskable 1) is (formally) constrained by that of the flattest

The final MGE model of NGC 3377 consists of the resultwo-dimensional Gaussian to be °90> | > 766° =
ing set of 13 Gaussians (see Table 1). Figure 1 displays Hrecos (miiq;} = 0.232). This constraint should however be
contour maps of thé-band images with superimposed contreated with some caution since it is model dependent.
tours of the appropriately convolved MGE model, as well agowever, no good MGE fit could be found with the additional
cuts along the major axis. The resulting fit to the observed phequirement mifg’} > 0.35. This sets a robust minimum incli-
tometry is excellent. There is no sign of departures from axiation ofin, ~ 70°. In the following, we will only consider
symmetry in the central regions, and the PA of the major axise edge-on model, i.g.,= 90°, since the inclination hypoth-
is constant with radius (e.g. Peletier et al. 1990). The total lgsis is likely not to be the most restrictive one (see discussion
minosity of the MGE model it = 1.1 x 10 Lo, yielding in Sect. 5).

M, = -21.0. Taking a totaB — | = 1.85 (Idiart et al. 2002),

we getMg = -19.15, in good agreement with the value of

Mg = -19.2 available in the LEDA databaséPaturel et al. 3. Kinematical data

1989).

2.3. Deprojection

In this section, we summarize the stellar kinematic measure-
2 http://www.stsci.edu/software/tinytim/tinytim.html ments obtained with the integral-field spectrographSIs
3 http://leda.univ-lyonl.fr andSAURON.
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Table 2. Instrumental setup for th@ASIS observations. Table 3. Instrumental setup for th®AURON observations.
PUEO SAURON
Loop mode automatic Spatial sampling ‘B4
Loop gain 80 Field-of-view 33 x 41"
Beam splitter I Number of spectra 1431
0ASIS Spectral sampling 1.1 A pixél
Spatial sampling ‘a6 Spectral resolutionof) 108 km st
Field-of-view @2x50 Wavelength range 4820-5340 A
Number of spectra 1123
Spectral sampling 2.23 A pixel reduction procedures include CCD preprocessing, optimal ex-
Spectral resolutionsf) 70 kms* traction of the spectra, wavelength calibration, spectro-spatial
Wavelength range 8351-9147 A flat-fielding and cosmic-ray removal.

Given the small FoV 0DASIS and the high surface bright-
] ness of the nucleus of NGC 337i/(= 17.7 at 33), no sky
3.1. OASIS observations subtraction was required for this instrument. Furthermore, no

NGC 3377 was observed on April 1 and 2 1998 W#BIS flux calibration was performed fobASIS, since this is not

mounted on the adaptive optics (AO) bonnertEEO of the required for measurement of the stellar kinematics.

Canada-France-Hawaii Telescope (see Bacon et al. 1998 On theSAURON exposures, after spectral resolution rectifi-
. . A

2001b, for a full description 06ASTS). In order to take advan- C&lon to a common value ofdl A ~ 108 kms* (see Bacon

tage of the better performance of adaptive optics in the red, {@l- 20014, for details), the night-sky spectrum was estimated
used the MR3 configuration covering the Ca tripleB00 A) from the dedicated sky lenslets and subtracted from the object

region. We selected a spatial sampling 616 per hexagonal- SPectra.
shape lens, which provides a FoV ¢f6< 5’0. The instrumen-

tal setup is given in Table 2. 3.3.2. Spatial PSF estimates and datacubes merging
Seven 30 mn exposures centered on the nucleus (but

slightly dithered to avoid systematics) were acquired, thd'e knowledge of the spatial PSF is of particular importance
AO being locked on the central cusp of the galaxy. The df the modeling process, as we aim at using datasets with very

mospheric conditions were photometric, and observations wéiferent spatial resolutions. The spatial PSFs presented below
carried out at low airmass<(.16). Natural seeing conditionshave been estimated from the comparison between the images

were mediocre witfFWHM between ¥ and 15, providing reconstructed from our IFS data and higher resolution reference
an AO corrected PSF WitRWHM ~ 076 (see Sect. 3_3_2)_frames (see details of the method in Bacon et al. 2001b). Once

Neon arc lamp exposures were obtained before and after e§thindividual frames were properly aligned and renormalized,
object integration. Other configurations exposures (bias, doHi Mmerging of multiple exposures was carried out according
flat-field, micro-pupil) were usually acquired at the beginnin the prescriptions detailed in Bacon et al. (2001a). Note that

or the end of the nights. Twilight sky exposures were obtain data reduction software simultaneously provides the vari-
at dawn or sunrise. ance along each spectrum, which will used to estimate the local

signal-to-noise in the datacube.

3.2. SAURON observations N .
0ASIS. The PSF of the individualOASIS exposures is

NGC 3377 was observed on February 17 1999 \8#RON well approximated by a sum of two concentric circular
during its first scientific run on the William Herschel Telescop@aussians, and we estimated it by comparison with the
(Bacon et al. 2001a). The instrumental setup is summarizectH8T/WFPC2 F814W image described in Sect. 2.1. We ranked
Table 3. Four centered but slightly dithered 30 mn exposung® 7 0ASIS PSFs, labeled from to vii, according to their
were acquired, providing a total FoV of 3% 43” with an FWHM (see Fig. 2): 056 for exposurev, ~0/62 for expo-
original sampling of 094. The spectral coverage SAURON sured, 111, Iv andvi, and~0!73 for exposures andVIL.
includes the Mg absorption triplet as well as Fe and Ca absorp- Single exposures have a signal-to-noise r&fiN which is
tion lines, and the [@i] and HB8 emission lines when present.insufficient for individual use in deriving the stellar kinemat-
ics. We have therefore constructed two merged datacubes us-
3.3 IES data reduction ing two diffgrer-nt sets of exposures (tradinfi-betweenS/N
and resolution):

3.3.1. Spectra extraction and calibration . o
P Datacube “A”: includes all the individual exposures except

The integral-field spectroscopic data were reduced according cubedr andvil, in order to optimize the spatial resolution;
to the usual procedure described in Bacon et al. (2001b) fdatacube “B”: includes all seven individual exposures, in
0ASIS and Bacon et al. (2001a) fBAURON. The standard order to maximizes/N.
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Fig. 2. Fitted PSF of the DASIS individual exposures. THeSFs have Fig. 3. Effective PSF for th@ASTS (left) and SAURON (right) merged

been approximated by a sum of 2 concentric circular Gaussians (datacubes of NGC 3377. As described in the text, GABIS PSF

text). The individual PSFs can be sorted in 3 categories, with a mdanhighly non-Gaussian and is properly described by a sum of

FWHM of 0756, @62 and 073 respectively. three Gaussiangi@tted line¥; the spatial resolution is estimated to
be @62 FWHM. The SAURON PSF is described by a double Gaussian
of 2/1 FWHM.

Table 4.PSF parameters of ttidSIS andSAURON merged exposures.

3.3.3. Spatial binning

ID FWHM o, o2 I/l o3 I3/11
0ASIS/A 0’61 @22 @45 033 111 002 In order to increase th8/N, and reduce the number of inde-
OASISB  0/62 @21 42 049 096 0.04 pendent apertures for the dynamical modeling, we applied an

adaptive quadtree spatial binning to $¥URON datacube (see
Appendix A). We did not apply this technique to thaSIS
datacube, as we wished to retain the highest spatial resolution
available. TheSAURON binned datacube finally includes 475 in-
dependent spectra (see Fig. A.1).

SAURON 2'15 @83 1’80 0.20

We approximate the PSF of each merged datacube by a sum ] ]
of three Gaussians (see Table 4 and Fig. 3). It appears tBdt Stellar kinematics

there is not much dierence in terms offéective spatial resolu- \ye optained reference stellar templates from dedicated expo-

tion between cubes "A" and "B", while the glob&/N of dat- ;65 of HD 132737 fopASTS, and HD 85990 foISAURON,
acube “B” is slightly higher. Hence we consider only cube “B’}

. . - . ) both of spectral type KOIIl. The stellar spectra were opti-
which consists of 637 spectra with a final sampling’62%. mally summed over a spatial aperture Rf= 2 to maxi-

mize theS/N (~1300 forOASIS and ~500 for SAURON). The
resulting individual stellar spectra, as well as the fios$IS
and SAURON NGC 3377 datacubes, were then continuum di-

mated from directimages obtained before and afteg MlON vided and rebinned in la. We used our own version of the

observations). All of them were therefore merged in a Cugguger Corrlelation Qut()jtie.nt (';CQ) method (B_ender 1990;
of 2957 spectra over-sampled &68 to allow a proper anal- Bender et al. 199‘_1) o derive the non-parametric LOSVD at
ysis of the spatial PSF. every point of the final datacubes. When needed, the LOSVDs

_ ) were parametrized using a simple Gaussian and complemented
We approximate the spatial PSF of tBRURON merged sing 3rd and 4th order Gauss-Hermite momentsnd hy
datacube by a sum of two Gaussians and estimated their Ran ger Marel & Franx 1993; Gerhard 1993). We checked that
rameters by comparison with the H&FPC2 FS55W images gimjlar results were obtained with an updated version of the
obtained and reduced as described in Sect. 2.1 (see Tablgsks correlation method (Statler 1995), and that these did not

and Fig. 3). TheSAURON PSF is significantly non-Gaussiang;gnificantly depend on the details of the continuum subtraction
the two-Gaussian approximation has a gldBalHM of 2715, procedure.

while the best fit with a single Gaussian has\&WHM of 2/62. Figures 4 and 5 present the kinematic maps (mean ve-

SAURON. All four individual SAURON exposures have similar
spatial resolution, with BWHM ranging from 20 to 2’5 (esti-

In order to reduce significantly the amount of data to handlecity V, velocity dispersiornr, Gauss-Hermite moments
during the modeling, while retaining all the initial informationandh,) for 0OASIS and SAURON respectively, in the setup used
the four individualSAURON data-cubes were then merged agaiior the dynamical modeling (see Sect. 4).
in a final cube of 1534 spectra sampled’&4, corresponding Estimates of the errors on each velocity bin of the non-
to a strict Nyquist sampling of the spatial PSF. parametric LOSVDs are obtained by means of a Monte-Carlo
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Fig. 5. SAURON stellar kinematical maps. In each panel, the hataliskicorresponds to the size of the seeing disk’df BWHM.

approach (see Copin 2000): for each galaxy position, a noi€ed4.1. Comparisons with different datasets
free galaxy spectrum is built by convolving the template spec-

trum with the corresponding parametrized LOSVD. We th%e checked that theASIS and SAURON datasets were consis-

add noise realizations (consistent with the derived noise spec-, = . : ; :
. nt with h other, not only regarding their surf rightn
tra of the datacube), and extract the LOSVD via FCQ. The errFert th each other, not only regarding their surface brightness

is defined as the variance of the distribution at each velocity b(?hstrlbutlon from which the PSFs were estimated, but also by

after 100 realizations. If needed, errors on the measured kiﬁg_mpanngv ando- maps. TheDASIS FoV'is too small to al-

. : Ol proper convolution to thBAURON resolution. We therefore
matical parameters are derived from the same procedure, whic

roduces reasonably realistic error-bars (see e.g. Figs. 6 an u}.t a simple analytical model which approximates the “in-
P y -g- FIgs. insic” V ando fields, and used the MGE photometry model
see also de Bruyne et al. 2003).

to convolve this model with the adequate PSFs. The agreement
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excellent agreement with the long-slit datasets previously pub-
lished, up to the highest spatial resolutions. The steep velocity
gradient, unresolved at tlBAURON resolution, reaches a maxi-
mum of~110 km st atr ~ 175, and then decreases to a plateau
of ~90 kms. The velocity dispersion peak is barely spatially
L e . resolved in thé®ASIS observations, and reache$70 kms™.
P T T 7 T 7 71 Thehscodicientis anti-correlated with the mean velocity as
180 = o OASIS data oy . .
teo b o Model (OasIs psr) % expected from the superposition of a bright dynamically cold
F — Model (SAURON PSF) component on a hotter spheroid.
Integral-field spectroscopy enables us to analyse the “mor-
phology” of the kinematics, something not possible using long-
1 slit spectra. BotlDASTIS and SAURON mean velocity fields re-
s 0 s veal a twist of the zero velocity curve efL0° with respect to
Major axis [aresec] the photometric minor-axis up to~ 10”, while the photome-
try does not show any variation of position angle (Peletier et al.
Fig. 6. Comparison along the major axis betweenahsIs (open cir- 1990). As a consequence, the velocities along the minor-axis
cleg and SAURON (closed circle} datasetsupper panelmean veloc- are not null, a fact not reported sofaand which is clearly vis-
ity, lower panef velocity dispersion), and the simple analytic modeliple with an amplitude of7 km s for 0ASIS and~12 kms*
convolved to the propedASIS (dashed ling and SAURON (solid lin€  for SAURON.
resolutions. The SAURON velocity dispersion-map also presents inter-
esting morphological features: while thepeak is elongated
. . . ] . along the photometric minor-axis — consistent with the disky-
between the kinematics obtained wtSIS and SAURON iS  \oo5of the light distribution —, it displays a twist of about 10
excellent, as shown in Fig. 6. _ in the directionoppositeto the kinematic misalignment. These
We also compared theASIS and SAURON stellar kine-  mogest but significant departures from axisymmetry are prob-
matics with measurements based on long-slit data publishggle signatures of a triaxial intrinsic shape. This is also appar-
by Bender et al. (1994, Calar Alto, slit width of 2, spectral gnt in the ionized gas distribution and motions, which exhibit a
resolution of 46 km?_’l’ hereafter BSG94), K98 (spec- poticeable spiral-like morphology and strong departures from
trograph SIS/CFHT, slit width ~0/3-05, spectral resolu- cjrcylar motions (Bacon et al. 2001a). These issues will be dis-

tion ~40-60 kms™) and Simien & Prugniel (2002, spectro-yssed in more detail in a forthcoming paper (Emsellem et al.,
graph CARELEC/OHP, slit width of 15, spectral resolution ;, preparation).

of 25 kms?, hereafter SP02). A proper comparison between

these dfiferent datasets is flicult because of the very fiiér- )

ent spatial resolutions and instrumental setups. We theref8rdPynamical models

_restrictec_i these co_mpari_sons to the_ datasets which sivare 4 1 schwarzschild models

ilar spatial resolutions, i.eQASIS with K+98 and SAURON

with BSG94 and SP02. The IFS data were thus binned d¥e construct dynamical models based on the orbit superposi-

cording to the characteristics of the long-slit data and cofon technique of Schwarzschild (1979, 1982). Similar orbit-

pared as shown in Fig. 7: the datasets are in good agreemié‘mpd models were constructed to measure the masses of cen-

particularly considering the fliculty mentioned above. Thetral BHs (van der Marel et al. 1998; Cretton & van den Bosch

(marginal) 015-ofset reported by K98 in the mean velocity 1999; Verolme et al. 2002; Cappellari et al. 2002; Gebhardt

profile is not seen in OWASIS data. et al. 2003), and dark halo parameters (Rix et al. 1997; Gerhard
We chose not to use thHeos observations of the nucleuset al. 1998; Saglia et al. 2000; Kronawitter et al. 2000). Our

of NGC 3377 (G-03, square aperture of B1, spectral resolu- implementation is described in detail in Cretton et al. (1999,

tion of ~100 kms?, no aperture illumination corrections aplereafter C99). We summarize it briefly here.

plied) for three reasons: (a) the lack of extensive spatial infor- W& sample the stellar orbits using a grid in integral space,

mation makes the comparison with such high-spatial resolutiRich includes: the energl, the vertical component of the

data hazardous, (b) the proper determination of aperture p@digular momenturh, and an &ective third integrals. We use

tioning is known to be a critical procedure (van der Marel et 80 Values oE = 1/2 R; 6@/dR+®(R;, 0), sampled through the

1997), potentially leading to critical consequences for the di@dius of tbe cwcu!ar orbiR:. We take a logarithmic sampling

namical modeling, (c) by excluding these measurements, @iFc in [0701,3000], since more than 99% of the total mass

dynamical models arkilly independant to the ones developefif our MGE model lies inside this range. 14 values pperk
by G+03. in [-Lzmax +Lzmaxd @nd 7 values of; per (€, L,) were adopted

(see C99).
_ The orbit library is constructed by numerical integration of
3.4.2. First results from the SAURON and OASIS maps  each trajectory for an adopted amount of time (200 periods

100

V [km/s]

~100 F

o [km/s
N
o

As mentioned earlier, th@ASIS and SAURON kinematics pre- 4 Long-slit (unpublished) data showed a weak rotation along the
sented in Figs. 4 and 5 respectively are fully coherent andnitinor-axis of NGC 3377 (Tom Statler, private communication).
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Fig. 7. Comparison between the long-slit stellar kinematics from literatpoin{g and the equivalent IFS kinematickngs) for the mean
velocities fop) and velocity dispersions6tton): 0ASIS vs. K+98 (left), SAURON vs. BSG94 kniddle and SAURON vs. SP02 Iight). The
dotted linegyive the 1e error on the IFS parameters, as estimated from Monte-Carlo simulations.

of the circular orbit at thaE) using a Runge-Kutta schemea y?-scheme and we use thg? = y? — x2. statistic to as-
During integration, we store the fractional time spent by easign confidence values to the igé-contours (e.g. Cretton et al.
orbit in a Cartesian “data-cubeX'(y’, vos), Wwhere &', y") are 2000; Gebhardt et al. 1996).
the projected coordinates on the sky apg the line-of-sight The main diferences with respect to models previously
velocity. We use ai-dithering scheme (see C99) to make eaqgbublished are (a) the use of the full non-parametrized LOSVDs
orbit smoother in phase space. The data-cube of each in@ut see Gebhardt et al. 2000; Bower et al. 2001; Gebhardt
vidual orbit is further convolved with the PSF and eventuallyt al. 2003), (b) the two-dimensional coverage of the data (but
yields theorbital LOSVD L ,(vios) at each positionx,y’) see Cappellari et al. 2002; Verolme et al. 2002). Most previous
on the sky. studies made use of long-slit 1D-data at a few position angles
In C99, we adopted a parametrized form for the (orbitéé.g. van der Marel et al. 1998), but the advance of IFU spectro-
and observed) LOSVDs using the Gauss-Hermite series gkaphs (e.gOASIS/CFHT, SAURON/WHT, FLAMES andVIMOS
pansion. However, as emphasized in Cretton & van den Bosftthe Very Large Telescope, etc.) will deliver two-dimensional
(1999), some problems may arise in the modeling of dynashata for many objects. A more detailed study of tikeet of
ically “cold” systems (i.e., with a higlv/o), where the use using such two-dimensional constraints will be presented in a
of the linear expansion can lead to spurious counter-rotatieampanion paper (Cretton & Emsellem, in preparation).
To avoid this potential shortcoming, we choose to constrain
the dynamical models using directly the full non-parametrize . . -
LOSVDs. As a consequence, the maps presented in Figsz.gi' SAURON constraints with original errors

and 5 are shown for illustration purposes, but were not usggé compute a grid of orbit libraries withl, ranging from 00

in the modeling technique. to 182 x 10° M, and T, between 2 and 26°. First, we
Orbital occupation times are also stored in logarithmic paonstrain these models only with tH8AURON dataset and

lar grids in the meridional plane and in th#' (') plane, to dy?-contours are showed in Fig. 8 (left panel). At 99.7% confi-

make sure the final orbit model reproduces the MGE madsnce level, the alloweM, is smallerthan~2 x 10’ M. This

model. The mass on each orbit is computed with the NNLS alppears to be surprisingly small, given the low spatial resolu-

gorithm (Lawson & Hanson 1974), such that the non-negatitien (~2’1 FWHM) of the SAURON dataset. Indeed, in the case

superposition of all orbital LOSVDs aims at reproducing thef NGC 3377 with a characteristic central velocity dispersion

observed LOSVDs within the errors. In addition, the modef o ~ 135 kms? and an assumed distance®f= 9.9 Mpc,

has to fit the intrinsic and projected MGE mass profilethis spatial resolution corresponds roughly to the radius of in-

Smoothness in integral space can be enforced through a fiagence of a 6 x 168 Mg, BH (de Zeeuw 2001).

ularization technique (see C99). Models wittffelient values In order to check that the tightness of #)&-contours is

of BH massM, and mass-to-light rati&, are constructed andnot an artifact of our choice of technical implementation, we

compared to the data. As mentioned in Sect. 2.3, the mass-to-

light ratio | is assumed to be constant over the whole ex5 A Jeans model based on the previous MGE model (Sect. 2.2) gives

tent of the galaxy. The quality of the fit is assessed through~ 2.5 (see e.g. Emsellem et al. 1999).
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have constructed several orbit libraries, changing one param-If one still wishes to model non-axisymmetric data with an
eter of the library at a time: (a) the length of each orbit intexisymmetric code, there are two possibilities: (a) symmetrize
gration has been increased up to 1000 radial periods, (b) the data, while keeping the statistical error-bars, (b) increase
E-sampling of the library has been refined, (c) the individu#the error-bars to encompass the systematic errors (if any) be-
orbital time-steps have been decreased, and (d) the size ofttleen the 4 quadrants. While the first solution was adopted
orbit library has been increased by eight-folg(N,, Ni;) = by G+03, we chose the second option to keep as much as pos-
(40,28, 14) instead of (2014, 7). For the latter model, the re-sible the original spatial extent of the integral-field data. For
sulting dy?-contours are shown in the right panel of Fig. 8: akthe central parts of th6AURON dataset (roughlyx’| < 12"
though the orbit library was expanded by a factor of 8, the upnd |y’| < 6”), for which measures from the 4 quadrants
per limit for M, is still surprisingly small. In fact, none of theare accessible, the error-bar including systematics is taken as
above modificationsftected the tightness of thig*-contours o, = (0%)4 + Vary(c?), where Vaj is the variance between
in a significant way. We conclude that this peculiar result is ngfe four LOSVDs of the four quadrants atef), is the mean
related to specific technical details of our modeling method. statistical error-bar of the four LOSVDs. In the outer parts, the
spatial binning and the incomplete coverage of¥hERON data

] make the computation morefficult: we estimate the system-

4.3. Departures from axisymmetry atic errors by taking the immediate neighbor spatial element

. , (after folding all 4 quadrants on one) if there is no symmetric
To test further the origin of the tightness of thg?-contours correspondent in the other quadrants.

for the SAURON dataset, we constructed fake constraints drawn . . . .

X T : : As expected, we obtain the same contours using either orig-
from an isotropic distribution functiorf(E, L;), using the . . . .

: mtal or symmetrize@AURON data when the error-bars including
Hunter & Qian (1993) method (hereafter HQ). The even par :
. . ” . sgstematlcs are used.

of such a DF is uniquely specified by the mass profile an
we choose the odd part such as to mimic the true observed
SAURON kinematics. A 18 My, BH has been included into the4.4. |FU constraints with errors including systematics
HQ model. HQ-LOSVDs are then computed in tR&URON _ )
setup: they are convolved with tS&URON PSF and binned into SAURON dataset. Figure 9 (left panel) shows thg“-contours
the SAURON spatial elements. This artificial dataset looks velysing only theSAURON data with the errors including systemat-
similar to theSAURON data, but a dynamical fit gives very dif-icS. While the constraint on the upper limit bf, is noticeably
ferentsy2-contours, allowing BH masses up tk 10° M, relaxed (the largest allowed BH mass is now M), ' is
at 99.7% confidence level. For this fit, we have used ad-hgfongly restricted to the range.(15, 2.45] (99.7% confidence
error-bars equal to 5% of the largest LOSVD value in ead@vel), due to the largBAURON FoV.
pixel. In eactSAURON pixel, these errors are therefore indepen-
dent ofvies. With such a choice of errors, we are conservative BhsTS dataset. The OASIS data also show signs of non-

the sense that real observeq errors are (01_1 average) three tiE)‘(‘?szmmetry (see Fig. 4), so we applied the procedure de-
higher and would therefore induce even widgf-contours. s iipad in the previous Sect. to compute systematic error-bars.
By construction, the HQ data correspond to a perfectly adigure 9 (middle panel) shows th&g2-contours constrained

symmetric galaxy, and are therefore fully [anti-]bi-symmetrignly with theOASIS data (restricted to the centrdl 4 2" part,

e, Looy)vos) = Lexyy(—tios) = L -y)(vios). In that see Fig. 10). The 99.7% confidence level is much larger than
sense, as mentioned earlier, the obsers8MRON data show in the SAURON case: as could be expected (e.gr(3) T, is
noticeable departure from axisymmetry, and the fit of an axiery weakly constrained due to the small extension of the data.
symmetric model to them will significantly increase bath However, a modelithout BH is excluded by th@®ASIS data
andsy?. at a 99.7% confidence level.
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Fig. 10. Best-fit stellar kinematical maps

for the OASIS dataset, to be compared with
x [aresec] x [arcsec] F|g 4.

Combined datasets. Figure 9 (right panel) shows the resultsnodels. Recently, Valluri et al. (2002) have shown that (unreg-
of a combined fit on both datasets. Since this fit includes allrized) orbit-based models do not provide reliable BH mass
available IFU data, it presumably provides the best estimastimates, because t&contours on which they are based de-
of the BH mass and the stellal. To improve such estimatespend strongly on the number of orbits in the library: if one in-
based on a grid interpolation, we compute additional modeleases the number of orbits, the contours get wider and the in-
corresponding to new values 6f — M,. The best fitting model determinacy on the BH grows. In a forthcoming paper, we have
hasM, = 7.0 x 10’ My, andY, = 2.05 (see the best-fit mapsexplored this issue with component-bad¢H, L,) models and

in Figs. 10 and 11, to be compared with the observed mage/e also observed such a significant widening of the contours
in Figs. 4 and 5). The minimum and maximum BH mass alvhen the orbitlibrary is expanded. Our tests also show that reg-
lowed by these data (99.7% confidence level) ase<2.0’ M, ularization may provide a way to “stabilize” the&-contours,

and 125x 10° M, respectively. while increasing the number of orbits (for details, see Cretton
& Emsellem, in preparation). Although we do not have yet a
clear physical justification for the regularization scheme, we
decided to apply such a procedure to construct regularized
. . . .models of NGC 3377. We refer the reader to the companion
In previous sections, we have explored models with no require- ; : . : .
ments on the smoothness of the solution. As a result, the paper for a discussion of these issues, outside the scope of this
bital weights are jagged and can strongly vary from one orbigPer

to the next. One can include regularization constraints in order Figure 12 shows the combined fit, including regularization
to obtain smoothly varying solutions (see e.g. C99). From sucbnstraints. The level of regularization has been adjusted from
regularized solutions smooth functions characterizing the m-comparison with the HQ models according to the prescrip-
ternal dynamical structure can be computed (see Fig. 13). Bon of C99 (their Fig. 8). The contours are then very similar
there is a much more important reason to derive regularizedthe case without regularization, and the best fitting values

4.5. Regularized models
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are almost unchanged with respect to the unregularized model@-8[ "~~~ =~ T~~~ T T T T T 1
with the exception of the slightly restricted maximum allowed
BH mass, which is now.1x 10° M,. The values we adopt are
thusM, in the range 211x 10’ M, (99.7% confidence level), 2.6
with a best fit value of & 10’ M,, for a mass-to-light ratio !
of 1) = 2.1+ 0.2, and an assumed distance of 9.9 Mpc. Note
that at the 68% confidence level, our model is well constrained 2.4
with M, between 6 and & 10" M. I

2.2

[Mo/Lo]

4.6. Internal dynamical structure

To describe the internal dynamical structure of NGC 3377, we i
compute the velocity dispersion profiles of the best-fit orbit 2.0
model: o, oy and oy, where (, 6, ¢) are the usual spherical
coordinates (see Fig. 13). We use the regularized models con-
strained on botSAURON andOASIS datasets with errors includ-
ing systematics (see previous section). In Fig. 13, we also plot
the ratioso /o, ando /o to better estimate the anisotropy.
The meridional planeR;, 2) is divided into a polar grid with I T T T
seven angular sectors fére [0,7/2] (see Sect. 4.1); the first 0.0 0.5 1.0 1.5 2.0
sector is close to the symmetry axis, while the last one is near Mgy [10° M)
the equatorial plane. We decide to discard the sector closest to

th.e symmetry axis (i.e., the flr.St one), because On.ly few Orbllt;sg. 12. y?-contours based on bothAURON and OASIS data with
with very smallL, can reach it. To reduce the noise, we & errors including systemati@nd regularization constraints
erage sectors two by two: #2 with #3, #4 with #5 and finally '
sectors #6 with #7, in the left, middle and right panels respec-
tively (see Fig. 13). ando /o of about 1.2. Except for the peak of /o in the

In each panel, the vertical dashed lines indicate the eentral part of the equatorial plane profile, the model shows a
tent of the kinematic data: it thus delineates the region wheaggher constant anistropy along each (averaged) sector.
the models are directly constrained. Going from the symmetry Although our mass model contains two flat Gaussian com-
axis toward the equatorial plane, the best-fit model (Mth=  ponents G; andGg, see Table 1) withq’j < 0.24, the inter-
7 x 10’ My) shows an increasing radial anisotropy. It is hownaal structure of our best-fit model of NGC 3377 does not ex-
ever relatively close to isotropy, with dispersion ratiago hibit a strong dynamical signature of a disk like in NGC 4342
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(see Fig. 13 and Sect. 7.3 of Cretton & van den Bosch 1998)eir list of observable constraints. As noted by @3, the in-
Indeed, in the case of NGC 3377, these two flat componentssion of HST measurements improves the significance of the
never dominate the local mass density, whereas in NGC 438 detection, but does not alter significantly the upper limit
the outer disk starts to dominate outside 6f éhducing aradial of the mass estimates. The uncertainty on the actual location
anisotropy. of the FOS apertures and its corresponding kinematics (see
G+03 observed a “peak’” itr; /oy betweerr = 0’1 and 77 Sect. 3.4.1) furthermore motivated our choice of excluding this

in the equatorial plane (see their Fig. 13). This ratio reaches fi&faset. 0
in their best-fit model, whereas we observed values below 1.2 G+03 found a BH mass oM, = 10737 x 10° Mo
in the same radial range. Thefféirences are certainly due tollo- range, one degree of freedom, for an assumed distance

the significantly diferent spatial coverage of the datasets us€fi11.2 Mpc). This translates into a mass range forltheof
to constrain the models. about 8-17 x 10" M,, at a distance of 9.9 Mpc. However, as

explained by the authors, the lower limit & is solely con-
strained by the 2 nucle@osS LOSVDs: the fit on their ground-
4.7. Comparison with previous models based data — stelld¥ and o measurements from K98 (see
) Sect. 3.4.1) —is consistent with the absence of central BH (their
The dynamics of NGC 3377, and the presence of a Cqfly 7). Our best fit value dfl. = 7x 107 M, is just at the edge

tral massive BH, have been first studied by98 with ,¢ihe 9504 confidence contours derived by@3, but outside
isotropic models, and in greater details by@3. The model- i4ir 68% confidence mass range (see their Fig. 3).

ing technique (B-Schwarzschild) and initial assumptions (axi- Regarding the mass-to-light ratio, the best-fit valugof=

symmetry, edge-on, constant mass-to-lightratio) used#35 5 g+01 5t = 112 Mpc found by G-03 (99.7% level) cor-
are similar to the ones we applied on our NGC 3377 int?és}:;)gnds tor, ~ 2.16°%% at 9.9 Mpc (for a mean color in-
gral field data. A few important éierences should be em- 045 '

: ; ; . “dex (Vv — 1) = 1.14, Goudfrooij et al. 199% and a standard
pha§|zed though. Firstly, &3 constr_ameql thg spatla_l Iuml'Cousins\{/ - 1)o = 0.685, Bessell 1979), consistent with our
nosity to be constant on homothetic ellipsoids, which m

S . : . est fit value of('; = 2.1. At the 68% level, we obtain a narrow
cause significant dierences in the resulting dynamical mode o
. Lo . range of allowedY,, between 2.02 and 2.12, a significant
(and internal structure). However, considering that isophotes

of NGC 3377 are reasonably well approximated by ellipses Note that although the colour profiles presented in Goudfrooij

(With constant eIIipticity), this is probably not critical in theet al. (1994) are right, the correspondiig- | value quoted in Table 5
present case. Secondly;+@3 included theFOS apertures in is incorrect (Goudfrooij, private communication).
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improvement compared to the corresponding range of 1.7Lis not clear whether it is critical for the global understanding
2.24 found by G-03. The main reason for our better mass-t@f the intrinsic dynamics of this “nearly oblate” galaxy (Davies
light ratio constraint certainly lies in the spatial coverage of oet al. 1983) — contrary to more extreme cases (e.g. NGC 4365,
kinematical datasets:€®3 only disposed of major-axis (long-Davies et al. 2001; Verolme et al. 2003) —and wether it prevents
slit) profiles (with the addition of thBOS apertures). As shown our (M., Y') best-fit parameters to be taken into consideration.
in Fig. 9, theSAURON dataset with its two-dimensional cover-

age on a relative large field strongly constraingassumed to Mass-to-light ratio. We can compare the dynamical estimate

be °°’?Sta“‘)- . of our Y (obtained via Schwarzschild modeling) to the one in-
foreUsSiIgr?i ftiZZ:t?yn}z;?gj:It{r?g igggﬁzﬁgiﬁsbe;;;ﬁi;hf re'dependently inferred from observed colours and line strengths.
. . . " ldiart et al. (2003) estimated the metallicity of NGC 3377 us-
While our ground-based data spatial resolution is coarser tr}ﬁa broad-band colours, and derived a central and globaH[Fe
the HST spatial-grade resolution, we believe, given our afor0 £ 0.0 and—0.2 respect’ively Using Vazdekis et al. (1996) stel-
mentioned concerns regarding the uncertainties on criticfgl : ' ) )

: . . I population synthesis models with observed co®rsV ~
kinematic measurements derived fr&@®s apertures, that our 0.86 andV — | ~ 1.14, this corresponds toy in the (loose)
BH mass estimate is overall more robust thar03’s. In ad- o P

dition, we think that our mass-to-light ratio estimate is betttf[‘?nge 2.7-3.7. Our best-fit model fé = 2.1, or'ly = 3.2,

because of the extended spatial coverage of our kinematiu”Iy consistent with these estimates (but see discussion in
datasets P 9 {firaston 1998; Thomas et al. 2003). We also checked that the

SAURON line strength values (Bl Mgb, Fe5015, Fe5270) ob-
served for NGC 3377 are within the ranges predicted by the
5. Discussion Vazdekis et al. models. This independent check is important as

The ki ic d q in the d ical mod I_it links the stellar populations to the dynamical observables.
e kinematic data used to constrain the dynamical modeling Regarding our central BH mass measurement, the only

presented in this paper were exclusively obtained from Mdependent estimate we can provide, beside comparison to
integral-field spectroscopic observations of NGC 3377. T b P ' b

) . ‘?eviously published dynamical models (see Sect. 4.7), is by
full spatial coverage allows a proper estimate of the resp

. ) _ ing theM, — o relation: Merritt & Ferrarese (2001) and
tive PSF (see Sect. 3.3.2), and a detailed comparison of g - ( )

datasets. i ina their int | ot Sect. 3.4 %maine et al. (2002) used stellar dispersion (centraffece
atasets, insuring their internal consistency (see Sect. 3. tive) values of 131 and 145 km'srespectively, providing/l, =

Furthermore, the spatial complementarity of the datasetslz7(+o 72)x 107 andM. ~ 3.7(+1.7)x 107 Mo, respectively.

. . . . o — . 4. [o}}) .
SAURON covers a relatively Iargg Fov whﬂ@A SIS probes the The range of allowedl, derived from our Schwarzschild mod-
central parts with sharper spatial resolution — plays a key “éf‘s overlap with both estimates, although our best-fit value is

in the modeling process (see Sect. 4.4). ;
) . . . clearly outside these two ranges.
Our implementation of the Schwarzschild technique has y g

been extended to support 2D-coverage and non-parametriz tudying the importance of thefect of triaxiality is out-
LOSVD fit, and includes regularization constraints minimi >Id€ the scope of this paper and will be done in the future using

z- . . :
. " o . , generalized modelling techniques (such as the one developed
ing the “contours widening" féect described by Valluri et al, by Verolme et al., in preparation). In that respect, it is notice-

éi?r?st)i.o:sowrfgr?\rélgu; ngqi?gilsirfé::'ﬂgggﬁ”g)ggyﬂﬁgtp;afé da ble that o_nly a two—dimgnsional coverage can properly trace

constant m,ass—to—light ratio ' ' tAe non-axisymmetry. This has consequences not only for the
’ specific case of NGC 3377, the non-axisymmetry of which was

ignored before, but probably for many other galaxies and

Inclination. The galaxy NGC 3377 is knowmot to bestrictly related studies.

edge-on, as strongly hinted from the ionized gas distribution

(Bacon et al. 20014, if the gas is confined in the equato- )

rial plane). However, NGC 3377 is certainly close to edge-&h Conclusions

(i = .700’ see Sed' 2.3) given its apparent flattening (ES'%e have presented a unique set of nested integral-field
Ru_nnl_nga_fullgnd Qfdynamlcal models over the allowed rangfpectroscopic observations of the E5-6 “dilqxy” cuspy
of mclmaltlons (asin, e.g. nghardt et al. 2000; Verolme gt %giaxy NGC 3377, obtained with tOaSTS andSAURON instru-
20,02)' might r_10t be relevant 'f_' as suspected, the assumptio nts. Both sets display regular stellar kinematics, with indica-
axisymmetry is the most restrictive one. tions for an inner disk, coherent with the diskyness of the light
distribution up to~30”. However, the IFS observations also re-
Axisymmetry. As already mentioned, al0° kinematic mis- veal a significant twist of the line of zero velocity L0° up
alignment is observed both in tOASIS andSAURON datasets, tor ~ 10” —with no corresponding isophotal twist — indicative
in contradiction with an intrinsic axisymmetric morphologywf a moderately triaxial intrinsic shape or of a central bar.
(while the photometry does not show any position angle twist). Based on this complementary and intrinsically coher-
This non-axisymmetry could be due to the presence of an ent dataset, we have constructed general (three-integral) axi-
ner bar (hypothesis supported by the gas spiral-like distribeymmetric dynamical models for this galaxy using the orbit
tion, Emsellem et al., in preparation). While the observed nosuperposition technique of Schwarzschild, non-parametrically
axisymmetry weakens the results of our axisymmetric moddiigting the full LOSVDs delivered by the 3D spectrographs.
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In order to properly take into account the observed non-
axisymmetry of the kinematic maps, we have added a sys-
tematic component to the Monte-Carlo-computed statistical er- o |
rors on the LOSVDs used in the fit. The best-fit model has a ™
BH mass ofM, = 72 x 10’ M, and a mass-to-light ratio
T = 21+ 0.2 (99.7% confidence level) for an assumed
distance oD = 9.9 Mpc. § o
The use of fully coherent IFS measurements on the ol
servation side, and of proper errors and regularization cog-
straints on the modeling side allowed us to derive this signiﬁ; o
cantly improved constraints on bdthandM.,. However, some i
assumptions used in the modeling — the most important pre-
sumably being the axisymmetry — are in noticeable contradic-
tion with our IFS observations. Therefore, BH mass estimates & |
for NGC 3377 based on axisymmetric models should be con- | |

sidered with caution. b :
—20 —-10 0 10 20
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Appendix A: Adaptive quadtree two-dimensional Conclusion. All the bins which are not completely covered by

binning real data (in our case, 80%) or whoSgN is lower than a

In order to increase th8/N in the outer parts of th§AURON given threshold are then discarded.
exposure, we used an adaptive spatial binning algorithm. A dﬁj

tailed account of binning techniques is described in CappellgrliS method leads naturally to &mbalanced Quadtree spatial
& Copin (2003), inning of the original datacube (e.g. Bern & Eppstein 1995).

SN . “ - . . Contrarily to the optimal binning presented in Cappellari &
While filtering (i.e., "smoothing") spectrographic data i opin (2003), this quadtree binning does not produce a very

equally easy for long-slit and integral-field spectrographs, d%gmogeneouS/N distribution over the field. However, it pro-

blnnlng_ls much trlpkler_for two-dlmens_lqnal data, due to th?ides simple shapes — squares — for the final bins, and therefore
topological constraints (i.e., the proper tiling of the plane). Still, "~ . . .
Simplify the comparison with models.

o o e ot pomat oG Fo e speiic case of USALRON NGC 3377 dta, e
b "have used a targed/N of 50 and a minimumS/N of 30.

T_he first step is to estimate the flux and m&hl at each This resulted into 475 independent binned spectra as shown
spatial element (hereaftepaxe). In the present case, each

spaxeli of the input cube is associated to the spect®i(), nFig. A.1.
and one can compute the total fl; = fSi(/l) da by in-

tegrating along the spectral dimension, as well as the mgagaferences
signal-to-noise ratio;; = (Si(2)/0i(2)),, wheredi(1) is the
chromatic variance as estimated during the data-reduction ;ﬁ’
cess. Furthermore, the red;(n;)-spaxels are embedded in aBacon’ R.. Copin, Y., Monnet, G., et al. 2001a, MNRAS, 326, 23

2" x 2"-grid, O_therwlse completed with (0)-spaxels. Bacon, R., Emsellem, E., Combes, F., et al. 2001b, A&A, 371, 409
The algorithm is then as follows: Bender, R. 1990, A&A. 229, 441
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o= F) Zi(SiZ/’Iiz)- Hopefully, this 1-bin has /N high Geqmetry, 2nd ed._, ed.D.-Z.Du, &F. KM Hwang, Lecture Notes
enough to be divided further and initialize the process. _ S¢1es on Computing No. 4 (World Scientific), 47

Iteration. If mbin j is indeed a bin — i.e., contains aBesse”’M'S' 1979, PASP, 91, 589
' ] U ower, G. A., Green, R. F,, Bender, R, et al. 2001, ApJ, 550, 75

least 4 spaxels —_and has high enouddy s v_vith respect Cappellari, M. 2002, MNRAS, 333, 400
to the targetS/N, it can be divided further into 4 subse-cappeliari, M., & Copin, Y. 2003, MNRAS, 342, 345

quent (n+1)-bins. Since the initial grid had a power-of-twacappellari, M., Verolme, E. K., van der Marel, R. P., et al. 2002, ApJ,
side length, all the child-bins also have a power-of-two side 578, 787
length. Copin, Y. 2000, Ph.D. Thesi&cole normale starieure de Lyon
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